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On the Complexity of Query Result Diversification

TING DENG, RCBD and SKLSDE, Beihang University
WENFEI FAN, Informatics, University of Edinburgh, and RCBD and SKLSDE, Beihang University

Query result diversification is a bi-criteria optimization problem for ranking query results. Given a database
D, a query Q and a positive integer k, it is to find a set of k tuples from Q(D) such that the tuples are as
relevant as possible to the query, and at the same time, as diverse as possible to each other. Subsets of Q (D)
are ranked by an objective function defined in terms of relevance and diversity. Query result diversification
has found a variety of applications in databases, information retrieval and operations research.

This paper investigates the complexity of result diversification for relational queries. (1) We identify three
problems in connection with query result diversification, to determine whether there exists a set of k£ tuples
that is ranked above a bound with respect to relevance and diversity, to assess the rank of a given k-element
set, and to count how many k-element sets are ranked above a given bound based on an objective function.
(2) We study these problems for a variety of query languages and for the three objective functions proposed
in [Gollapudi and Sharma 2009]. We establish the upper and lower bounds of these problems, all matching,
for both combined complexity and data complexity. (3) We also investigate several special settings of these
problems, identifying tractable cases. Moreover, (4) we re-investigate these problems in the presence of
compatibility constraints commonly found in practice, and provide their complexity in all these settings.

Categories and Subject Descriptors: H.2.3 [DATABASE MANAGEMENT]: Languages
General Terms: Design, Algorithms, Theory

Additional Key Words and Phrases: Result diversification, relevance, diversity, recommender systems,
database queries, combined complexity, data complexity, counting problems

1. INTRODUCTION

Result diversification for relational queries is a bi-criteria optimization problem. Given
a query ), a database D and a positive integer k, it is to find a set U of k tuples in the
query result Q(D) such that the tuples in U are as relevant as possible to query Q,
and at the same time, as diverse as possible to each other. More specifically, we want
to find a set U C Q(D) such that |U| = k, and the value F(U) of U is maximum. Here
F(-) is called an objective function. It is defined on sets of tuples from Q(D), in terms of
a relevance function .« (-, -) and a distance function dqis(+, ), where

—for each tuple ¢t € Q(D), d,a(t, Q) is a number indicating the relevance of answer ¢t to
query @, such that the higher 6, (¢, Q) is, the more relevant ¢ is to @; and

—for all tuples t1,t3 € Q(D), dd4is(t1,t2) is the distance between ¢; and ¢, such that the
larger dq4is(t1, t2) is, the more diverse the answers ¢, and ¢, are.
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A:2 Ting Deng and Wenfei Fan

In particular, three generic objective functions have been proposed and studied in [Gol-
lapudi and Sharma 2009] based on an axiom system, namely, max-sum diversification,
max-min diversification and mono-objective formulation. Each of these functions is de-
fined in terms of generic functions 0, (-,-) and dgis(+,-), with a parameter A € [0,1]
specifying the tradeoff between relevance and diversity.

Query result diversification aims to improve user satisfaction by remedying the over-
specification problem of retrieving too homogeneous answers. The diversity of query
answers is measured in terms of (1) contents, to include items that are dissimilar to
each other, (2) novelty, to retrieve items that contain new information not found in
previous results, and (3) coverage, to cover items in different categories [Drosou and
Pitoura 2010]. It has proven effective in Web search [Gollapudi and Sharma 2009;
Vieira et al. 2011], recommender systems [Yu et al. 2009b; Zhang and Hurley 2008;
Ziegler et al. 2005], databases [Demidova et al. 2010; Liu et al. 2009; Vee et al. 2008],
sponsored-search advertising [Feuerstein et al. 2007], and in operations research and
finance (see [Drosou and Pitoura 2010; Minack et al. 2009] for surveys).

This paper investigates the complexity of result diversification analysis for rela-
tional queries. While there has been a host of work on result diversification, the previ-
ous work has mostly focused on diversity and relevance metrics, and on algorithms for
computing diverse results [Drosou and Pitoura 2010; Minack et al. 2009]. Few complex-
ity results have been developed for query result diversification, and the known results
are mostly lower bounds (NP-hardness) [Agrawal et al. 2009; Gollapudi and Sharma
2009; Liu et al. 2009; Stefanidis et al. 2010; Vieira et al. 2011]. Furthermore, these
results are established by assuming that query result Q(D) is already known. In other
words, the prior work conducts diversification in two steps: first compute Q(D), and
then rank k-element subsets of Q(D) and find a set with the maximum F'(-) value. The
known complexity results are for the second step only, based on a specific objective func-
tion F(-). However, it is typically expensive to compute Q(D). To avoid the overhead,
we want to combine the two steps by embedding diversification in query evaluation,
and stop as soon as top-ranked results are found based on F'(-) (i.e., early termination),
rather than to retrieve entire Q(D) in advance [Demidova et al. 2010]. Nonetheless,
the complexity of such a query result diversification process has not been studied.

This highlights the need for establishing the complexity of query result diversifica-
tion, both upper bounds and lower bounds, when Q(D) is not provided, and for dif-
ferent query languages and various objective functions. Indeed, to develop practical
algorithms for computing diverse query results, we have to understand the impact of
query languages and objective functions on the complexity of result diversification.

Example 1.1. Consider a recommender system to help people find gifts for various
events or occasions, e.g., FindGift!. Its underlying database D, consists of two relations
specified by the following relation schemas:

catalog(item, type, price, inStock),

history(item, buyer, recipient, gender, age, rel, event, rating).
Here each catalog tuple specifies an item for present, its type (e.g., jewelry, book), price,
and the number of the item in stock. Purchase history is recorded by relation history: a
history tuple indicates that a buyer bought an item for a recipient specified by gender, age

and relationship with the buyer, for an event (e.g., birthday, wedding, holiday), as well
as rating given by the buyer in the range of [1,5].

Thttp:/www.findgift.com.
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On the Complexity of Query Result Diversification A:3

Peter wants to use the engine to find a Christmas gift for his 14 year-old niece Grace,
in the price range of [$20, $30]. His request can be converted to a query Qo defined on
database Dy. The relevance d,.(t, Qo) of a tuple ¢t returned by Qo (Do) can be assessed
by using the information from relation history, by taking into account previous presents
purchased for girls of 12—-16 year old by the girls’ relatives for holidays, as well as the
rating by those buyers. The distance (diversity) dqis(t1,t2) between two items ¢; and
t2 returned by Qo (Do) can be estimated by considering the differences between their
types. Peter wants the system to recommend a set of 10 items from @y (Dy) such that on
one hand, those items are as fit as possible as a Christmas present for a teenage girl,
and on the other hand, are as dissimilar as possible to cover a wide range of choices.

The computational complexity of processing such requests depends on both the
queries expressing users’ requests and the objective function used by the system.

(1) Query languages. Query )y can be expressed as a conjunctive query (CQ). Nonethe-
less, if Peter wants a new gift that is different from previous gifts he gave to Grace,
we need first-order logic (FO) to express (g, by using negation on relation history. In
practice one cannot expect that Qo(Dy) is already computed when Peter submits his
request. As remarked earlier, it is too costly to compute Qy(Dy) first and then pick a
top set of k items from Qo (D). Instead, we want to embed result diversification in the
evaluation of )y, and ideally, find a satisfactory set of k items without retrieving the
entire set Qo(Dy) and paying its cost. A question concerns what difference CQ and FO
make on the complexity of processing such requests when Qy(Dy) is not necessarily
available. One naturally wants to know whether the complexity is introduced by the
query languages or is inherent to result diversification.

(2) Objective functions. Consider the objective function by max-sum diversification pro-
posed in [Gollapudi and Sharma 2009] and revised in [Vieira et al. 2011]:

Fus(U) = (k=1)(1=A) - > St Q) + A+ > dais(t, ),
teU t,t'eU
where U is a set of tuples in Q(D). To assess the diversity, Fius(U) only requires to
compute dgis(¢,t") for t and ¢’ in a given k-element set U C Q(D). Similarly, the objective
function by max-min diversification is defined as [Gollapudi and Sharma 2009]:

FMM(U) = (1 — )\) . Itlé%lard(t) + A . min 5dis(t7t/)-

A EU L
In contrast, consider the mono-objective formulation of [Gollapudi and Sharma 2009]:
A
Frono(U) = 1= 0 (t,Q) + = - Sais(t,1')).
@)= (=28t Q)+ rmyr— - 2 das(tit)

teU t'eQ(D)

It asks for d45(¢,t’) for each ¢t € U and for all ¢’ € Q(D), i.e., the average dissimilarity
w.r.t. all other results in Q(D) [Minack et al. 2009]. The question is what different
impacts Fus(-), Fmm(:) and Frono(+) have on the complexity of diversification. O

To the best of our knowledge, no prior work has answered these questions. These
issues require a full treatment for different query languages and objective functions,
to find out where the complexity of query result diversification arises.

Contributions. We study several fundamental problems in connection with result di-
versification for relational queries, and establish their upper bounds and lower bounds,
all matching, for a variety of query languages and objective functions.

Diversification problems. We identify three problems for query result diversification.
Given a query @), a database D, an objective function F(-), and a positive integer k,

(1) the query result diversification problem (QRD) is a decision problem to determine

ACM Transactions on Database Systems, Vol. V, No. N, Article A, Publication date: January YYYY.



A4 Ting Deng and Wenfei Fan

whether there exists a k-element set U C Q(D) such that F(U) > B for a given bound
B, i.e., whether there exists a set U that satisfies the users’ need at all;

(2) the diversity ranking problem (DRP) is to decide whether a given k-element set
U C Q(D) is among top-r ranked sets, such that there exist no more than r — 1 sets S C
Q(D) of k elements with F'(S) > F(U); as advocated in [Jin and Patel 2011], a decision
procedure for DRP can help us assess how well a given k-element set U satisfies the
users’ request, and help vendors evaluate their products w.r.t. users’ need; and

(3) the result diversity counting problem (RDC) is to count the number of k-element sets
U C Q(D) such that F(U) > B for a given bound B. It is a counting problem that helps
us find out how many k-element sets can be extracted from (D) and be suggested to
the users, and provide a guidance for recommender systems to adjust their stock.

Complexity results. For all these problems we establish their combined complexity and
data complexity (i.e., when both data D and query @ may vary, and when ( is fixed
while D may vary, respectively; see [Abiteboul et al. 1995]). We parameterize these
problems with various query languages, including conjunctive queries (CQ), unions
of conjunctive queries (UCQ), positive existential FO queries (3FO*) and first-order
logic queries (FO) [Abiteboul et al. 1995], all with built-in predicates =, #, <, <, >, >.
These languages have been used in query result diversification tools, e.g., CQ [Chen
and Li 2007], 3FO* [Vee et al. 2008] and FO [Demidova et al. 2010]. For each of these
query languages, we study these problems with each of the objective functions pro-
posed by [Gollapudi and Sharma 2009], i.e., objective functions defined in terms of
max-sum diversification, max-min diversification, and mono-objective formulation.

We provide a comprehensive account of upper and lower bounds for these problems,
all matching when the problems are intractable; that is, we show that such a problem
is C-hard and is in C for a complexity class C that is NP or beyond in the polynomial
hierarchy. We also study special cases of these problems, such as when either only
diversity or only relevance is considered, when () is an identity query, and when & is a
predefined constant. We identify practical tractable cases. It should be remarked that
all the previous complexity results (NP-hardness) are established for a special case of
QRD studied in this work only, namely, when @ is an identity query.

Compatibility constraints. We also re-investigate these problems in the presence of
compatibility constraints [Koutrika et al. 2009; Lappas et al. 2009; Parameswaran
et al. 2010; Parameswaran et al. 2011; Xie et al. 2012]. Such constraints are defined
on a set U of top-k items, to specify what items have to be taken together and what
items have conflict with each other, among other things. The need for such constraints
is evident in practice. For instance, when Peter buys a Christmas gift for Grace, he also
wants to buy a Christmas card together; when one selects a course A for an undergrad-
uate package, she has to include all the prerequisites of A in the package [Koutrika
et al. 2009; Parameswaran et al. 2010]; and when one forms a basketball team, he
would like to get recommendation for a center, two forwards and two point guards [Lap-
pas et al. 2009]. No matter how important, however, few previous work has studied the
impact of compatibility constraints on the analyses of query result diversification.

We propose a class C,, of compatibility constraints for query result diversification,
which suffices to express compatibility requirements we commonly encounter in prac-
tice. The constraints of C,, are of a restricted form of tuple generating dependencies
(see, e.g., [Abiteboul et al. 1995]), and can be validated in PTIME, i.e., given a set X of
constraints in C,, and a dataset U, it is in PTIME to decide whether U satisfies . We
investigate the impact of such constraints on the combined complexity and data com-
plexity of QRD, DRP and RDC, for query languages ranging over CQ, UCQ, 3FO*and FO,
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and when the objective function is Fiys, Fjm 0 Fmono. We also study these problems in
all the special settings mentioned above, when a set of compatibility constraints of C,,
is additionally imposed on the selected sets of query results.

Impact. These results tell us where the complexity arises (see Tables I, IT and III in
Section 10 for a detailed summary of the complexity bounds).

(1) Query languages Lg. Query languages may dominate the combined complexity of
result diversification. For objective functions defined in terms of max-sum or max-
min diversification, QRD, DRP and RDC are NP-complete, coNP-complete and #-NP-
complete, respectively, when L is CQ. In contrast, when it comes to FO, these prob-
lems become PSPACE-complete, PSPACE-complete and #-PSPACE-complete, respec-
tively. This said, the presence of disjunction in £ does not complicate the diversifica-
tion analyses. Indeed, these problems remain NP-complete, coNP-complete and #-NP-
complete, respectively, when L is either UCQ or IFO*.

In contrast, different query languages have no impact on the data complexity of
these problems, as expected. Indeed, for max-sum or max-min diversification, QRD,
DRP and RDC are NP-complete, coNP-complete and #-NP-complete, respectively, and
for mono-objective formulation, they are in PTIME (polynomial time), PTIME and #-P-
complete, respectively, no matter whether £, is CQ or FO. Intuitively, a naive algo-
rithm for QRD works in two steps: first compute Q(D), and then finds whether there
exists a k-element set U from Q(D) such that F(U) > B; similarly for DRP and RDC.
When (@ is fixed as in the setting of data complexity analysis, Q(D) is in PTIME re-
gardless of what query language £, we use to express (). The data complexity of the
problems arises from the second step, i.e., the diversification computation.

(2) Objective functions F(-). When F(-) is Fyono, however, the objective function domi-
nates the complexity: QRD, DRP and RDC are PSPACE-complete, PSPACE-complete and
#-PSPACE-complete, respectively, no matter whether £ is CQ or FO. Contrast these
with their counterparts given above for Fyys and Fyu. The impact of F'(+) is even more
evident on the data complexity. As remarked earlier, for Fjys and Fiyu, these problems
are NP-complete, coNP-complete and #-NP-complete, respectively, for data complexity,
whereas they are in PTIME, PTIME and #-P-complete, respectively, for Fiono.

(3) Diversity vs. relevance. The complexity is mostly introduced by the diversity re-
quirement. This is consistent with the observation of [Vieira et al. 2011], which stud-
ied a special case of QRD when F(+) is Fys. Indeed, when the relevance function d (-, )
is absent, the combined and data complexity bounds remain unchanged for all these
problems, for any of the three objective functions. In contrast, when the distance func-
tion d4is(-, -) is dropped, QRD and DRP become tractable when data complexity is con-
sidered. Moreover, for Fiono, Wwhen d4is(, -) is absent, the combined complexity of QRD,
DRP and RDC becomes NP-complete, coNP-complete and #-NP-complete, down from
PSPACE-complete, PSPACE-complete and #-PSPACE-complete, respectively. In particu-
lar, for Fs (resp. Fium), one can draw an analogy between d. (-, ) and sorting with a
target weight, and between d4is(-, -) and partitioning with dispersed objects, which are
requirements of the (resp. Maximum) Dispersion Problem [Prokopyev et al. 2009].

(4) Compatibility constraints. Although the constraints of C,, are simple enough to be
validated in PTIME, their presence complicates the analyses of QRD, DRP and RDC, to
an extent. Indeed, all tractable cases of these problems in the absence of compatibility
constraints become intractable when constraints of C,, are present. These include
(a) the data complexity analyses of QRD, DRP and RDC when F(-) is Fiono, Or when
F(-) is Fus or Fium defined in terms of the relevance function 4, (-, ) only; and (b) the
combined complexity of these problems for identity queries when F(-) is Fiono- The
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A:6 Ting Deng and Wenfei Fan

only exception is the case when the bound %k on the number of selected tuples is a
constant; in this case, the data complexity analyses of these problems are tractable no
matter whether the constraints of C,,, are present or not.

These results reveal the impacts of various factors on the complexity of query result
diversification. In particular, the results tell us that the complexity of these problems
for CQ, UCQ and IFO*may be inherent to result diversification itself, rather than a
consequence of the complexity of the query languages. From the results we can see
that these problems are intricate and mostly intractable. This highlights the need for
developing efficient heuristic (approximation whenever possible) algorithms for them.

Organization. We discuss related work in Section 2, and present a general model for
query result diversification in Section 3. Problems QRD, DRP and RDC are formulated
in Section 4, and their combined complexity and data complexity are established in
Sections 5, 6 and 7, respectively. Section 8 studies special cases of these problems, and
Section 9 revisits these problems in the presence of compatibility constraints. Finally,
Section 10 identifies directions for future work. Due to the space constraint we defer
the proofs of the results of Sections 8 and 9 to the electronic appendix.

2. RELATED WORK

This paper is an extension of our earlier work [vld ] by including the following. (1)
Detailed proofs of all the results (Sections 5, 6, 7 and 8), which were not presented
in [vld ]. A variety of techniques are used to prove these results, including counting
arguments, a wide range of reductions and constructive proofs with algorithms. (2)
An extension of the query result diversification model with compatibility constraints,
and the (combined and data) complexity of all these problems in the presence of com-
patibility constraints (Section 9). These are among the first results for incorporating
compatibility constraints into query results diversification.

This work is also related to prior work on result diversification (for search and
queries), recommender systems and top-k query answering, discussed as follows.

Diversification. Diversification has been studied for Web search [Agrawal et al. 2009;
Borodin et al. 2012; Capannini et al. 2011; Gollapudi and Sharma 2009; Vieira et al.
2011], recommender systems [Yu et al. 2009a; 2009b; Zhang and Hurley 2008; Ziegler
et al. 2005], structured databases [Demidova et al. 2010; Fraternali et al. 2012; Liu
et al. 2009; Vee et al. 2008] and sponsored-search advertising [Feuerstein et al. 2007]
(see [Drosou and Pitoura 2010; Minack et al. 2009] for surveys). The previous work
has mostly focused on metrics for assessing relevance and diversity, and optimization
techniques for computing diverse answers. The prior work often adopts specific objec-
tive functions based on the similarity of, e.g., taxonomy [Ziegler et al. 2005], explana-
tions [Yu et al. 2009a], features [Vee et al. 2008] or locations [Fraternali et al. 2012]. A
general model for result diversification was proposed in [Gollapudi and Sharma 2009]
based on an axiom system, along with the three objective functions mentioned earlier.
A minor revision of max-sum diversification of [Gollapudi and Sharma 2009] was pre-
sented in [Vieira et al. 2011]. This work extends the model of [Gollapudi and Sharma
2009] by incorporating queries (and compatibility constraints). Like in [Borodin et al.
2012], we focus on the objective functions proposed in [Gollapudi and Sharma 2009].

The complexity of result diversification has been studied in [Agrawal et al. 2009;
Gollapudi and Sharma 2009; Liu et al. 2009; Stefanidis et al. 2010; Vieira et al. 2011],
which differ from this work in the following.

(1) The previous work provided lower bounds (NP-hardness) but stopped short of giving
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a matching upper bound. In contrast, we provide a complete picture of matching upper
and lower bounds, for both combined and data complexity.

(2) The prior work assumed that the search space Q(D) is already computed, and is
taken as input. As remarked earlier, this assumption is not very realistic in practice.
In contrast, we treat ) and D as input instead of (D), and investigate the impact
of query languages on the complexity of diversification. As will be seen later, the com-
plexity bounds of these problems when Q(D) is not available is quite different from
their counterparts when Q(D) is assumed in place (i.e., when () is an identity query).

(3) The previous work focused on a special cases of QRD, when @ is an identity query. It
is one of the special cases studied in Section 8 of this paper. Note that the intractability
of QRD for max-sum or max-min diversification given in the prior work [Drosou and
Pitoura 2009; Gollapudi and Sharma 2009; Vieira et al. 2011] may be adapted to estab-
lish the data complexity of QRD in these settings. Nonetheless, the detailed proofs are
not given in those papers. Further, for mono-objective formulation, no previous work
has studied the complexity of QRD for identity queries, which will be shown in PTIME
in this work. Moreover, we are not aware of any complexity results for DRP and RDC
published by previous work, although DRP was advocated in [Jin and Patel 2011].

(4) This work also considers several special cases of diversification (Section 8), to iden-
tify tractable cases and the impact of diversity and relevance requirements on the com-
plexity of the diversification analyses. Moreover, we also study diversification in the
presence of compatibility constraints, about which we are not aware of any prior work.

Recommender problems. Recommender systems (a.k.a. recommender engines and rec-
ommendation platforms) are to recommend information items or social elements that
are likely to be of interest to users (see [Adomavicius and Tuzhilin 2005] for a survey).
There has been a host of work on recommender systems [Deng et al. 2012; Amer-Yahia
2011; Lappas et al. 2009; Koutrika et al. 2009; Parameswaran et al. 2011; Xie et al.
2012], studying item and package recommendation. Given a query (), a database D
of items and a utility (scoring) function f(-) defined on items, item recommendation
is to find top-k items from @Q(D) ranked by f(-), for a given positive integer k. Pack-
age recommendation takes as additional input a set X of compatibility constraints, two
functions cost(-) and val(-) defined on sets of items, and a bound C. It is to find top-k
packages of items such that each package satisfies ¥, its cost does not exceed C, and
its val is among the k& highest. Here a package is a set of items that has a variable size.

There is an intimate connection between recommendation and diversification: both
aim to recommend top-% (sets of) items from the result Q(D) of query @ in D. Moreover,
diversification has been used in recommender systems to rectify the problem of retriev-
ing too homogeneous results. However, there are subtle differences between them.

(1) Item recommendation is a single-criterion optimization problem based on a utility
function f(-) defined on individual items. In contrast, query result diversification is a
bi-criteria optimization problem based on a relevance function d,¢(-,-) and a distance
function dq4is(+,-) defined on sets of items. In particular, the distance function dq4is(U)
assesses the diversity of elements in a set U, and is not expressible as a utility function.

(2) Package recommendation is to find top-£ sets of items with variable sizes, which
are ranked by val(-), subject to compatibility constraints > and aggregate constraints
defined in terms of cost(-) and bound C, where cost(-) and val(-) are generic PTIME
computable functions [Deng et al. 2012]. In contrast, query result diversification is to
find a single set of k items, based on a particular objective function F(-). When F(-) is
max-sum or max-min diversification, diversification can be viewed as a special case of
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A:8 Ting Deng and Wenfei Fan

package recommendation for finding a single set of a fixed size k, based on a particular
F (), and in the absence of aggregate constraints. As a consequence of the specific re-
strictions of F'(-), the lower bounds developed for package recommendation do not carry
over to its counterpart for diversification, and conversely, the upper bounds for diver-
sification may not be tight for package recommendation. When F'(-) is mono-objective,
F(U) is not even expressible in the model of recommendation, since it assesses the
diversity of elements in a set U with all tuples in Q(D), and is not in PTIME in |U]|.

There has been work on the complexity of recommendation analyses [Amer-Yahia
et al. 2013; Deng et al. 2012; Lappas et al. 2009; Koutrika et al. 2009; Parameswaran
et al. 2011; Xie et al. 2012]. In addition to different settings of recommendation and
diversification remarked earlier, this work differs from the prior work in the following.

(3) Problems QRD and DRP studied in this paper have not been considered in the pre-
vious work for recommendation. This said, the results of this work on these problems
may be of interest to the study of recommendation.

(4) Problem RDC considered here is similar to a counting problem studied in [Deng
et al. 2012] for recommendation. However, given the different settings remarked ear-
lier, RDC differs from that counting problem from complexity bounds to proofs. Indeed,
the counting problem for recommendation is #-coNP-complete when L is CQ, UCQ or
JFO* [Deng et al. 2012]. In contrast, as will be seen in Section 7, for the same query
languages, (a) RDC is #-NP-complete when F(-) is Fus or Fyum, while #-coNP = #-NP
if and only if P = NP [Durand et al. 2005]; and (b) RDC is #-PSPACE-complete when
F(-) 1S Fono, substantially more intriguing than the problem studied in [Deng et al.
2012]. Furthermore, the proofs of this paper have to be tailored to the three objective
functions, as opposed to the proofs of [Deng et al. 2012]. Indeed, the proofs for Fys and
Fuwm are quite different from their counterparts for Fi,ono, as indicated by the different
combined complexity bounds in these settings.

Compatibility constraints have been studied for package recommendation [Amer-
Yahia et al. 2013; Koutrika et al. 2009; Lappas et al. 2009; Parameswaran et al. 2010;
Parameswaran et al. 2011; Xie et al. 2012]. As remarked above, the prior results do not
carry over to the diversification analysis in the presence of compatibility constraints.

Top-k query answering. Top-k query answering is to retrieve top-k tuples from query
results, ranked by a scoring function. It typically assumes that the attributes of tuples
are already sorted, and studies how to combine different ratings of the attributes for
the same tuple based on a (monotonic) scoring function. A number of top-k query eval-
uation algorithms have been developed (e.g., [Fagin et al. 2003; Jin and Patel 2011; Li
et al. 2005; Schnaitter and Polyzotis 2008]; see [Ilyas et al. 2008] for a survey), focus-
ing on how to achieve early termination and reduce random access. This work differs
from the prior work in the following. (a) A scoring function for top-k query answering is
defined on individual items, as opposed to the distance function d4is(-) and the objective
function F'(-) defined on sets of items. (b) We focus on the complexity of diversification
problems rather than the efficiency or optimization of query evaluation.

3. DIVERSIFICATION AND OBJECTIVE FUNCTIONS

We first present a model for query result diversification, by extending the model
of [Gollapudi and Sharma 2009]. We then review the three objective functions pro-
posed by [Gollapudi and Sharma 2009], which are used to define diversification.
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3.1. Query Result Diversification

As remarked earlier, query result diversification aims to improve user satisfaction
when computing answers to a query @ in a database D. We specify database D with a
relational schema R = (Ry,..., R,), where each relation schema R; is defined over a
fixed set of attributes. We consider query () expressed in a query language L.

Diversification. Given (), D, a positive integer k and an objective function F'(-), query
result diversification aims to find a set U C Q(D) such that (a) |U| = k, and (b) F(U) is
maximum, i.e., for all other sets U’ C Q(D), if |U’| = k then F(U) > F(U'). Here F(-)
is an objective function defined on sets of tuples of R, where R, denotes the schema
of query result Q(D), such that given any set U of tuples of Ry, F(U) returns a non-
negative real number. In other words, F'(-) is defined on subsets U C Q(D). We write
F(-) as F' when it is clear from the context.

Intuitively, query result diversification is to retrieve a set U of k answers to () in D
such that the tuples in U are as relevant as possible to () and meanwhile, as diverse as
possible. It extends the notion of result diversification given in [Gollapudi and Sharma
2009] by taking query @ and D as input, rather than assuming that Q(D) is already
computed. The notion of [Gollapudi and Sharma 2009] is a special case of query result
diversification, when @ is an identity query, i.e., when Q(D) = D is given as input.

Query result diversification is a bi-criteria optimization problem characterized by
objective function F' which is defined in terms of a relevance function 6, (-,-) and a
distance function dg;s(+, -); these functions are presented as follows.

Relevance functions and distance functions. A relevance function 0, (-,-) is de-
fined on tuples of schema R and queries in L. It specifies the relevance of a tuple ¢
of R to a query Q € L. More specifically, d..(t, Q) is a non-negative real number such
that the larger 6,q (¢, Q) is, the more relevant the answer ¢ is to query Q.

A distance function dqis(-,-) is a binary function defined on tuples of schema Rg. It
specifies the diversity between two tuples ¢,s € Q(D): dais(t, s) is a non-negative real
number such that the larger dq4is(t, s) is, the more diverse (dissimilar) ¢ and s are to
each other. We assume that d4is(-, -) is symmetric, i.e., dqis(t, s) = dais(s,t) for all tuples
t,s of Rg. Moreover, dq4is(t,t) = 0, i.e., the distance between a tuple and itself is 0.

We simply assume that d,¢ (-, -) and d4is(, -) are PTIME computable functions, as com-
monly found in practice, and focus on their generic properties. We also write (-, )
and dqis(+, ) as drel and dgis, respectively, if it is clear from the context.

Example 3.1. Recall the request of Peter for shopping a gift for Grace described in
Example 1.1. The request can be expressed as a query g in FO as follows:

Qo(n)=3t,p,s (catalog(n, t,p,s) Ap<30Ap>20A
vnl7 ba rg,a,xr,eyY "(his‘tory(nla b7 r,g,a,x,¢€, y) A
b=idp Ar = “Grace” An =n’)),
where idp denotes Peter’s buyer id. The query selects such gifts in the price range
[$20, $30] that have not been purchased by Peter for Grace earlier.

As remarked in Example 1.1, for each gift ¢t € Qo(Dy), the relevance d,(t, Qo) of ¢ to
Qo can be assessed in terms of the rating of ¢ if ¢ appears in the history relation. For in-
stance, 0,e1(t, Qo) is high if t was presented as a gift for a girl of age [11, 14] by a relative
for a holiday, and was rated high. If ¢ is not in history, d,(t, Qo) takes a default value.

For tuples ¢,s € Qo(Dy), dais(t, s) can be defined in terms of the difference between
their types, e.g., ddis(t,s) = 2 if ¢ is in the “artsy” category and s is “educational”, and
dais(t, s) = 1if t is of type “jewelry” and s is of type “fashion”. The types can be classified
into various categories and brands, and dq4is(¢, s) is defined accordingly. O
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3.2. Objective Functions

An objective function F' is defined by means of relevance function J, and distance
function dg4;s. Like in [Borodin et al. 2012], we focus on the objective functions proposed
by [Gollapudi and Sharma 2009] in this work.

Consider 0, and d4s, 2 parameter A € [0, 1] to balance relevance and diversity, a
query @, a database D and a positive integer k. Let U C Q(D) be a set of tuples with
|U| = k. A minor revision of max-sum diversification of [Gollapudi and Sharma 2009]
was given in [Vieira et al. 2011] by associating (1 — \) with the relevance component,
which allows us to study two extreme cases: diversity only (i.e., when A = 1), and rel-
evance only (i.e., when A = 0). Along the same line as [Vieira et al. 2011], we consider
minor variations of the max-min diversification and mono-objective functions of [Gol-
lapudi and Sharma 2009]. We present the revised objective functions as follows.

Max-sum diversification. The first objective is to maximize the sum of the relevance
and dissimilarity of the selected set U [Gollapudi and Sharma 2009; Vieira et al. 2011]:

Fus(U) = (k=1)(1=XA)- > 6t Q)+ A+ > daislt,t).
teU t,t'eU

Here Fys(U) measures both the relevance of the tuples in U to query @, and the di-
versity among the k tuples in U. Following [Gollapudi and Sharma 2009], we scale up
the two components d,,; and dq4is by using k& — 1 since the relevance sum ranges over k
numbers while the diversity sum is over k(k — 1) numbers (note that the same effect
may also be achieved by tailoring \; we adopt k£ — 1 here to simplify the discussion).

As observed by [Gollapudi and Sharma 2009; Vieira et al. 2011], when the objec-
tive function is Fys, result diversification can be modeled as the Dispersion Problem
studied in operations research [Prokopyev et al. 2009], when (@ is an identity query.

Max-min diversification. The second objective is to maximize the minimum rele-
vance and dissimilarity of the selected set [Gollapudi and Sharma 2009]:
f— —_ . 1 . ] . 4
Fum(U)=(1-X) min Srel(t, Q) + A Lo dais(t, t').

Here Fyum(U) is computed in terms of both the minimum relevance of the & tuple in
U to query @, and the minimum distance between any two tuples in U. In contrast
to Fus(U), Fum(U) tends to penalize U that includes a single item irrelevant to @,
or that contains a pair of homogeneous items, although all the rest are diverse. As
shown in [Gollapudi and Sharma 2009], diversification by Fyuv can be expressed as
the Maxmin Dispersion Problem [Prokopyev et al. 2009] if () is an identity query.

Mono-objective formulation. The last one is given as [Gollapudi and Sharma 2009]:
A
Fmono(U) = Z((l - )\) . 6re|(t7 Q) + Z 6di5(ta t/))-
teU |Q(D)|_1 t'€Q(D)

As opposed to Fus(U) and Fiym(U) that compute intro-list diversity, Fiono(U) measures
the “global” diversity of each tuple ¢ € U by taking the mean of its distance to all
tuples in the entire set Q(D), rather than its distances to the tuples in the selected
set U [Gollapudi and Sharma 2009]. It computes the average dissimilarity of tuples in
U by comparing them uniformly with all other results in Q(D) [Minack et al. 20091,
to assess the novelty and coverage of the items in U. In this formulation, the distance
function behaves similarly to the relevance function; hence it is named “mono”. In
contrast with Fys and Fyvm, Fimono(U) does not reduce to facility dispersion.

Example 3.2. Consider the query Qy, database Dy, and the relevance and distance
functions d, and dq4;s described in Example 3.1. Assume that £ = 10. Then

(1) with Fys, query result diversification aims to find a set U; of 10 gifts from the query
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result Qo(Dy) such that the weighted sum of the relevance values of the selected gifts
in U; to Qo and the dissimilarity values among the gifts in U; is maximum.

(2) The objective function Fyy is to find a set Us of 10 gifts from Qo (Dy) such that the
weighted sum of the minimum relevance of the gifts in Us to Qo and the minimum
distance between pairs of gifts in U, is maximum.

(3) The objective function Fiono is to find a set Us of 10 gifts from Qo (Do) such that
the weighted sum of the relevance values of the gifts in U; to Qo and the mean of
the distances between the selected gifts in U3 and all candidate gifts in the entire
set Qo(Dp) is maximized. In particular, here the diversity criterion is to assess the
coverage of various gifts in the entire set Qo(Dy) by the set U chosen. O

Remarks. Observe the following.

(1) Objective functions Fys, Fym and Fiono are defined in terms of two criteria: rele-
vance O, and diversity d4is. The larger the parameter ) is, the more weight we place
on the diversity of the results selected. When \ = 0, Fiys, Fum and Fjono measure the
relevance only. On the other hand, when A\ = 1, these objective functions are defined in
terms of d4;s only and assess the diversity alone.

(2) For a given set U C Q(D), Fus(U) and Fum(U) are PTIME computable as long
as 0, and dgis are PTIME computable. In contrast, when it comes to mono-objective,
Froono(U) may not be PTIME computable when @) and D are given as input but Q(D) is
not assumed available, as commonly found in practice. Indeed, for each tuple ¢ € U,
Froono(U) has to compute d4is(¢,t') when ¢’ ranges over all tuples in Q(D).

4. REASONING ABOUT RESULT DIVERSIFICATION

In this section we first identify three problems in connection with query result diver-
sification, for which the complexity will be provided in the next five sections. We then
demonstrate possible applications of the complexity analyses of these problems.

4.1. Decision and Counting Problems

Consider a database D, a query () in a language Lq, a positive integer &, and an
objective function I’ defined with relevance and distance functions d,e and dgs.

The query result diversification problem. We start with a decision problem, re-
ferred to as the query result diversification problem and denoted by QRD(Lq, F'). To
formulate this problem, we need the following notations.

We call aset U C Q(D) a candidate set for (Q, D, k) if |U| = k. Given a real number B
as a bound, we refer to a candidate set U as a valid set for (Q,D,k, F,B) if F(U) > B.
That is, the F' value of U is large enough to meet the objective B.

Given these, QRD(Lg, F) is stated as follows.

QRD(Lq, F): The query result diversification problem.

INPUT: A database D, a query () € L, an objective function F', a real number
B and a positive integer k > 1.

QUESTION: Does there exist a valid set for (Q, D, k, F, B)?

Observe that QRD(Lg, F') is the decision version of the function problem for com-
puting a top-ranked set U based on F, and is fundamental to understanding the com-
plexity of query result diversification. As remarked earlier, we simply consider generic
PTIME functions ¢,¢ and d4is when defining F.

The diversity ranking problem. In practice, given a candidate set U picked by users
or produced by a system, we want to assess how well U meets a diversification objec-
tive and hence, satisfies the users’ need. This suggests that we study another decision
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problem, referred to as the diversity ranking problem and denoted by DRP(Lg, F), to
assess the rank of a given candidate set based on F.

To state this problem, we use the following notion of ranks. Consider a candidate set
U and a positive integer r. We say that the rank of U is r, denoted by rank(U) = r, if
there exists a collection S of r — 1 distinct candidate sets for (Q, D, k) such that (a) for
all S € S, F(S) > F(U); and (b) for any candidate set S’ for (Q, D, k), if S’ ¢ S, then
F(U) > F(S"). That is, there exist exactly r — 1 candidates sets for (Q, D, k) that are
ranked above U based on F. Obviously, the less rank(U) is, the higher U is ranked.

Assume a positive integer r that is a constant. We state DRP(Lq, F') as follows.

DRP(Lq, F): The diversity ranking problem.

INPUT: A database D, a query ) € Lg, an objective function F’, a positive
integer k > 1 and a candidate set U for (Q, D, k).

QUESTION: Does rank(U) < r?

This problem was advocated in [Jin and Patel 2011], but its complexity was not set-
tled before. The need for studying this is evident, as will be elaborated in Section 4.2.

In practice, rank r is below a threshold (e.g., top 20) and hence, is typically treated
as a constant. One may also want to treat r as part of input rather than a constant.
We will elaborate its impact on the complexity bounds of DRP in Section 6.

The result diversity counting problem. Given an objective B, one often wants to
know how many valid sets are out there and hence, can be selected and recommended.
This suggests that we study the counting problem below, referred to as the result di-
versity counting problem and denoted by RDC(Lg, F).

RDC(Lq, F): The result diversity counting problem.

INPUT: A database D, a query @) € L, an objective function F', a real number
B and a positive integer k > 1.

QUESTION: How many valid sets are there for (Q, D, k, F, B)?

That is, RDC(Lq, F) is to count the number of candidate sets in D that satisfy the
users’ request. An effective counting procedure is useful in practice (see Section 4.2).

Parameters of the problems. We study these problems for (a) objective functions
F ranging over max-sum diversification Fys, max-min diversification Fyy, and mono-
objective formulation Fiono (Section 3), and for (b) query languages £, ranging over
the following (see, e.g., [Abiteboul et al. 1995] for details of these languages):

(1) conjunctive queries (CQ), built up from atomic formulas with constants and vari-
ables, i.e., relation atoms in database schema R and built-in predicates (=, #, <, <,
>,>), by closing under conjunction A and existential quantification 3;

(2) union of conjunctive queries (UCQ) Q1 U--- U Q,, where Q; is in CQ for i € [1,7];

(3) positive existential FO queries (3FO™"), built from atomic formulas by closing under
A, disjunction V and 3; and

(4) first-order logic queries (FO) built from atomic formulas using A, V, negation —, 3
and universal quantification V.

That is, FO is relational algebra, CQ is the class of SPC queries supporting selection,
projection and Cartesian product, UCQ is the class of SPCU queries, and 3FO*is the
fragment of relational algebra with selection, projection, Cartesian product and union.

To the best of our knowledge, no prior work has studied the complexity of DRP and
RDC. When it comes to QRD, only a special case was studied, when Ly consists of
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identity queries and F' is Fis or Fyum. No prior work has considered QRD when L is
CQ or beyond, or when F is Fono-

4.2. Applications of Diversification Analyses

Before we establish the complexity of these problems, we first demonstrate how their
analyses can be used in practice. The complexity bounds of these problems are not
only of theoretical interest, but may also help practitioners when developing diversifi-
cation models and algorithms. As remarked in Section 2, query result diversification is
needed for Web search, recommendation systems and advertising, among other things.

Guidance for what features should be supported in a system. When developing a sys-
tem that supports query result diversification, one has to decide the following. What
query language should be supported? What diversification function should be adopted?
Would a relevance function alone suffice in the application so that one does not have to
pay the cost introduced by distance functions? Would a fixed set of queries suffice for
users to express their requests? Are compatibility constraints a must? The complex-
ity study of diversification problems in different settings may help the system vendor
strike a balance between the cost of diversification analyses and the expressive power
needed. For instance, if users of the system are to use only a fixed set of FO queries,
adopt a mono-objective function and need no compatibility constraints, then the di-
versification analyses are in PTIME (see data complexity in Table I, Section 10). In
contrast, if the system allows users to issue arbitrary CQ queries, then one should be
prepared for higher cost (PSPACE-complete, Table I). In the latter case, the develop-
ers of the system should go for heuristic algorithms for diversification analyses rather
than for exact PTIME algorithms, as suggested by the lower bounds of the problems.

Assessing the stock of an e-commerce system. Suppose that a recommendation system
maintains a collection D of items for sale. When a decision procedure for QRD con-
stantly fails to find desired item sets upon frequent users’ requests, or a procedure for
DRP finds that those items recommended by the system are often ranked low, then the
manager of the system should consider adjusting the stock in D. As another exam-
ple, when a procedure for RDC finds a large stock of popular items, the manager may
consider advertising those items to particular user groups.

Assessing the choices of users. A user of an e-commerce system may employ a proce-
dure for DRP to asses how good a set of items of her choice is, before she commits to
the purchase. Moreover, she could use a procedure for RDC to find out different variety
of choices that meet her need, and hence, choose one from them.

5. THE QUERY RESULT DIVERSIFICATION PROBLEM

We start with the decision problem QRD. We first establish its combined complexity
in Section 5.1 and data complexity in Section 5.2. We will then identify and study
its special cases in Section 8. The complexity bounds of QRD in various settings
are depicted in Fig. 1, annotated with their corresponding theorems, where each
arrow indicates how the complexity of QRD is reduced in different settings (similarly
for Figures 3 and 4 to be given in Sections 6 and 7, respectively). Both combined
complexity and data complexity are summarized, when Ly ranges over the query
languages given in Section 4 (here CQ/FO denotes either CQ or FO), objective function
F is Fus, Fum (shown in Fig. 1(a)) or Fiono (Fig. 1(b)), and when certain conditions
are imposed in special settings (here A = 0 means that F' is defined with a relevance
function only, constant k indicates the setting in which the number of items to be
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PSPACE-complete PSPACE-complete
(Th.5.1) (Th.5.2)
FO, combined CQ/FO, combined
NP-complete NP-complete NP-complete
(Th. 5.1) (Th.5.4) (Th. 8.2)
CQ/ar0, N CQ/FO, /=0,
C(?mbined CQ/FO, data combined
y
PTIME PTIME PTIME PTIME PTIME
(Th. 8.2) (Cor. 8.4) (Th. 8.2) (Th. 5.4) (Cor. 8.1)
_ CQ/FO, constant £, _ CQ/FO, identity
CQ/FO, =0, data data CQ/FO, A=0, data CQ/FO, data queties, combined

Fig. 1. The complexity bounds of QRD

selected is a constant, and identity queries mean that £, consists of identity queries
only). They reveal the impacts of various factors on the complexity of QRD.

5.1. The Combined Complexity of QRD

Consider a naive algorithm for QRD: first compute (D), and then rank k-element sets
U of Q(D) based on F(U); after these steps we simply pick the top-ranked set U and
check whether F(U) > B. One might think that the complexity of QRD would equal
the higher complexity of the two steps. The result below tells us that this is the case
when F'is Fys or Fjym. However, when F' is Fjono, the story is quite different.

(1) When the objective is max-sum or max-min diversification, query language Lg
dominates the combined complexity of QRD: it is NP-complete for CQ, UCQ and IFO™,
but is PSPACE-complete for FO. That is, while the presence of disjunction in UCQ and
JFO*does not make it harder than CQ, negation in FO complicates the analysis.

(2) When F'is Fihono, the problem becomes more intricate for CQ, UCQ and 3FO*: it is al-
ready PSPACE-complete, the same as its complexity for FO. Note that the membership
problem for CQ is NP-complete (see the statement of the problem shortly). Moreover,
Froono 18 in PTIME after Q(D) is computed (see Corollary 8.1 for details). In contrast,
QRD(CQ, Fiono) is PSPACE-complete. Hence in this case, the complexity is inherent
to query result diversification, and is not equal to the higher complexity of the two
steps given above. This is because mono-objective formulation requires to aggregate
distances between elements in U and all tuples in Q(D), and is more costly to compute
than Fys and Fywm, as remarked in Section 3.

Below we first study QRD(Lq, F) when F' is Fys or Fuwm.

THEOREM 5.1. The combined complexity of QRD(Lq, Fus) and QRD(Lqg, Fvm) is

— NP-complete when Ly is CQ, UCQ or IFO"; and
— PSPACE-complete when L, is FO. O

To verify the lower bounds, we use reductions from the following problems.

(1) 3SAT: Given a formula ¢ = C; A ... A C; in which each clause C; is a disjunction of
three variables or their negations taken from X = {z1,...,2,,}, it is to decide whether
¢ is satisfiable. It is known that 3SAT is NP-complete (cf. [Papadimitriou 1994]).

(2) The membership problem for FO: Given an FO query @, a database D and a tuple
s, it is to decide whether s € Q(D). This problem is PSPACE-complete [Vardi 1982].

Given these, we prove Theorem 5.1 as follows.
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PROOF. We study QRD(Lg, Fus) and QRD(Lg, Fum) first for CQ, UCQ and IFO ', and
then for FO.

(1) When Lg is CQ, UCQ or IFO™. It suffices to prove that QRD(CQ, Fis) and QRD(CQ,
Fyuwm) are NP-hard and that QRD(IFO™, Fius) and QRD(3FO™, Fywm) are in NP.

(1.1) Lower bound. We show that QRD(CQ, Fus) and QRD(CQ, Fium) are NP-hard by
reductions from the 3SAT problem, even when A = 1 and Q) is an identity query.

We first consider QRD(CQ, Fyis). Given an instance ¢ = C; A ... A C; of 3SAT over
variables X = {z1,...,2,,}, we define a database D, a fixed CQ query @, functions d,
dgis and Fys, and constants B and k. We show that ¢ is satisfiable if and only if there
exists a valid set U for (Q, D, k, Fus, B). Assume w.l.o.g. that [ > 1.

(1) The database D has a single relation /- specified by Rc(cid, L1, Vi, Lo, Va, L3, V3)
and populated as follows. For each i € [1,l], let clause C; be I} Vv I} Vv I5. For any
truth assignment p; of variables in the literals in C; that makes C; true, we add a
tuple (i,z;,v;, 2k, vk, 21, v;) to Ic, where z; = I if I{ € X and z; = [] otherwise; and
vj = p;(x;); similarly for xy,z; and vy and v;. Here I encode all satisfying truth as-
signments for clauses separately. This does not give rise to an exponential blow up as
each clause has only three variables. At most 8 tuples are included in I for each C;.

(2) We define the query Q as the identity query on R¢ instances.

(3) We define 6, to be a constant function that returns 1 for each tuple ¢ of R(,. For each
pair of distinct tuples ¢ and s of Rg, we define dqis(t, s) = 1 in case that (a) t[cid] # scid]
(i.e., t and s correspond to distinct clauses of ) and (b) ¢t and s have the same value for
each variable appearing in both ¢ and s. For any other pair of tuples ¢’ and s’ of R, we
define dqis(t’, ') = 0. Furthermore, we use A\ = 1. Then for each set U of tuples of Ry,
we have that Fys(U) = Zt,SeU dais(t, s) for each set U.

(4) We use k = [, i.e., we consider only valid sets of [ tuples, one for each clause of .
Finally, let B =1 (I — 1). Obviously, for any subset U of Q(D) with |U| =, Fus(U) > B
if and only if every clause has at least one satisfying assignment which is encoded by
one tuple in U, and all these assignments are consistent over the variables.

We verify that ¢ is satisfiable if and only if there is a valid set U for (Q, D, k, F\s, B).

Assume that ¢ is satisfiable. Then there exists a truth assignment ;% of X vari-
ables such that every clause C; of ¢ is true by u%. Let U consist of I tuples of Ry,
one for each clause, in which the values for the variables in X agree with p%. Then
Fus(U) =1- (1 —1) > B by the definition of Fys.

Conversely, assume that ¢ is not satisfiable. Suppose by contradiction that there
exists a set U C Q(D) such that |U| = I and Fus(U) > B. Then U consists of [ tuples
that corresponds to | pairwise distinct clauses in ¢ and all agree with values of vari-
ables in X, by the definition of d4;s. Let 11x be the truth assignment of variables in X
such that for each z; € X, ux(x;) equals the value of z; in tuples in U. It is easy to see
that ;1 x satisfies all clauses in ¢. This leads to a contradiction.

We next show that QRD(CQ, Fium) is NP-hard, also by reduction from 3SAT. Given an
instance ¢ = C; A ... A C; of 3SAT, we construct the same D, Q, e, d4is as given above,
and set £ = [. Furthermore, we let A = 1, and hence Fyum(U) = ming scu,i-£s dais(t, 5),
for each set U of tuples of Rg. Finally, we let B = 1. It is easy to see that u% is a
truth assignment of X variables that makes ¢ true if and only if there exists a set U
consisting of | tuples, one for each clause, in which the values for the variables agree
with (%, such that U C Q(D), |U| = k and Fum(U) > B.
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(1.2) Upper bound. We show that QRD(IFO™, F') is in NP, when F is Fiys or Fuwm, by
giving an NP algorithm. Given a query () in 3FO™, a database D, a positive integer k,

objective function F' and a constant B, the algorithm checks whether there exists a set
U valid for (Q, D, k, F' B), as follows:

1. guess k CQ queries from @, and for each CQ query, guess a tableau from D (see,
e.g., [Abiteboul et al. 1995] for tableaux); these tableaux yield a set U C Q(D);

2. check whether |U| = k and whether F(U) > B; if so, return “yes”, and otherwise
reject the guess and go back to step 1.

Clearly, step 2 is in PTIME since Fys(U) and Fym(U) and PTIME computable. Thus
the algorithm is in NP, and so are QRD(3IFO*, Fys) and QRD(3IFO*, Fyvm).

(2) When L is FO. We next study QRD(FO, Fiys) and QRD(FO, Fum).

(2.1) Lower bound. We first show that QRD(FO, Fys) is PSPACE-hard even when A = 0
and k is a constant, by reduction from the membership problem for FO. Given an in-
stance (Q, D, s) of the membership problem for FO, we define a database D' = (D, Iy),
where Ip; = {(1),(0)} is a unary relation specified by schema Rj;(X), encoding the
Boolean domain. Moreover, we define a query )’ in FO as follows:

Q'(7,¢) = Q(Z) A Roi(c).
Clearly, if s € Q(D), Q" must return two tuples (s, 1) and (s,0). We define d,¢((s,1), Q")
= 1, and for any other tuple ¢ of R/, drei(t, Q') = 0. Furthermore, we define dq;s as a

constant function that returns 0 for each pair of tuples of Ry. We use A = 0. Then
Fus(U) = (k—1)->",cy 0rei(t, Q') for a set U of k tuples. Finally, we let & = 2 and B = 1.

We show that s € Q(D) if and only if there exists a valid set for (Q’, D', k, Fus, B).
First assume that s € Q(D). Then there is a valid set U = {(s, 1), (s,0)} for (Q’, D', k,
Fuys, B). Conversely, if s ¢ Q(D), then by the definition of @', (s, 1) is not in Q’(D). Thus,
by the definition of Fys, there is no set U C Q’(D’) such that |U| = 2 and F(U) > B.

We next consider QRD(FO, Fyyv). Given an instance (@, D, s) of the membership
problem for FO, we define the same D’, @)/, 6, and d4;s as given above. Furthermore,
we set A\ =0, B=1and k = 1. Then Fyum(U) = minicp dre(t, Q'). It is easy to see that
t € Q(D) if and only if there exists a set U valid for (Q’, D', k, Fym, B), along the same
lines as the argument given above for QRD(FO, Fys).

(2.2) Upper bound. We next provide a PSPACE algorithm for QRD(FO, F'), when F is
Fus or Fiym. The algorithm works as follows:

1. guess a set U consisting of k distinct tuples of Ry;
2. check whether U C Q(D) and F(U) > B; if so, return “yes”, and otherwise reject
the guess and go back to step 1.

The algorithm is in NPSPACE since step 2 is in PSPACE. Indeed, checking whether
U C Q(D) is in PSPACE when @ is an FO query, and checking F(U) > B is in PTIME
when F is Fys or Fym. Thus the algorithm is in NPSPACE = PSPACE. As a result,
QRD(FO, Fys) and QRD(FO, Fium) are in PSPACE. O

We next establish the combined complexity of QRD(L¢, Fmono)

THEOREM 5.2. The combined complexity of QRD(Lg, Finono) is PSPACE-complete,
no matter whether Lg is CQ, UCQ, 3FO*or FO. O

In contrast to its counterparts for Fyys and Fyv, the lower bound proof for Fono

needs a counting argument and is more involved. It is verified by reduction from
Q3SAT: given a sentence ¢ = Pz ... Ppaxm,t), where P; is either V or 3 and ¢ is an
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1 1 150 X4
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@ = Jz Voo eV, ¥ = (1‘1 Vxo V .’f3) A\ (fz V x3V 1‘4).

l= 3, P4 =V:
ddis(t1,t2) = 0 <= Y[t /2] = 1, Y[t2 /2] = 0,
ddis(t3, ta) = 1 <= Y[tz /Z] = 1,0p[ts /7] = 1,
dais(ts,t6) = 1 <= lts /7] = 1, Yte /7] = 1,
dais(tr, ts) = 1 <= Y[t7 /7] = 1, P[ts /7] = 1,
dais(te, t10) = 0 <= Y[te /] = 1, Y[t10/7] = 0,
ddis(ti1,ti2) = 1 <Yt /7] = 1, Y[t12/2] = 1,
dais(t13,t14) = 0 <= Y[t13/7] = 0, P[t14/7] = 0,
ddis(t15,t16) = 1 <= Yt15/7] = 1, P[tie/7] = 1
=92, Py=73:
Sais(tirt;) = 1,0 € [1,2],5 € [3,4] <= dais(t1,t2) = 0, dais(ts, ts) = 1,
6di5(t1,t ) =1,7 € [5,6],j S [ , ] = 5d.5(t tG) =1, 6di5(t7,t8) =1,
dais(ti,tj) = 1,4 € [9,10], 7 € [11,12] <= dqis(to, t10) = 0, dais(t11,t12) = 1,
5dis(ti7t ) =1,7¢€ [13 14] S [15, 16] = 5dis(t13,t14) =0, 5dis(t15;t16) =1.
I=1,P,=V:
6di5(ti7 tj) =1,1 € [ ], S [5, 8] <~ 6di5(t1, t4) =1, 6di5(t5, tg) =1,
5dis(ti7tj) =1,71¢€ [9, 12], [13, 16] <~ 5dis(t9; t12) =1, 5dis(t13-t16) =1.
[=0,P =3

dais(tist;) = 1,1 € [1,8],7 € [9,16] <= dais(t1,t8) = 1, dais(to, t16) = 1.

Fig. 2. Example distance function d4is when m = 4 in the lower bound proof of Theorem 5.2

instance of 3SAT over variables in X = {x1,...,2,,}, Q3SAT is to decide whether ¢ is
true. It is known to be PSPACE-complete (cf. [Papadimitriou 1994]).

To give the reduction, we need some notations and a lemma. Consider an instance ¢
of Q3SAT. We want to use “Boolean” tuples ¢t = (ug, ..., u,,) to encode a true assignment
for variables in X of ¢, where u; is either 0 or 1 for i € [1,m]. Denote by t' the prefixes
(u1,...,u;) of length [, for [ € [0,m — 1]. Consider a pair of tuples ¢t = (u1,...,upn)
and s = (v, ...,v,) such that # = s but u;.; # v;,1, i.e., t and s agree on the first [
attribute values but differ in the (I + 1)-th attribute. Note that ' and s' define a truth
assignment of variables x; for i € [1,[], referred to as the truth assignment encoded by
t'. In the reduction, we want to define a distance function dq;s such that dqs(t,s) = 1
if and only if formula P, 1241 ... Phan is satisfied by the truth assignment encoded
by prefix t'. More specifically, we define d4;s inductively from ! =m—1 down to [ = 0.
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(i) When ! = m—1, i.e,, t and s differ only in their last attribute, we define dq;s(¢, s)= 1 if
either (a) P,, = V and both the truth assignments encoded by ¢ an s make 1) true, or
(b) P,, = 3, and there exists at least one truth assignment px (encoded by either ¢
or s) such that i x satisfies . For any other tuples ¢’ and s, we define d4i5(t', s") = 0.

(ii) When m — 2 > [ > 0, we define 64is(t,s) = 1 (a) when P,; = V, and dgis((t,
1,1,...,1), (#,1,0,...,0)) = 1 and 64is((s',0,1...,1),(s",0,0,...,0)) = 1; or (b) when
Pi,1 = 3, and at least one of d4;((t',1,1,...,1), (#/,1,0,...,0)) and dgis((s',0,1...,1),

(s,0,0,...,0)) is 1. For any other tuples ¢’ and s’, we define d4;s(t', s') = 0.

An example dg4;s is depicted in Fig. 2, for a sentence ¢ with 4 variables.
Such distance functions have the following property. That is, the cases of t'*! and
s'*1 (branches of truth assignments t') given above suffice to ensure Lemma 5.3.

LEMMA 5.3. Consider any pair of Boolean tuples t = (u1,...,uy) and s = (vy,

vm) that encode truth assignments of ¢ = Pxi41... Poogtp. If 1 = s' and
U1 7 V41 for some 0 > 1 > m — 1, then dq4is(t, s) = 1 if and only if ¢ is true under ulX,
where ' is the truth assignment for variables x1,. .., x; encoded by t'. O

PROOF. We prove Lemma 5.3 by induction on [ from [ = m — 1 down to [ = 0. When
I = m— 1, by the definition of d4;s, we have that é4s((t™ 1, 1), (t™1,0)) = 1 if and only if
(a) when P,, =V, the truth assignments encoded by (™!, 1) and (t™~!,0) both satisfy
¥; and (b) when P,, = 3, at least one of the truth assignments encoded by (*"~!,1)
and (#™~!,0) makes ¢ true. Hence the statement holds in the base case.

To give more intuition for the inductive step, we also illustrate the case when
| = m—2. For any two tuples t = (uy,...,u,)and s = (vy,...,v,) such that t™ =2 = sm~2
and u,,—1 # Um-1, by the definition of d4s, we have that dq4is(¢,s) = 1 if and only if (a)
when P,,_1 =V, dais((t™2,1,1), (t™2,1,0)) = 1 and 64s((t™~2,0,1), (t™~2,0,0)) = 1;
and (b) when P, ; = 3, we have that either dgs((t™2,1,1),(#™2,1,0)) = 1 or
dais((t™72,0,1),(t™=2,0,0)) = 1. Then case (a) holds if and only if (i) when P,, =V, the
truth assignments encoded by (#™~2,1,1) and (™~ 2,1,0) both make ¢ true; similarly
for (t™=2,0,1) and (t™~2,0,0); and (ii) when P,, = 3, there exists at least one truth as-
signment (encoded by (t™~2,1,1) or (t™~2,1,0)) that satisfies ¢; similarly for (t™~2,0, 1)
and (t™~2,0,0). Clearly, case (a) (resp. case (b)) holds if and only if Vz,, 1Pz, ¥
(resp. 32,,,_1 Py, ¥) is true under the truth assignment encoded by t™ 2.

Now we prove the inductive step. Assume that when [ = p and p € [1,m — 3],
Lemma 5.3 holds. That is, for all tuples ¢t = (uq,...,u,,) and s = (v1,...,v,) such that
tP = sP but upy1 # vpt1, ddais(t, s) = 1if and only if Poy12p41 ... P, w is true under
the truth assignment encoded by ¢” for variables z1,...,z,. We next consider the case
when | = p — 1. Let ¢ and s be an arbitrary pair of tuples that agree on the first p — 1
attributes but disagree on the p-th attribute. By the definition of 445, we have that
Sais(t,s) = 1if and only if (¢) when P, =V, d4is((tP~1,1,1,...,1),(t?71,1,0,...,0)) = 1
and &q4is((tP71,0,1,...,1),(t?71,0,0,...,0)) = 1; and (d) when P, = 3, either
Sais((tP~1, 1,1, ...,1), (tP71,1,0,...,0)) = 1 or duis((tP71,0,1,...,1), (t?71,0,0,...,0)) = 1.
By the induction hypothesis for | = p, we know that case (c) holds if and only if
Ppy1Zpt1 - Pm:vm 1 is true under the truth assignments of variables z1,...,2p_1
encoded by i, 1, no matter whether z, is 1 or 0. The latter holds if and only if
YV, Ppy1Zpt1 - - - Pmom ¢ is true under the truth assignment of z4,...,2,_; encoded by
tP~1. Similarly, case (d) is satisfied if and only if 3z, Py 12541 - - . mem 1 is true under
the truth assignment of 1, ...,z,_1 encoded by #*~!. This proves Lemma 5.3. O

Leveraging Lemma 5.3, we next prove Theorem 5.2.
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PROOF. It suffices to show that QRD(CQ, Finono) is PSPACE-hard, even when A = 1
and k is a constant, and that QRD(FO, Fiono) is in PSPACE.

(1) Lower bound. We show that QRD(CQ, Finono) is PSPACE-hard by reduction from
the Q3SAT problem. Given an instance ¢ = Pz ... Ppaxm,t of Q3SAT with variables
in X ={z1,...,z,}, we construct a CQ query Q, a database D, functions de, d4is and
Frono, and let & = 1 and B = 1. We prove that ¢ is true if and only if there exists a
valid set U for (Q, D, k, Frono, B).

(1) Database D has a single unary relation Iy; = {(1), (0)} specified by schema Ry;(X),
encoding the Boolean domain as in the proof of Theorem 5.1 for the FO case.

(2) We define the CQ query Q as follows:
Q(f) = Ro1 (551) A...N Ry ((Em)7

where ¥ = (x1,...,%,,). Intuitively, query @ generates all truth assignments for
variables in X. Note that |Q(D)| = 2™.

(3) The function d, is a constant function that returns 1 for each tuple of Rg. We use
the distance function d4;s given above, and set \ = 1.

We next verify that there exists a valid set U for (Q, D, k, Frono, B) if and only if ¢
is true, by giving a counting argument.

Assume that there exists a valid set U = {t} for (Q, D,k = 1, Fiono, B = 1). Then
by A =1, Frono(U)= 57— - > eco(p) Odis(t; s) > 1. Thus 35 ) dais(t, s) > 2™ — 1. Since
|Q(D)| = 2™, for each tuple s € Q(D), if s # t, dqis(t, s) must be 1 by the definition of
0dis- In particular, there exists a tuple s’ such that s’ differs from ¢ in the first attribute
and dgis(t, s’) = 1. Then by Lemma 5.3, we have that ¢ = Py ... Pz, is true.
Conversely, assume that ¢ is true. We show that there must exist a valid set U. By
Lemma 5.3, for each pair of tuples ¢ and s such that ¢! # s', we have that dqs(t,s) = 1.
Moreover, since ¢ is true, no matter what P; is, there must exist a truth assignment i,
for variable z; such that Pyxs ... Py, x,,1 is true under ., . Then again by Lemma 5.3,
for each pair of tuples t' = (u},...,u,,) and s’ = (v},...,v},), dais(t',8') = 1if 'l = 't =
g, but ufy # vh. Furthermore, since Poxs . .. P2, is true under the truth assignment
Wz, for variable z;, there must exist a truth assignment p,, of variable z» such that
Psxs ... Ppxy, is true under p,, and p,,. Similarly, we get truth assignments p,, for
variable z;, where | € [3,m], such that for each pair of tuples ¢ and s, dqis(¢,s) = 1, if
th = 8" = (layy gy - -+ s My ) @0 w1 # vpgq for I € [0,m — 1]. Let t* = (pays -+, fha,)
and U = {¢*}. Then by the definition of @, t* € Q(D). Obviously, |U| = 1. To see that
Frono(U) = 5 Y scq(p) ddis(t*,5) > B = 1, we compute the number of tuples s such
that d4is(t*,s) = 1. As discussed earlier, for each tuple s = (v1,...,vm), ddis(t*,s) = 1
if there exists [ € [0, m — 1] such that (t*)" = s’ but j,,,, # vi41. It is easy to see that
there are 2 /2! = 2m~!=1 tuples s such that d4;s(t*, s) = 1. Thus the number of tuples
s such that d4s(t*,s) = 1 is Zﬁgl gm—i=l —9gm=1_4 41941 =2"_1.Recall that we
set k =1 and B = 1. Hence Frono(U) = 5 2 sco(p) ddis(t*,5) =1 > B.

(2) Upper bound. We show that QRD(FO, Fiono) is in PSPACE. Let Mg be the binary
representation of tuples ¢ of Ry such that each of its attributes has the largest
constants from the active domain. Note that tuple ¢ is bounded by arity(Rp) and
adom(Q, D), where arity(R¢) denotes the arity of the schema R, and adom(Q, D) is the
set of constants appearing in D or (). We present an NPSPACE algorithm as follows:

1. guess a set U of k tuples of Ry;
2.if U C Q(D), continue; otherwise, reject the guess and go back to step 1;
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3.let n denote the number of tuples in Q(D), and variable dist keep track of the sum
of distances between each pair of tuples ¢t € Q(D) and s € Q(D), both represented
in binary; initially, we set n = 0 and dist = 0;
4. for each tuple s € [0, M] (encoded in binary with necessary delimiters) do:
a. check whether s € Q(D); if so, continue; otherwise, go back to step 4;
b. for each tuple ¢ € U, dist := dist + dqis(t, 5);
c.increase n by 1;
5.compute Fiono(U) = (1 — A) - >,y rel(t, Q) + (A/(n + 1)) - dist; check whether
Frono(U) > B; if so, return “yes”.
Observe the following. (a) Step 2 is in PSPACE for FO queries. (b) Steps 4 and 5 can
also be done in polynomial space when tuples ¢, counter n and sum dist are encoded
in binary. Indeed, step 4(a) is in PSPACE for FO queries. Moreover, steps 4(b), 4(c)
and 5 can be done in PSPACE because we consider tuples in binary coding. Hence the
algorithm is in NPSPACE = PSPACE. Thus QRD(FO, Finono) is in PSPACE. O

5.2. The Data Complexity of QRD

We next re-investigate QRD for data complexity. That is, when query Q is predefined
and fixed, but database D may vary, i.e., the complexity of evaluating a fixed query for
variable database inputs (see [Abiteboul et al. 1995] for details). Data complexity is
also of practical interest since in many real-life applications, one often uses a fixed set
of queries, e.g., Web forms, while the database may be frequently updated.

From the result below we can see that when the objective is given by Fys and Fyw,
fixing query () does not reduce the complexity of QRD for CQ, UCQ and 3FO*: the
problem remains NP-complete, the same as its combined complexity. In contrast, fixed
queries do simplify the analysis of the problem.

(1) when Lg is FO and F is Fus or Fymm, QRD(Lg, F') becomes NP-complete; or
(2) when F' is Fihono, the problem becomes tractable in this case.

Contrast these with the PSPACE-completeness of their combined complexity (The-
orem 5.1 and 5.2). These demonstrate that when @ is fixed, objective functions
determine the data complexity, while query languages have no impact.

THEOREM 5.4. The data complexity of QRD(Lq, Fums) and QRD(Lqg, Fvm) ts NP-
complete, while that of QRD(Lq, Fmono) is in PTIME, when Lq is CQ, UCQ, 3FO*or FO. U

PROOF. We first study the data complexity of QRD(Lg, Fius) and QRD(Lg, Fium) for
CQ, UCQ, 3FO"and FO, and then investigate it of QRD(Lq, Fimono)-

(1) When F is Fyus or Fium. It suffices to prove that QRD(CQ, F') is NP-hard and that
QRD(FO, F') is in NP. Recall that the lower bounds of QRD(CQ, Fius) and QRD(CQ, Fum)
of Theorem 5.1 are shown by using a fixed identity query. Thus the lower bounds
hold here, i.e., QRD(CQ, F\us) and QRD(CQ, Fium) are NP-hard. For the upper bound,
note that the algorithm given in the proof of Theorem 5.1 for FO can carry over here.
Clearly, its step 2 is in PTIME since Q(D) is PTIME computable for a fixed FO query
Q, and F is also in PTIME when F' is Fys or Fyym. Thus the algorithm is in NP for fixed
FO queries, and hence so is the data complexity of QRD(FO, Fys) and QRD(FO, Fiym).

(2) When F' is Frono. We give a PTIME algorithm to check whether there exists a set U
valid for (Q, D, k, Fiono, B). Given a fixed @Q, D, Fiono, k and B, the algorithm first
computes the entire set Q(D) of query answers. It then checks whether (D) contains
at least & items at all, and if so, it picks & tuples from Q(D) with the largest “score” in
terms of the relevance and diversity. Finally, it checks whether the sum of the scores of
these tuples is beyond the bound B. It returns “yes” if so and “no” otherwise. When
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PSPACE-complete

PSPACE-complete
(Th. 6.2)
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(Th. 6.1)
FO, combined CQ/FO, combined
coNP-comlplete coNP-comj)lete coNP-com;lete
(Th. 6.1) (Th. 6.4) (Th. 8.2)
+ : CQ/FO, 7=0,
CQ/3FO", combined CQ/FO, data combined
PTIME PTIME PTIME PTIME PTIME
(Th. 8.2) (Cor. 8.4) (Th. 8.2) (Th. 6.4) (Cor. 8.4)
_ CQ/FO, constant £, _ CQ/FO, identity
CQ/FO, A=0, data data CQ/FO, =0, data CQ/FO, data queries, combined

(a) When F'is Fys or Fyp (b) When F is Fpono

Fig. 3. The complexity bounds of DRP

is fixed, all these can be done in PTIME. In contrast to Fius and Fym, Fimono allows us to
compute the scores by inspecting each tuple in Q(D) individually, rather than by check-
ing each k-element subset of Q(D). More specifically, the algorithm works as follows:

1. compute Q(D), in PTIME;

2. check whether |Q(D)| > k; if so, continue; otherwise return “no”;

3. for each tuple ¢, compute v(t) = (1—\)-6rel (1, Q)+W 2seq(p) Odis(t, s) in PTIME;

4. let vy,m be the sum of the & largest values in U, where U = {v(¢) | t € Q(D)}, and
check whether v, > B; if so, return “yes”; otherwise, return “no”.

The algorithm is in PTIME. Indeed, since @ is fixed, Q(D) is PTIME computable. Thus
steps 1-3 are all in PTIME. Hence so is the data complexity of QRD(FO, Finono)- O

6. THE DIVERSITY RANKING PROBLEM

We next study the decision problem DRP. We give its combined complexity in Sec-
tion 6.1 and data complexity in Section 6.2, and will investigate its special cases in
Section 8. Along the same lines as Fig. 1, we summarize the complexity bounds of DRP
in various setting in Fig. 3, which depicts the impact of various parameters.

All the complexity bounds of this section remain intact when rank r is taken as
input of DRP instead of a constant, except the PTIME bound of the data complexity for
Frono (Theorem 6.4; see details there).

6.1. The Combined Complexity of DRP

While DRP does not reduce to QRD (or vice versa), the two decision problems are
connected. Given an instance D,Q, F,k and U C Q(D) of DRP, one can construct an
instance D,Q, F,k and B = F(U) of QRD such that rank(U) < r if and only if there
exist no more r — 1 subsets U’ of Q(D) with F(U’) > B. From this an algorithm for
DRP immediately follows, by using an QRD oracle: first guess r subsets U’ of Q(D)
with k& elements each, and then check whether F(U’) > B by calling (a minor revision
of) a procedure for QRD; return “no” if so. In light of the connection, it is not surprising
that DRP and QRD behave similarly in their combined complexity analyses.

(1) When F is Fys or Fuwm, Lo dominates the combined complexity of DRP.
(2) When F is Fnono, £ has no impact on the combined complexity of DRP.
We first study the combined complexity of DRP(Lg, Fius) and DRP(Lg, Fum).

THEOREM 6.1. The combined complexity of DRP(Lq, Fus) and DRP(Lqg, Fvm) is
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— coNP-complete when Lq is CQ, UCQ or 3FO*, and
— PSPACE-complete when L is FO. =

The proof is similar to the proof of Theorem 5.1 for QRD. In particular, the lower
bounds are verified by reductions from the complements of 3SAT and the membership
problem for FO. Note that, however, the connection between QRD to DRP is not strong
enough for us to carry (the dual of) the complexity bounds of QRD to DRP: (1) DRP does
not inherit the lower bound of QRD since QRD does not reduce to DRP, and (2) for the
upper bound, the algorithm outlined above gives us X% by calling the QRD, not coNP.
Here Y7 is the class of languages recognized by a nondeterministic Turing machine

with an NP oracle, i.e., NPN" [Papadimitriou 1994].

PROOF. We first show that DRP(Lg, Fivs) and DRP(Lq, Flum) are coNP-complete
when Lg is CQ, UCQ or 3FO*, and then prove that they are PSPACE-complete for FO.

(1) When L is CQ, UCQ or IFO™. It suffices to show that DRP(Lq, Fus) and DRP(Lq,
Fyuwm) are coNP-hard for CQ and that they are in coNP for IFO™*.

(1.1) Lower bound. We show that DRP(CQ, Fs) and DRP(CQ, Fum) are already coNP-
hard for fixed identity queries, A\ = 1 and r = 1, by reductions from the complement
of 3SAT. We first verify this for DRP(CQ, Fus). Given an instance ¢ of 3SAT, where
¢ = C1 A...ACpis defined over variables in X = {z1,...,2,,}, we define a database
D, a CQ query Q, functions d,e, d4is and Fyus, a set U and a positive integer k. We show
that ¢ is not satisfiable if and only if rank(U) < r.

To give the reduction, we construct a new formula ¢’ such that ¢’ is satisfiable if and
only if p is satisfiable. Let z be a fresh variable that is not in the set X of variables in (.
We define o' = (pV2)AZ = /\ﬁ:1 (C;Vz)AZz. Itis easy to see that for a truth assignment
ux of X variables, px satisfies ¢ if and only if x makes ¢’ true with z = 0. Moreover,
there always exists a truth assignment that makes ¢’ false. Indeed, when setting 2 to
be 1, ¢’ is false under any truth assignments of X. We next give the reduction.

(1) The database D includes a single relation I specified by the following schema:
Re(cid, L1, V1, Lo, Va, L3, V3, Z, V7, A), populated as follows. Let C! = [ V15 V15V z be the
i-th clause of ', where i € [1,[]. For any possible truth assignment ;; of variables in the
literals of C/, we add a tuple (i, xy, v, 1, Vi, Ty, U, 2, Vs, a), Where z, = 14 if I} € X, and
xp, = 11 if 1§ = 7. We set vy = p;(zy); similarly for x;, x,,, z and v;, v,,, and v,. Moreover,
we set a = 1 if the truth assignment y; satisfies C/; otherwise we set a = 0. Further, for
Z, we add two tuples (l + 17 €1, fla €2, f27 €3, f37 2, 13 O) and (l + 17 €1, fla €2, f?; €3, f37 2, O? 1)7
where all ¢; and f; are distinct constants that are not in X U {z,0, 1}.

(2) We define (Q as the identity query on R¢ instances.

(3) Let k =1+ 1. We let the set U consist of I + 1 tuples from D, one for each clause in
¢ such that all variables in X and z are set to be 1. Obviously, U C Q(D).

(4) We define the relevance function 6, to be a constant function that returns 1 for
each tuple ¢ of Rg. Moreover, for each pair of tuples ¢ and s of R, we define dqis(t,s) = 1
if (i) t[cid] # s[cid], i.e., t and s encode two different clauses in ¢’; (ii) ¢t and s have the
same value for each variable appearing in both ¢ and s; and (iii) ¢[A] = s[4] = 1, i.e., ¢
and s encode truth assignments that satisfy their corresponding clauses, respectively.
Furthermore, for any other pair of tuples ¢’ and s’, we define dq4is(¢', s") = 0. Moreover,
we let A = 1. Then for each set S of tuples of Rq, Fus(S) = 3=, ,cq ddis(t, 5)-

We next show that rank(U) = 1 < r if and only if ¢ is not satisfiable.

Assume that ¢ is satisfiable. Then there exists a truth assignment y% for the X
variables that satisfies ¢. We show that rank(U) > 2 > r = 1. Let U° consist of [ + 1
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tuples, one for each clause in ', such that the values of all variables in X agree with
1% and z is set to be 0. Obviously, for any two different tuples ¢ and s in U°, we have
that dg4is(¢, s) = 1 by the definition of d4is. Then Fys(U°) = (I + 1) - . Note that for each
tuple t € U, t[A] = 1if t # (I + 1,eq, f1, €2, f2, €3, f3,2,1,0), and moreover, for any two
tuples ¢, s € U such that ¢{[A] = s[A] = 1, we have that dqis(¢, s) = 1, by the definition of
ddis- Then Fys(U) =1+ (I — 1). Putting these together, we have that rank(U) > 2 > r = 1.

Conversely, assume that ¢ is not satisfiable. Then there exists no truth assign-
ment px of the X variables that satisfies . It is easy to see that for each candidate
set S for (Q, D, k), there exist at most [ tuples ¢ € S such that ¢{[A] = 1, and thus
Fus(S) <1-(l—1)= Fus(U). Therefore, rank(U) =1 < r = 1.

We show that DRP(CQ, Fium) is also coNP-hard by reduction from the complement of
3SAT. Given an instance ¢ of 3SAT, we construct the same ¢, D, Q, k, r, dra (-, ), U and
A =1 as above. We define distance function ¢/, such that for any pair of distinct tuples
t and s of Rq, (i) 0}(t,s) = 2 if d4is(t,s) = 1 and ¢, s ¢ U; (ii) 0} (t,s) = 1if t,s € U; and
(iii) for any other #' and s’, 4is(t’, s’) = 0. Then for each k-element set S of tuples of
schema Rg, Fum(S) = ming scg,++5 ddis(t, s). We show that this is indeed a reduction.
By the definitions of ¢/, and Fyw, for each candidate set S for (Q, D, k), (i) Fum(S) = 2
if S encodes a truth assignment of X that satisfies ¢ with z = 0; (i1)) Fum(S) = 1 if
S = U; and otherwise (iii) Fjym(S) = 0. Then along the same line as for DRP(CQ, Fs),
one can verify that ¢ is not satisfiable if and only if rank(U) =1 <r = 1.

(1.2) Upper bound. We show that when F' is Fiys or Fiym, DRP(IFO*, F) is in coNP, by
giving an NP algorithm for its complement. Given @, D, F', U and k, the algorithm
checks whether rank(U) > r, i.e., whether there exist  candidate sets for (Q), D, k) such
that for each such set S, F'(S) > F(U).

1. make r guess such that each time, guess k¥ CQ queries from @, and for each CQ
query, guess a tableau from D; these tableaux yield a subset of Q(D), collected in S;

2. check whether S contains r distinct sets and whether for each S € S, |S| = k;

3. for each set S € S, check if F(S) > F(U); if so, return “no”.

The algorithm is in NP since step 2 is in PTIME; moreover, step 3 is also in PTIME
since F' is PTIME computable when F' is Fjys or Fyym. Hence the problem is in coNP.

(2) When L is FO. We show that DRP is PSPACE-complete for Fius and Fyu.

(2.1) Lower bound. We show that for FO, DRP is already PSPACE-hard when A = 0 and
r = 1, by reductions from the complement of the membership problem for FO.

We first consider DRP(FO, Fiys). Given an instance (@, D, s) of the membership prob-
lem for FO, we define a database D’ = (D, Iy1), where Ip; = {(1),(0)} is an instance of
schema Ry;(X) encoding the Boolean domain. We define a query @’ as follows:

Q' (%,2,¢) = (Q(D) V (Ro1(2) Az =1)) A Ro1(c).

Clearly, no matter whether s € Q(D) or not, (s,1,1) and (s,1,0) are in Q'(D’). More-
over, when s € Q(D), (s,0,1) and (s,0,0) must be in Q' (D’). We define d((s,0,1),Q’) =
0ret((8,0,0), Q") = 3, drei((s,1,1),Q") = dret((5,1,0),Q") = 2, and for any other tuple ¢ of
Rq, Orel(t, Q") = 1. Furthermore, we define dqis as a constant function that returns 0 for
each pair of tuples of Rg. We set A = 0 and k& = 2; hence, for each set S of tuples of R’Q
with & tuples, Fus(S) = (k — 1) - 3,4 0rl(t, Q). Note that Fus({(s,0,1),(s,0,0)}) = 6,
Fus({(s,1,1),(5,1,0)}) = 4, Fus({t,t’}) = 5 if t € {(s50,1),(5,0,0)} and ' €
{(s,1,1),(s,1,0)}, and for any other pair of tuples ¢ and ', Fis({t,t'}) = 2. Finally, let
r=1land U = {(s,1,1),(s,1,0)}. As remarked earlier, U C Q(D).
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We show that s ¢ Q(D) if and only if rank(U) < r. First assume that s ¢ Q(D). Then
(s,0,1) and (s,0,0) are not in Q'(D’). Thus rank(U) = 1 < r by the definition of Fys.
Conversely, if s € Q(D), (s,0,1) and (s,0,0) are both in Q'(D’), and rank(U) > r = 1.

We next show that DRP(FO, Fium) is PSPACE-hard, also by reduction from the
complement of the membership problem for FO. Given an instance (Q, D, s) of that
problem, we define the same @', D’, §,e, A = 0 and r = 1 as above. Then for each set S of
tuples of Ry, Fum(S) = minses drei(t, Q). Let U = {(s,1,1)}. Then along the same line
as above, one can verify that s ¢ Q(D) if and only if rank(U) = 1 < r for (Q', D', k, Fum)-

(2.2) Upper bound. We next present a PSPACE algorithm for the complement of
DRP(FO, F') when F is Fys or Fiym. The algorithm works as follows:
1. guess r distinct sets such that each such set S consists of & different tuples of Rg;
2. denote by S the collection of the r sets; for each S € S, check whether S C Q(D);
if so, continue;
3. check whether for all S € S, F(S) > F(U); if so, return “no”.
The algorlthm is in NPSPACE = PSPACE since step 2 is in PSPACE for FO queries and
step 3 is in PTIME since Fys or Fjyu are in PTIME; hence so is the problem.

We next study the combined complexity of DRP(Lq, Finono)

THEOREM 6.2. The combined complexity of DRP(Lq, Fiono) is PSPACE-complete
when Lg is CQ, UCQ, IFO*or FO. O

The proof'is a variation of the one for Theorem 5.2. The lower bound is also verified
by reduction from Q3SAT. Given an instance ¢ = Pixi... Pz, of Q3SAT over
variables X = {z1,...,2,,}, we define a distance function ¢}, similar to its counterpart
given for QRD. More specifically, let t = (ui1,...,u,) and s = (v1, ...,v,) be any
pair of tuples encoding two truth assignments of X variables, such that ¢/ = s’ but
w41 # vi41, where t! and s' are prefixes of t and s of length I, respectively. We want to
use d;,, to ensure that §3,(¢, s) > 0 if and only if formula P, 1211 ... Phan, is satisfied
by the truth assignment encoded by prefix t!, for variables z1, ..., z;. To do so, denote
by ¢ the m-arity tuple (1,...,1). We define §}, by revising dqis given in the proof of
Theorem 5.2 for QRD(CQ, Finono), such that

() 0%, (£, 5) = (1/2) - 0ais(t, 5) for all tuples s = (1,va,...,v,,) with v; € {0,1} fori € [2,m];
(ii) 0%, (£, 5) = 2 - Oais(t, ) for all s = (0, vy, .. .,v,,) with v; € {0,1} for i € [2,m]; and
(iii) for any other pair of tuples ¢’ and s’ of Rg, 6},.(t',s") = dais(t', s).

It is easy to see that for each pair ¢ and s of m-arity tuples given above, d4is(t, s) = 1 if
and only if 63, (¢, s) > 0. Along the same line as Lemma 5.3, one can show the following.

LEMMA 6.3. Consider any pair of tuples t = (u1,...,un) and s = (v1, ...,v,,) that
encode truth assignments of ¢ = Pi 17141 ... Ppanmt), where t' = st and w1 # vy for
some 0 > 1 > m — 1. Let ', be a truth assignment of variables x1,...,x; encoded by
tl Then the following statements are equivalent: (1) P 1211 .. mxmw is satisfied by
ke, (2) 05 (t,8) > 0, and (3) there exist two tuples t' = (uf, ..., m) and s’ = (vi,...,vl,)
for ¢ such that 65(t',s') > 0, where t" = s'* = p'y but uj, , # v],,. O

Capitalizing on Lemma 6.3, we next prove Theorem 6.2.

PROOF. We show that DRP(CQ, Finono) is PSPACE-hard DRP(FO, Finono)is in PSPACE.
The lower bound holds even when A\ = 1 and k is a constant.
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(1) Lower bound. We show the lower bound by reduction from Q3SAT. Given an
instance ¢ = Pixy... Phx,y of Q3SAT, we construct the same query (Q, database
D and relevance function 4, as their counterparts for QRD(CQ, Fiono), and let
k = 1 and r = 1. Furthermore, let U = {t}, where ¢ is the m-arity tuple (1,...,1)
in Q(D) given above. Finally, we set A = 1. Then for each set S of tuples of Rg,
Frnono(S) = 577 2tes.5eq(p) Odis(t 5), Where 07 is defined as above.

We show that ¢ is true if and only if rank(U) =1 <r = 1.

Assume first that ¢ is true. Then by Lemma 6.3 we have that & (f,s) = 2 for
each tuple s = (0,v,...,vy,), where v; € {0,1} for i € [2,m]. Note that there exist
2™~ 1 such tuples s in total. Thus Y- _p) 35s(f,s) > 2271 = 2. We next prove
that for any other tuple ¢ that is distinct from 7, we have that > seqp) Oais(t, 5) < 2™,
and thus rank(U) = 1 by the definition of Fj,on.. Indeed, for any tuple ¢t # #, there
exist at most 2™ — 1 tuples s # t such that §},(t,s) > 0 (recall that |Q(D)| = 2™).
Consider the following two cases. For any tuple t = (u1,...,u,,) and t # , (a) if
u1 = 0, then by the definition of 65, 3= .co(p) Giis(t: ) = D ecormy iy Sais(ts 8) + i (2, 7)
< (2™ =2)+2=2"; and (b) otherwise, > o p) 0dis(t,8) = > scq(py 7} Oais (£ 8) +055(E, t)
<(2m—-2)+1/2=2"—-3/2 <2™. As aresult, we have that rank(U) =1 <r = 1.

Conversely, assume that ¢ is false. Let [y be the minimum value in [0,m — 1]
such that there exists a tuple s = (v1,...,v,,) with d4s(t,s) = 1, where s’ = (1,...,1)
and v;,+1 # 1. Then by Lemma 6.3, [ is also the minimum Value in [0,m — 1] such
that dq4is(t', s') = 1 for any pair of tuples t' = (u},...,u!,) and s’ = (v},...,v),), where
tho =g = (1,...,1) but uj ., # vj, . Note that there exist at most 2> — 1 tuples
s such that &} (f,s) > 0, where s’® = (1,...,1) and v;,41 # 1 (recall that there are
at most 2"~ tuples s such that s’ = (1,...,1) and v;,4; # 1). Then we have that
Y scqpy dais(fys) < (1/2)- (2m7'0 — 1) = 2m~h~1 —1/2. We next show that there exists
a tuple t* that is distinct from ¢ such that > seqp) Odis(t™,s) = 2m=lo=1"and hence
rank(U) > r = 1. Indeed, let t* = (u},...,u’,) be a tuple such that (t*)o=! = (1,...,1)
but u; # 1. Then there exist at least 2™~'0~! tuples s = (v1,...,v,) such that
dais(t*, s) > 0, where (¢*)!> = s but u} , # vi,41, and moreover, for each such tuple s,
d5is(t", s) = 1 by the definition of §3,. Thus we have that } ., p) dais(t*, s) = 2m—lo—1,

Hence by the definition of Flono, Fimono(U) < Fmono(U’), for each set U’ consisting of a
single tuple ¢* given above. Hence rank(U) > r = 1.

(2) Upper bound. We show that DRP(FO, Fiono) is in PSPACE. Recall the algorithm
given earlier for DRP(FO, F') for Fys and Fym. Obviously, the algorithm also works
here. We show that it is in PSPACE. Indeed, since Fiono is PSPACE computable (as
argued in the proof of Theorem 5.2), step 3 of that algorithm is in PSPACE here;
moreover, step 2 is in PSPACE. Thus the algorithm is in NPSPACE = PSPACE. O

6.2. The Data Complexity of DRP

One might be tempted to think that fixing ) would make DRP(Lq, F') easier. Never-
theless, DRP(Lg, F') becomes simpler only (1) when F' is Fiono, or (2) when L is FO,
and F is Fys or Fym. Its data complexity remains the same as its combined complexity
when L is CQ, UCQ or IFO™, for Fius and Fyu (see Theorem 6.4). This is consistent
with the data complexity analysis of QRD(Lq, F') (Theorem 5.4).
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THEOREM 6.4. For CQ, UCQ, 3FO*and FO, the data complexity of DRP(Lq, Fus)
and DRP(Lg, Fam) are coNP-complete, while that of DRP(Lg, Fimono) is in PTIME. O

As remarked earlier, all the results of this section remain valid even when r is treated
as part of the input for DRP rather than a constant, except the data complexity of
DRP for Fyono. Indeed, if 7 is not a constant and if the numeric value is encoded in
binary instead of unary, the PTIME algorithm to be presented below for the Fi,on, case
becomes pseudo-polynomial time rather than PTIME. The other proofs of Theorem 6.4
are quite similar to their counterparts for Theorem 5.4.

PROOF. We first investigate the data complexity of DRP when F' is Fys or Fym. We
then study it when F is Fiono-

(1) When F is Fys or Fum. It suffices to prove that DRP(CQ, Fius) and DRP(CQ, Fum)
are coNP-hard and that DRP(FO, Fius) and DRP(FO, Fyyu) are in coNP for fixed queries.
Recall that the lower bounds of DRP(CQ, Fius) and DRP(CQ, Fium) for Theorem 6.1
are established by using a fixed identity query. Thus the lower bounds hold here.
Hence DRP(CQ, Fius) and DRP(CQ, Fium) are both coNP-hard. For the upper bound, the
algorithm given in the proof of Theorem 6.1 for FO and for Fjys and Fyyu works here,
which is to check whether rank(U) > r. We show that the algorithm is in NP. Indeed,
Q(D) is PTIME computable when @ is a fixed FO query. Hence its step 2 is PTIME.
Moreover, step 3 is in PTIME for Fyys and Fyv since F' is PTIME computable. Thus the
algorithm is in NP, and as a result, DRP(FO, Fiys) and DRP(FO, Fym) are in coNP.

(2) When the objective is mono-objective. We show that DRP(FO, F,0n0) is in PTIME by
giving a PTIME algorithm. Given Q, D, k, 7, d4is, Odiss Fmono, and a set U, the algorithm
returns “yes” if rank(U) < r, and returns “no” otherwise.

Intuitively, the algorithm first finds a collection S of top-r candidate sets for (Q, D, k)
based on Fiono. Let S = {51,...,5,}, where Fiono(S1) > ... > Fhono(S:). Then we
simply need to check whether Fiono(U) < Fmono(Sr); the algorithm returns no if so,
and yes otherwise. To see this, observe that for each candidate set V' ¢ S, there
exists no set S € S such that Fono(V) > Frono(S). After S is found, consider the
following cases. (a) If U € S, then there exist at most » — 1 candidate sets V' such that
Frono(V) > Fiono(U), and thus rank(U) < r. (b) If U ¢ S but Fiono(U) = Fmono(Sr),
then similarly, rank(U) < r. (¢) If U ¢ S and Fiono(U) < Fmono(Sr), then rank(U) > r
since there exist at least r candidate sets V' such that Fiono(V) > Fiono(U). Thus the
algorithm checks which condition of (a), (b) or (c¢) is satisfied by S and U. It returns
“yes” in both cases (a) and (b), and returns “no” in case (c).

We next show how to compute collection S. We construct S by adding sets S1,..., S,
to S, one set or multiple sets at a time. Let FindNext(Q, D, Finono, S, S’ k,1,1I') be a
procedure that given @), D, Frono, k, [ and a collection S that consists of top-/ candidate
sets for (Q, D, k), returns a collection &’ such that S ¢ &’ and &’ is a collection of
top-l’ candidate sets for (Q,D,k), where 1 < [ < I’ < r, by finding one or more
candidate sets S ¢ S. Procedure FindNext(Q, D, Fiono, S, S’, k,1,1’) works as follows.
Let § = {51,...,5} (I > 0). For each tuple t € Q(D), let v(t) = (1 — X) - drei(t, Q)
+A/(1Q(D)] = 1)) >y eq(p) ddis(t, '). Then it carries out the following steps.

1. For each S; € S, find sets V' by replacing one tuple ¢ in S; with another tuple s in
Q(D)\ S;, where v(s) < v(t), such that sets V have the highest Fi,on, values among
all such new sets. More specifically, do the following:

a. For each ¢t € S; and s € Q(D) such that s ¢ S; and v(s) < v(t), we get the candi-
date set S;(s,t) by replacing ¢ in S; with s. Obviously, Fihono(S:i(s,t)) < Finono(Si)-
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Denote by E;(t) the collection of such sets S;(s,t) with the highest Fon value
such that S;(s,t) ¢ S. Note that |E;(¢)|] > 0. When all tuples ¢ in S; are pro-
cessed, we get k sets E;(t) for each ¢t € S;. Let E; be the collection of candidate
sets in (J,. s, E;(t) with the highest Fi,,n value. Note that for each set V € E;,

we have that Flono(V) < Finono(Si) and V ¢ S.
b. Let E be the collection of sets in £y U ... U E; with the highest F;,o,, value. We
will show that S UE must consist of the top-I’ candidate sets. Note that |S UE]|
may be greater than r while |S| < r.
c. Check whether |S UE| > r. If so, we get S’ by adding only r — |S| sets from E to
S, picked randomly as they have the same I value; otherwise, let S’ be S UE.
2. Return §'.

Capitalizing on FindNext(), the algorithm for DRP with fixed FO queries is given as
follows, which returns “yes” if rank(U) < r, and returns “no” otherwise:

1. compute Q(D); for each t € Q(D), compute v(t) = (1—N\)-6,a (£, Q) +(A/(|Q(D)|—1))
>_1eq(p) ddis(t, t'); sort tuples in Q(D) in descending order based on their v() values;
2. let S be the collection consisting of top-/ candidate sets for (Q, D, k); initially, S
contains only the set S; that consists of the first k& tuples in the sorted Q(D);
obviously, S is the top-1 candidate set; moreover, let | = 1;
3. while |S| < r, do the following:
a. let S’ = FindNext(Q, D, Finono, S, ', k. 1,1');
b. let S be S';
4. when |S| = r, check whether condition (a) or (b) given above is satisfied by S and
U; if so, return “yes”; otherwise return “no”.

We show that the algorithm is correct and is in PTIME. Obviously it is correct if and
only if FindNext(Q, D, Frono, S, S, k,1,1') finds top-I’ candidate sets. Assume w.l.0.g.
that |Q(D)| > k. We show that FindNext finds top-I’ candidate sets by induction on [
such that when FindNext finds top-I’ candidate sets S’ based on the top-/ candidate
sets S (where 1 < [ < I’), then FindNext can find the top-I” candidate sets S” based on
S’ for some [” > I’. Obviously, we need only to consider the case when I” < r, i.e,, S”
contains all the new candidate sets with the highest Fi,ono value found by FindNext.

When | = 1, S contains only the set S; that consists of the first k tuples in the sorted
Q(D). Based on S, FindNext finds all sets V by replacing tuples ¢ € S; one at a time with
atuple s € Q(D)\S1, where v(s) < v(t). Denote by E the collection consisting of all such
sets V that have the highest Fi,ono value. Let S’ = SUE. We show that for any candidate
set V' ¢ S, Frono(V') < Frono(S) for each set S € §’. Note that Finono (V') < Finono(S1)
since S is the top-1 candidate set. Now we only need to prove that Fiono (V') < Finono(:S)
for each set S € E. Consider the following two cases. (a) There exist tuples ¢ € S; and
s € Q(D) \ S such that v(s) < v(t) and V' is obtained by replacing ¢ in S; with s.
Recall that V' ¢ FE since V' ¢ S’. Thus we have that Fono(V’) < Finono(S) for each set
S € F, since all sets in E have the highest F,n, value in sets obtained by an one-tuple
replacement. (b) The set V' is not one given in (a) above. Then V' must contain no more
than & — 2 tuples in S;. Assume that V' is obtained by replacing tuples ¢1,...,¢; in Sy
with s1...,s;, where j € [2,k], such that s;,...,s; are not in S; and for each i € [1, j],
v(s;) < v(t;). Let V" be the set obtained by replacing only one tuple ¢; in S; with s;.
Obviously, Fiono(V') < Frono(V"). Moreover, we have that Fiono(V") < Frono(S) for
each set S € FE, since all the sets in F have the highest F} o0, value. Thus Fono (V') <
Frono(S) for each S € E. Hence S’ contains the top-(1 + | E|) candidate sets.

Assume that when | = n and n € [2,r], FindNext finds the top-I’ candidate sets &’
based on the top-/ candidate sets S for some !’ > [. For the inductive step, we consider
the case when [ = I’. Let the collection E’ consist of all sets V' with the highest Fiono
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value found by FindNext based on the top-I’ candidate sets S’, following the one-tuple-
at-a-time replacement strategy. Let S” = S’ U E’. We show that S” contains the
top-(I' + | E’'|) candidate sets. It suffices to prove that for each candidate set V' C Q(D)
such that V' ¢ 8", Frono(V') < Fiono(S) for each S € S”. Note that by the induction
hypothesis, for each set S € S’, Finono(V') < Fiono(S) since S’ contains the top-I’ can-
didate sets. Thus we need only to show that Fiono(V') < Fiono(S) for each set S € E'.
This can be verified along the same lines as the argument for expanding [ = 1 above,
examining cases (a) and (b) given there. This verifies the correctness of the algorithm.

We next show that the algorithm is in PTIME. Note that procedure FindNext is called
at most » — 1 times. In each call, for each set S in S, there are at most & - |Q(D)]
replacements of tuples in S. Thus, at most O(r - k - |Q(D)]) time is needed for each
call of FindNext. Putting these together, the algorithm is in O((r — 1) - r - k - |Q(D)])
time. Since @ is fixed, r is a constant and Q(D) is bounded by a polynomial in |D|, the
algorithm is in PTIME. Therefore, the data complexity of DRP(FO, Finono) is in PTIME.

We remark that the algorithm given above is in pseudo-polynomial time if r is not
a constant and if r is encoded in binary. It is in PTIME when k is a constant. m|

7. THE RESULT DIVERSITY COUNTING PROBLEM

We now study the counting problem RDC. We establish its combined complexity in
Section 7.1 and data complexity in Section 7.2; we will also identify and investigate
its special cases in Section 8. Along the same lines as Fig. 1, we depict in Fig. 4 the
connections between complexity bounds of RDC in various settings.

7.1. The Combined Complexity of RDC

We first study the combined complexity of RDC. Here we use the framework of
predicate-based counting classes introduced in [Hemaspaandra and Vollmer 1995].
For a complexity class C of decision problems, #-C is the class of all counting problems
associated with a predicate Ry that satisfies the following conditions:

— Ry, is polynomially balanced, i.e., there exists a polynomial ¢ such that for all strings
x and y, if Ry (x,y) is true then |y| < ¢(|z|); and

— the following decision problem is in class C: “given z and y, it is to decide whether
RL ((E, y)”‘

A counting problem is to compute the cardinality of the set {y | R.(z,y)}, i.e, it is
to find how many y there are such that predicate R, (z,y) is satisfied.

We show that when the objective is for max-sum or max-min diversification, the
problem becomes harder for FO than for CQ, UCQ and IFO*. In contrast, when the
objective is for mono-objective formulation, Fi,,,, has greater impact on the complexity
than Lq: it remains #-PSPACE-complete when L ranges over CQ, UCQ, 3FO*and FO.
This is consistent with its counterparts for QRD and DRP.

The results are verified by parsimonious reductions. A parsimonious reduction from
a counting problem #A to a counting problem #2B is a PTIME function o such that for
all z, {y | (z,y) € A} = {z] (¢o(x),2) € B}|, i.e, o is a bijection [Durand et al. 2005].

Below we first study RDC(Lq, F)) when F is Fys or Fum.

THEOREM 7.1. The combined complexity of RDC(Lq, Fus) and RDC(Lq, Fum) is

—#-NP-complete when Lg is CQ, UCQ or IFO™, and
— #-PSPACE-complete when L is FO.

All the results hold under parsimonious reductions. O
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Fig. 4. The complexity bounds of RDC
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Fig. 5. Relation instances used in the lower bound proofs of Theorem 7.1.

The lower bounds are verified by reductions from the following problems.

(1) #X,SAT: Given an existentially quantified Boolean formula of the form
e(X,Y) =3XY(X,Y), where ¢)(X,Y) is of the form Cy A ... AC}, and C; is disjunctions
of variables or negated variables taken from X = {z1,..., 2} and Y = {y1,...,9n},
it is to count the number of truth assignments of Y that satisfy ¢. It is known that
#31SAT is #-NP-complete [Durand et al. 2005].

(2) #QBF: Given a Boolean formula of the form ¢ = 3IX Vy; Poys - Poyn ¥, Where
P, € {3,V} for i € [2,n], and v is quantifier-free Boolean formula over the variables in
X ={z1,...,zn}and Y = {y1,...,yn}, it is to count the number of truth assignments
of X variables that satisfy . It is known to be #-PSPACE-complete [Ladner 1989].

Given these, we prove Theorem 7.1 as follows.

PRrROOF. We start with RDC for CQ, UCQ and 3FO*, and then study them for FO.

(1) When Ly is CQ, UCQ or IFO™. It suffices to show that RDC(CQ, Fius) and RDC(CQ,
Fuwm) are #:NP-hard and that RDC(IFO™*, Fiys) and RDC(IFO*, Fium) are in #-NP.

(1.1) Lower bound. We first show that RDC(CQ, Fus) is #-NP-hard even when A = 0
and k is a constant, by parsimonious reductions from #3;SAT. Given an instance
e(X,Y) =3X¢Y(X,Y) of #X,SAT, we define a database D, a CQ query @, functions e,
ddis and Fys, a positive integer k and a real number B. We show that the number of
valid sets for (Q, D, k, Fus, B) equals the number of truth assignments of Y variables
that satisfy . In particular, we set k = 2 and B = 3.

(1) The database consists of four relations Iy, Iy, I, and I as shown in Fig. 5, speci-
fied by schemas Ry (X), Ry (B, A1, As), RA(B, A1, A2) and R- (A, A), respectively. Here
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Iy1 encodes the Boolean domain, and I, I, and /- encode disjunction, conjunction and
negation, respectively, such that we can express ¢’ below in CQ with these relations.

(2) To define the CQ query Q, we first construct a new formula ¢’ as follows:
¢'(9) = 37,2 (W(Z,9) V2) A 2),
where z is a new variable not in X U Y. It can be verified that a truth assignment py

of Y variables satisfies ¢ if and only if 1y makes ¢’ true when z is set to be 0.
We now define the CQ query Q as follows:

Q(gvzva) =3z (Qx(f) A Qy(g) A ROl(Z) A Ql(fv gazaa’))'

Here ¥ = (21,...,2y) and §¥ = (y1,...,yn). Queries Qx and Qy generate all truth
assignments of variables in X and Y, respectively, by means of Cartesian products of
Ro1. Sub-query Q; leverages R,, R, and R- to encode the formula ¢’. The semantics
of Q1 is that for a given truth assignment px of variables in X, py for Y and . for z,
which are encoded by tuples tx, ty and tyz, respectively, Q1(tx,ty,t.,a) returns a = 1
if (¢ V 2) A Z is satisfied by px, gy and u.; and it returns a = 0 otherwise. Intuitively,
Q returns all tuples (ty,t.,a) such that 1 returns a = 1 if the truth assignment py
of Y variables (encoded by ¢y) and pu. of z (represented by ¢.) satisfy ¢'.

(3) We define (a) e ((ty,0,1),Q) = 1, (b) &rea((1,...,1,0),Q) = 2 and (¢) e (t,Q) = 0
for any other tuple ¢ of Rg. Furthermore, we define d4is as a constant function that
returns 0 for each pair of tuples of R, and let A\ = 0. Then for each set U of tuples of
Rq with & tuples, FMs(U) = (k — 1) . ZteU 6re|(t7 Q)

We show that the construction above is indeed a parsimonious reduction. To see
this, observe that for each set U C Q(D) such that |U| = 2, Fus(U) > 3 if and only
if U = {(ty,0,1),(1,...,1,0)}, by the definition of Fyys and 4, given above, where ¢y
encodes a truth assignment of Y variable that satisfies ¢’ with = = 0. Moreover, as
discussed earlier, a truth assignment py makes ¢ true if and only if uy satisfies ¢
when 2z = 0. Thus, the number of truth assignments of Y variables that satisfy ¢
equals the number of valid sets U for (Q, D, k, Fus, B).

We next show that RDC(CQ, Fywm) is #-NP-hard, also by parsimonious reduction from
#3,SAT. Given an instance ¢(X,Y) = IX¢(X,Y) of #3,SAT, we define the same
query ¢’, database D, query @ and function dg;s as given above. Furthermore, we define
drel((ty,0,1),Q) = 1 and for any other tuple ¢ of Rg, rei(t,Q) = 0. Let A = 0 and k£ = 1.
Then for each set U of tuples of Rg, Fum(U) = miniep 6re(t, Q). Finally, we set B = 1.

We show that this also makes a parsimonious reduction. For each set U C Q(D) such
that |U| = k = 1 and Fmum(U) > B = 1, U consists of a single tuple (¢y,0,1) such that
ty encodes a truth assignment of Y variables that satisfies ¢. So the number of valid
sets for (Q, D, k, Fum, B) equals the number of truth assignments of Y that satisfies ¢.

(1.2) Upper bound. We show that RDC(IFO™, F') is in #-NP, when F is Fis or Fym.
It suffices to show that it is in NP to verify whether a given set U is valid for
(Q, D, k, F, B), by the definition of #-NP. Indeed, given a set U, it is in NP to check
whether U C Q(D) for 3FO*, in PTIME to check whether |U| = k, and in PTIME to
check whether F(U) > B since F is PTIME computable when F' is Fius or Fyym. Thus
RDC(IFO*, F) is in #-NP.

(2) When L, is FO. We next study RDC(FO, Fis) and RDC(FO, Fum).

(2.1) Lower bound. We verify that RDC(FO, Fyys) and RDC(FO, Fiym) are #-PSPACE-hard
even when \ = 0 and k is a constant, by parsimonious reductions from #QBF.

We start with RDC(FO, Fys). Given an instance ¢ of #QBF as described above, we
construct a database D, a query @, and functions d, dqis and Fys, and set & = 2 and
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B = 3. We show that the number of valid sets for (D, Q, k, Fus, B) equals the number
of truth assignments of X that satisfies ¢.

(1) The database consists of the four relations Iy, Iy, I» and I shown in Fig. 5,
specified by schemas Ro1 (X), Ry (B, A1, A2), Ra(B, A1, As) and R (A, A), respectively.

(2) To define the query Q, we construct a new formula ¢’ from ¢ as before:
¢ =3IXVy1Pays - Poyn (W V 2) A Z).

where z is a new variable not in X UY. A truth assignment ux of X satisfies ¢ if and
only if 1 x make ¢’ true with z = 0. Let ¢/’ = (¢Vz)AZ. We define the query @ as follows:

Q(Z,2,b) = Vy1 Payz - - - Poyn (Qx (T) A Qv () A Ro1(2) A Qur (, 7, 2, D).

Here ¥ = (z1,...,2m,) and ¥ = (y1,...,yn). Queries Qx and @y generate all truth
assignments of variables in X and Y, respectively, by means of Cartesian products
of Ry:. Furthermore, query Q. (Z, 7, z,b) encodes the truth value of ¢’ for given truth
assignments px of X variables, uy of Y variables and p. of variable z, such that it
returns b = 1 if 1)’ is true under ux, py and p.; otherwise it returns b = 0. Intuitively,
Q returns all tuples (¢x,¢,,b) such that @ returns b = 1 if the truth assignments px
(encoded by ¢x) and . (encoded by t.) satisfy ¢’; and @Q returns b = 0 otherwise.

(3) We define (a) d,e((tx,0,1),Q) = 1, (b) da((1,...,1,0),Q) = 2 and (c) for any other
tuple t of Rq, 6re(t,Q) = 0. Furthermore, we define dqis as a constant function that
returns 0 for each pair of tuples of Rq. Finally, we set A\ = 0. Then for each set U of
tuples of Rq with k tuples, Fius(U) = (k — 1) - >,y drel (£, Q).

Then along the same line as the proof of RDC(CQ, Fys) given earlier, one can readily
verify that the number of truth assignments of X variables that satisfy ¢ is equal to
the number of sets U valid for (Q, D, Fus, k, B).

We now show that RDC(FO, Fyu) is #-PSPACE-hard, also by parsimonious reduction
from #QBF. Given an instance ¢ of #QBF, we construct the same formula ', database
D, query @, and function d4;s as above. Moreover, we define d,/((¢x,0,1),Q) = 1 for
each m-arity tuple tx that encodes a truth assignment of X variables, and d,¢(t,Q) = 0
for any other tuple t of Ry. Let A\ = 0, £ = 1 and B = 1. Then for each set U of
consisting of k tuples of Rg, Fum(U) = minicy dre (¢, Q). Then following the proof for
RDC(FO, Fus), one can verify that the number of truth assignments of X variables
that satisfy ¢ equals the number of sets U valid for (Q, D, Fuwm, k, B).

(2.2) Upper bound. To verify that RDC(FO, F') is in #-PSPACE for Fys and Fyu, we
only need to show that verifying whether a given set U is valid is in PSPACE. Indeed,
given a set U, it is in PSPACE to check whether U C Q(D) and it is in PTIME to check
whether |U| = k and F(U) > B when F is Fyus or Fym. O

We next investigate the combined complexity of RDC(Lg, F) when F'is Fiono.

THEOREM 7.2. The combined complexity of RDC(Lg, Fimono) is #-PSPACE-complete
under parsimonious reductions, when Lg is CQ, UCQ, 3FO*or FO. O

We verify the lower bound by parsimonious reduction from #QBF. The proof
extends the counting argument given in the proof of Theorem 5.2. Given an in-
stance ¢ = IXVy1 Poys ... Poyn(X,Y) of #QBF over variables X = {z1,...,2,,} and
Y ={vy1,...,yn}, we define a distance function 6** similar to its counterpart dq;s given
for QRD. More specifically, let ¢ = (u1,...,um+n) and s = (v1, ..., Vmin) be any pair of
m + n-arity tuples that encode two truth assignments of X UY variables, such that
tm = 5™t and w141 # Umii41, where t™ ! and s™ 1! are prefixes of t and s of length
m + 1, respectively. We want to use 6** to ensure that 6**(¢, s) > 0 if and only if formula
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Pii1yis1 - - . Payn 1) is satisfied by the truth assignment encoded by t™*, for variables
Tl oy Ty Y1, - -, Y. We define 0% by revising dqis as follows. (a) We let §3%(¢,s) = 0 if
t" #£ 5™ Le., t" and s™ encode distinct truth assignments of X variables. Otherwise,
let t™ be an arbitrary m-arity tuple that encodes a truth assignment of X, and
t=(t™,1,...,1). For any tuple s with s™ = ¢, we define (b) 6;(f,s) = (1/2) - Sais(, 5)
ifs = (t",1,v2,...,0,); () 055(L, 8) = 4 - Sais(@, 5) if s = (£™,0, 09, ...,v,); and moreover,
(d) for any other pair of tuples ¢’ and s/, we let §3%(¢', s") = dais(t', &).

It is easy to see that for each pair of ¢t and s of (m + n)—arity tuples given above,
dais(t, s) = 1 if and only if 63%(¢,s) > 0, for I € [0,n — 1]. Moreover, along the same line
as Lemma 5.3, one can readily verify the following property of 0% (¢, s).

LEMMA 7.3. Consider an instance ¢ = AXVy1 Poays . .. Poyntp(X,Y) of #@QBF, a truth
assignment ;"¢ of X variables and a truth assignment i, of variables in {y1,...,y},
for some | € [0,n — 1]. For any pair of tuples t = (u1,...,Umin) a0d s = (V1, ..., Vmin)
that encode truth assignments of variables in ¢, if t"™ = smtl = (u2, ) but
Umti41 # Umtit1, then Ppiyiyr ... Poy, ¥ is true under p and uly if and only if
555(t,s) > 0, where t™ ! and s™ ! both encode 1% and pil. O

Based on Lemma 7.3, we next prove Theorem 7.2.

PRrROOF. It suffices to show that RDC(CQ, Finono) is #-PSPACE-hard and RDC(FO,
Froono) 18 in #-PSPACE. The lower bounds holds even when A = 1 and & = 1.

(1) Lower bound. We verify the lower bound by parsimonious reduction from #QBF.
Given an instance 3XVy; Poys ... Poyn(X,Y) of #QBF, where X = {x1,...,2,,} and
Y ={v1,...,yn}, We construct a database D, a CQ query @, functions 0|, 635 and Frono,
a positive integer k£ and a real number B, such that the number of truth assignments
of X that satisfy ¢ equals the number of valid sets U for (Q, D, k, Fono, B). Intuitively,
the reduction assures that for each truth assignment i x of X variables that satisfies
¢, px corresponds to a tuple (tx,1...,1) such that U = {(tx,1...,1)} is valid for
(Q, D, k, Froono, B), where tx is an m-arity tuple encoding 1 x; moreover, there exists no
other valid set for (Q, D, k, Finono, B).

(1) The database D consists of a single relation Iy; = {(0), (1)} of Fig. 5, specified by
schema Ry;(X) and encoding the Boolean domain.
(2) We define the CQ query Q as follows:

QEH) = N\ Ro(@) A N Roi(y)

i€[1,m] J€[1,n]

Here # = (21,...,2,) and § = (y1,...,yn). That is, @ generates all truth assignments
of variables in X UY. Obviously, |Q(D)| = 2™*".

(3) We define relevance function ¢, to be a constant function that returns 1 for any set
U of tuples of R(, and use the distance function ¢** given above. We set A =1, k =1
and B = 2"T!/(2m*t" — 1). Then for any set U consisting of k tuples of R, we have

that Fnono(U) = (1/(2™7" —1))- ZteU,seQ(D) Ogis (£, 5)-

We next show that the number of truth assignments of X that satisfy ¢ is the same
as the number of valid sets U for (Q, D, k, Fiono, B). More specifically, we verify that
if a truth assignment % of X variables satisfies ¢, then {(t™,1...,1)} is a valid set
for (Q, D, k, Finono, B), where ¢t encodes 'Y, and moreover, there exists no other tuple
s such that s™ encodes p% and {s} is valid for (Q, D, k, Fiono, B). For if it holds, then
the encoding makes a parsimonious reduction from #QBF.

ACM Transactions on Database Systems, Vol. V, No. N, Article A, Publication date: January YYYY.



On the Complexity of Query Result Diversification A:33

Assume first that the truth assignment p’¢ of X variables satisfies ¢. Let { =
(t™,1,...,1) such that ™ encodes x%. Then by Lemma 7.3, for each tuple s =
(t™,0,v2,...,v,), we have that §3%(f,s) = 4. Note that there exist 2"~! such tu-
ples s. Then we have that > ) 05i(f;5) > 42771 = 2"%1. Thus Fpono({f}) >

ontl/(gm+n=1 _ 1) > B. Therefore, {f} is a valid set for (Q, D, k, Fnono, B). We next
prove that for any other tuple ¢ that is distinct from ¢ such that ™ = " (i.e, t™
encodes 1Y), we have that Fiono({t}) < B. Indeed, by the definition of §}}, for each
tuple ¢t = (™, Umi1, ..., Umyin) such that t # £, there are at most 2" — 1 tuples s such
that 05%(t,s) > 0, and moreover, for each such tuple s, s™ = t". Consider the follow-
ing two cases. For any tuple t = (u1,...,%n4n) such that ¢t # £ and t™ = ™, (a) if
Um+1 = 0, then by the definition of 652, > o (p) Sie (£ ) =X sc oo iy St 8) + Tt f)
<27 —2+44=2"42 < 2" (resp. = 2”1 ), when n > 1 (resp. when n = 1); and (b) oth-
erwise Y- () S (ts ) =X comy iy Sty 8) + 855 (t,1) < 2" —2+41/2=2"—3/2 < 27F1.
As aresult, for each truth assignment /'y that satisfies ¢, there exists one and only one
tuplef = (f™,1,...,1) such that {f} is valid for (Q, D, k, Fiono, B), Where {™ encodes 1//%.

(2.2) Upper bound. We show that RDC(FO, Fiono) is in #-PSPACE. It suffices to prove
that it is in PSPACE to verify whether a given set U is valid for (Q, D, k, Finono, B).
Indeed, consider the algorithm given in the proof of Theorem 5.2 for QRD(FO, Finono)-
Then its steps 4 and 5 can be used to check whether a given set U is valid. As shown
there, steps 4 and 5 are in PSPACE. Therefore, RDC(FO, Fiono) is in #-PSPACE. O

7.2. The Data Complexity of RDC
We next show that fixing queries reduces the complexity of RDC, to an extent:

(1) when F' is Fys or Fyv, the problem becomes #P-complete under parsimonious re-
ductions, down from #-NP-complete (for CQ, UCQ and 3FO*) and #-PSPACE-complete
(for FO), as opposed to Theorem 7.1; and

(2) when F is Fyono, RDC(Lg, F') is #P-complete under polynomial Turing reductions,
rather than #-PSPACE-complete, in contrast to Theorem 7.2.

Here #P is the class of functions that count the number of accepting paths of
nondeterministic PTIME Turing machines, in the machine-based framework of
[Valiant 1979]. It is known that #P = #-P [Durand et al. 2005], where #-P is the
predicate-based counting class defined with a PTIME predicate (see Section 7.1).

Recall that a counting problem #A is polynomial Turing reducible to #B if there
exists a PTIME function o such that for all z, [{y | (x,y) € A}| is PTIME computable
by making multiple calls to an oracle that computes |{z | (¢(z),2) € B}|. We have so
far used parsimonious reductions (Section 7.1), which are stronger than polynomial
Turing reductions, i.e., a parsimonious reduction from # A to #B is also a polynomial
Turing reduction from # A to # B, but not necessarily vice versa.

Note that a parsimonious reduction from #A to #B is also a PTIME reduction from
its decision problem A to the decision problem B of #B. Hence if the decision problem
B of #B is in P, #B cannot be #P-complete under parsimonious reductions since for
many NP-complete problems, e.g., 3SAT, their counting problems are in #P. This is
precisely the case for RDC(Lg, Fmono) When Lg is CQ, UCQ, 3FO*or FO (data complex-
ity). Indeed, its decision problem QRD(Lg, Fimono) is in PTIME (Theorem 5.4). Thus
RDC(Lg, Fimono) is #P-complete under polynomial Turing reductions, but not under
parsimonious reductions. In contrast, for Fus or Fum, RDC(Lg, F') is #P-complete
under parsimonious reductions.
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We first study the data complexity of RDC(Lq, Fms) and RDC(Lg, Fum)

THEOREM 7.4. the data complexity of RDC(Lqg,Fws) and RDC(Lg,Fum) is
#P-complete under parsimonious reductions for CQ, UCQ, 3FO*and FO. O

The lower bound is verified by parsimonious reduction by #SAT: given an instance
o(X) = C1 A --- AN Cp of 3SAT over variables X = {x1,...,2,}, #SAT is to count
the number of truth assignments of X that satisfy . It is known that #SAT is
#P-complete (cf. [Papadimitriou 1994]). Given these, we prove Theorem 7.4 as follows.

PROOF. It suffices to show that RDC(CQ, Fms) and RDC(CQ, Fum) are #P-hard
under parsimonious reductions, and that RDC(FO, Fiys) and RDC(FO, Fyu) are in #P.

(1) Lower bound. We show that RDC(CQ, Fyis) is #P-hard, even when A = 1, by
parsimonious reduction from #SAT. Given an instance ¢(X) of #SAT, we define the
same D, Q, A, Orel, 0dis and Fys as their counterparts given in the proof of Theorem 5.4
for QRD(CQ, Fivs), and let k =1 and B = - (I — 1). Recall that in that proof, for each
set U C Q(D) such that |[U| =1, Fus(U) > 1- (I — 1) if and only if tuples in U encode a
truth assignment of X variables that satisfies ¢. Thus the number of valid sets for (D,
Q, k, Fuvs, B) equals the number of truth assignments of X that satisfy ¢.

We next show that RDC(CQ, Fium) is #P-hard, also by parsimonious reduction from
#SAT. Given an instance ¢ of #SAT, we construct the same D, Q, \, 0, dis and Fym
as their counterparts used in the proof of Theorem 5.4 for QRD(CQ, Fum), and let
k =1 and B = 1. Recall that in that proof, for each set U C Q(D) such that |U| = I,
Fum(U) > 1 if and only if the tuples in U encode a truth assignment of X variables
that satisfies . Thus the number of valid sets for (D, Q,k, Fum, B) is equal to the
number of truth assignments of X variables that satisfy ¢.

(2) Upper bound. We show that RDC(FO, F') is in #P for max-sum and max-min diver-
sification. To do this, we only need to show that it is in PTIME to verify whether a given
set U is valid for (Q, D, k, F, B), when F = Fys or F' = Fywm, by the definition of #-P
(recall that #-P = #P). Indeed, given a set U, it is in PTIME to check whether U C Q(D)
for a fixed query @ in FO, and is in PTIME to check whether |U| = k. Moreover, checking
whether F(U) > Bis also in PTIME when F'is Fys or Fym. Thus RDC(FO, F) is in #P. O

We next investigate the data complexity of RDC(Lq, Finono)-

THEOREM 7.5. The data complexity of RDC(Lg, Fmono) iS #P-complete under
Turing reductions for CQ, UCQ, IFO*and FO. O

To show the lower bound, we reduce from the following problems, and use a lemma.

(1) #SSP (the #subset sum problem): Given a finite set W, a function = : W — N
and a natural number d € N, it is to count the number of subsets 77 C W such
that ) ., 7(w) = d. It is known that #SSP is #P-complete under parsimonious
reduction [Berbeglia and Hahn 2010].

(2) #SSPk: Given a finite set W, a function 7 : W — N and natural numbers d,l € N,
#SSPk is to count the number of subsets T' C I such that [T| =l and }_ ., 7(w) = d.

We first verify that #SSPk is #P-hard by parsimonious reduction from #SSP and
then show that RDC(CQ, Finono) is #P-hard by Turing reduction from #SSPk.

LEMMA 7.6. The #SSPk problem is #P-complete under parsimonious reductions. O
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PROOF. To see that #SSPk is in #P, observe that given a finite set W, a function
m: W — N,asubset T C W,d € Nand [ € N, it is in PTIME to check whether |T| = |
and ) .y m(w) = d. Thus #SSPk is in #P by the definition of #-P (recall #-P = #P).

We next show that #SSPk is #P-hard by parsimonious reduction from #SSP. Given
an instance W, 7 and d of #SSP, we construct W', n/, d’ and [ such that the number of
subsets 7" C W with ) ., 7(w) = d equals the number of 77 C W’ with |T'| = [ and
Yower (W) =d.Let W = {w,...,w,} (hence [W| = n). Denote by m the number
of decimal digits in ) .y 7(w). Then for each subset T of W, > . m(w) can be also
represented as an m-digit integer. We next give the reduction.

(1) We define W’ = {(w;, 1), (w;,0) | 7 € [1,n]}. That is, we include two elements (w;, 1)
and (w;, 0) in W’ for each w; € W, where i € [1,n].

(2) We define 7’ as a function from W’ to N. Intuitively, for each v’ € W’, we define
7'(w') to be an n + m-digit integer, where the first n digits in 7’(w’) encode w; for
i € [1,n], where w' = (w;,1) or w' = (w;,0); moreover, the last m-digit integer in
7'(w') either equals 7(w;) for some w; if w' = (w;,1), or equals 0 when w = (w;,0).
More specifically, for each v’ € W', we define n'(w’) to be an n + m-digit integer
UT ... UpV] ... U, such that (a) if w’ = (w;, 1) for some w; € W, then u; = 1, and for each
j € [1,n],if j # i, then u; = 0; and moreover, the m-digit integer v; ... v,, equals 7(w;);
and (b) if w’ = (wj;,0) for some w; € W, then u; = 1, and for each i € [1,n], if i # j, then
u; = 0, and furthermore, for all i € [1,m], v; = 0.

(3) We define d’ to be an n 4+ m-digit integer uj ... u v} ... v}, where for each i € [1,n],

uf = 1, and moreover, the m-digit integer v ... v}, equals d. Indeed, d is an m-digit
integer since d < ), .y m(w). Finally, we define [ = n, i.e., [ = |[W|.

We next show that this is indeed a parsimonious reduction, i.e., the number of
subsets ' C W such that ) _, 7(w) = d is equal to the number of subsets 77 C W’
with [T"] = l and ), . m(w’) = d'. Assume that there exists a set 7" C W’ such
that [T'| = | = n and ) ., 7'(w') = d'. Then by the definitions of ¢’ and 7', the
sum of last m-digit integers in all #'(w’) for v’ € T’ is equal to d, and moreover,
d =3 (w; 1yer m(w;). Let T be the set consisting of all w; such that (w;,1) € 7. Then
Dwier T(Wi) = 32, 1)er T(wi) = d. Conversely, assume that there exists a subset
T C Wsuchthat ) . 7(w)=d. Define T’ = {(w;,1) [w; € T} U {(w;,0) | w; € W\T}.
Obviously, |T'| = | = n. Again by the definitions of 7’ and d’, one can verify that
Ywer ™ (W) =31y, 1yer T(w;) = d'. Obviously, the reduction is parsimonious.

Putting these together, we have that #SSPk is #P-complete. O

Using Lemma 7.6, we next prove Theorem 7.5.

PROOF. It suffices to show that RDC(CQ, Fiono) is #P-hard under polynomial
Turing reductions, and that RDC(FO, Fiyono) is in #P, even when \ = 0.

(1) Lower bounds. We show that RDC(CQ, Finono) is #P-hard by polynomial Turing
reduction from #SSPk, which has been shown #P-complete by Lemma 7.6. Denote
by COUNTRrpc(Q, D, k, Fimono, B) the oracle that given Q, D, k, Fiono and B, returns
the number of valid sets U for (Q, D, k, Frono, B). To show that #SSPk is polynomial
time Turing reducible to RDC(CQ, Frono), it suffices to show that there exists a PTIME
algorithm for computing #SSPk by calling COUNTRrpc(Q, D, k, Frono, B) a polynomial
number of times, by the notion of polynomial Turing reductions given earlier.

Observe the following. Given a finite set W, a function 7 : W — N and natural
numbers d and /, let X be the number of subsets 7" of W such that ) ;. 7(w) = d and
|T'| =1, Y be the number of subsets 7" of W such that } | ., 7(w) > d and |T'| = I, and
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Z be the number of subsets 7" of W such that ) ., 7(w) > d+ 1 and |T"| = I. Then
X =Y — Z. Based on this, we construct the polynomial Turing reduction from #SSPk to
RDC(CQ, Fmono) as follows. Given an instance W, 7, [ and d of #SSPk, we first construct
Q, D, del, ddis, Fmono, k and B in PTIME, such that the number of subsets 7" of W with
|T|=1land ) ., 7(w) > dequals the number of valid sets U for (Q, D, k, Finono, BB). As
discussed above, we can find the solution for #SSPk, i.e., the number of subsets 7" of W
with [T| =land ) _;,7(w) = d, by calling the oracle COUNTRrpc fwice, for computing
the numbers X and Y of valid sets for (Q, D, k, Finono, B) and (@, D, k, Finono, B + 1),
respectively.

We next give the transformation from #SSPk to RDC(CQ, Fimono)-
(1) The database D consists of a single relation Iy = {(w) | w € W} of schema Ry, (W).
(2) We define query Q@ as the identity query on Ry, instances.

(3) We define 4, as follows. For each tuple ¢t = (w) € Q(D), we let d,e(t, Q) = 7(w).
Furthermore, for any other tuple ¢’ of Ry, we define d./(¢', Q) = 0. Moreover, we take
ddis as a constant function that returns 0 for each pair of tuples of Rg. We set A = 0,
and hence for each set U of tuples of R, Finono(U) = ZteU Orel (t, Q).

(4) Finally, we set k =l and B = d.

We next show that the number of subsets 7" of W such that |T| = [ and
Y wer™(w) > d equals the number of valid sets U for (Q,D,k, Finono, B). Note
that k = [ and B = d. Then by the definition of &, for each set U C Q(D) such that
|Ul =k, Fnono(U) = 3 (yyep m(w) = B if and only if for the set 7' = {w | (w) € U},
we have that [T| = [ and ) ., 7(w) > d. From this we have a PTIME algorithm
for computing #SSPk by calling COUNTgrpc(@, D, k, Fimono, B) (denoted by X) and
COUNTRrpc(Q, D, k, Finono, B+ 1) (denoted by Y). Then X — Y is the solution for #SSPk.

(2) Upper bound. We verify that RDC(FO, Fion0) is in #P, by showing that it is in
PTIME to verify whether a given set U is valid for (Q, D, k, Frono, B). Indeed, Q(D)
and Fiono are both PTIME computable since @ is fixed. Thus it is in PTIME to check
whether U C Q(D), |U| = k and Frono(U) > B. Hence RDC(FO, Finono) is in #P. O

Summary. Taking the results of Sections 5, 6 and 7 together, we can find the following.

(1) Both query languages and objective functions have impact on the combined
complexity of query result diversification. More specifically, (a) when F is Fys or Fywm,
the diversification problems for FO have a higher combined complexity than their
counterparts for CQ, UCQ and 3FO™; and (b) when L is CQ, UCQ or IFO™, Fihono makes
the diversification problems harder than Fyys and Fyu.

(2) When the objective is given by mono-objective formulation, the objective function
dominates the combined complexity. Indeed, the combined complexity bounds of these
problems are independent of whether we take CQ, UCQ, 3FO*or FO as L.

(8) When it comes to data complexity, query languages make no difference, while
objective functions determine the complexity. Indeed, the data complexity bounds of
these problems remain unchanged when L is CQ, UCQ, FFO"or FO. Moreover, when
the objective is given by Fiono, QRD and DRP become tractable, but it is not the case
when the objective is for Fys or Fyym. That is, the data complexity is inherent to result
diversification itself, rather than a consequence of the complexity of query languages.
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8. SPECIAL CASES OF QUERY RESULT DIVERSIFICATION

In this section we identify and investigate several special cases of QRD, DRP and RDC.
The reason for studying these is twofold. (1) The results of Sections 5, 6 and 7 tell
us that these problems have rather high complexity. This suggests that we find their
special yet practical cases that are tractable. (2) We want to further understand the
impact of various parameters of these problems on their complexity, including query
languages with low complexity, relevance functions ¢,., distance functions dq;s, and the
bound & for selecting query answers.

Due to the space constraint, we refer the interested reader to the electronic appendix
for the proofs of the results to be presented in this section and Section 9.

Identity queries. We first consider the case when L consists of identity queries
only, i.e., when query (@ is of the following form:
Q(z) = R(z),

where R is a relation atom, and |Z| is the arity of R. Note that for any instance D of
schema R, D = Q(D). As remarked early, in this setting QRD was shown to be NP-hard
by [Gollapudi and Sharma 2009] when the objective is for max-sum diversification
and max-min diversification. No previous work has studied QRD for mono-objective
formulation, or DRP and RDC for any of the three objective functions.

We show that identity queries reduce the complexity of these problems to an extent.

(1) When the objective is given by mono-objective formulation, QRD and DRP are
tractable, as opposed to the NP-hardness of QRD for Fjys and Fyn [Gollapudi and
Sharma 2009], and RDC becomes #P-complete. In contrast, these problems are
PSPACE-complete, PSPACE-complete, and #-PSPACE-complete (Theorems 5.2, 6.2 and
7.2), respectively, when Ly is CQ. This further verifies that query languages have
impact on the complexity of diversification.

(2) In contrast, when the objective is for max-sum or max-min diversification, the
combined complexity and data complexity of these problems are the same as their
counterparts when L is CQ. In other words, in this setting, query languages with a low
complexity (for its membership problem) do not simplify the analyses of diversification.

COROLLARY 8.1. For identity queries, the combined complexity and data complex-
ity of QRD, DRP and RDC coincide. More specifically,

— QRD(Lg, Fus) and QRD(Lg, Fvm) are NP-complete,

—DRP(Lg, Fus) and DRP(Lg, Fium) are coNP-complete, and

—RDC(Lg, Fus) and RDC(Lq, Fuwm) are #P-complete under parsimonious reductions,
for both combined complexity and data complexity, while

— QRD(Lg, Finono) is in PTIME,

—DRP(Lg, Finono) s in PTIME, and

—RDC(Lg, Fmono) is #P-complete under polynomial Turing reductions,

for both combined complexity and data complexity, which are the same as their data
complexity given in Theorems 5.4, 6.4 and 7.5, respectively. O

When )\ = 0. We next focus on the impact of the relevance and diversity requirements
on the complexity of query result diversification analyses. We first consider the case
when \ = 0, i.e,, the objective function F' is defined in terms of the relevance function
Orel only. We find that the diversity requirement has higher impact on the complexity
than relevance. Indeed, dropping distance functions d4;s simplifies the analyses of these
problems to an extent. This is consistent with the observation of [Vieira et al. 2011].

(1) When the objective function is Fjys or Fyym, QRD and DRP become tractable for
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fixed Q. Moreover, RDC is in FP for Fyw, where FP is the class of all functions that can
be computed in PTIME (cf. [Papadimitriou 1994]). That is, these problems have lower
data complexity.

(2) When the objective is given by Fono, the combined complexity analyses of these
problems become simpler, when L is CQ, UCQ or JFO™.

THEOREM 8.2. When )\ = 0, For Fys and Fyw, the combined complexity bounds of
QRD, DRP and RDC remain the same as their counterparts given in Theorems 5.1, 6.1
and 7.1, respectively. In contrast, when Lg is CQ, UCQ, 3FO*or FO, the data complexity
bounds of these problems are

—in PTIME for QRD(Lg, Fus) and QRD(Lg, Fum),

—in PTIME for DRP(Lq, Fus) and DRP(Lq, Fum), and

— #P-complete for RDC(Lq, Fvs) under polynomial Turing reductions, but in FP for
RDC(Lo, Fum).

For Frono, the combined complexity becomes

— NP-complete for QRD(Lq, Finono) When Lg is CQ, UCQ or IFO*, and PSPACE-complete
when Lg is FO;

— coNP-complete for DRP(Lg, Finono) When Lg is CQ, UCQ or 3FO*, and PSPACE-
complete for FO; and

— #-NP-complete for RDC(Lq, Fnono) When Lg is CQ, UCQ or 3IFO*, and #-PSPACE-
complete for FO.

The data complexity bounds of these problems remain the same as their counterparts
given in Theorems 5.4, 6.4, 7.4 and 7.5, respectively, when Lq is CQ, UCQ, 3FO*or FO. O

When )\ = 1. In contrast to Theorem 8.2, we show below that dropping the relevance
function 6, does not simplify the analyses. Indeed, when the objective function is
defined with only the diversity function 44, both the combined complexity and data
complexity of QRD, DRP and RDC remain the same as their counterparts when both
relevance and diversity are taken into account. This further verifies that the diversity
requirement dg4;s dominates the complexity of these problems. These results, however,
need new proofs and are not corollaries of the previous results.

THEOREM 8.3. When A\ = 1, the combined complexity of Theorems 5.1, 5.2, 6.1,
6.2, 7.1 and 7.2 and the data complexity of Theorems 5.4, 6.4, 7.4 and 7.5 remain
unchanged for QRD, DRP and RDC, respectively. O

When £ is a predefined constant. Finally, we study the impact of the cardinality
|U| of selected sets U of query answers on the analyses of query result diversification.
When |U] is fixed to be a predefined constant k, the result below tells us the following.

(1) When @ is also fixed, QRD, DRP and RDC are all tractable. That is, fixing the size
of U simplifies their data complexity analyses.

(2) In contrast, fixing k& does not simplify the combined complexity analyses of these
problems. Indeed, all the combined complexity bounds of these problems remain the
same as their counterparts when k is not required to be a constant.

COROLLARY 8.4. For a predefined constant k,

—the combined complexity bounds given in Theorems 5.1, 5.2, 6.1, 6.2, 7.1 and 7.2 are
unchanged for QRD, DRP and RDC, respectively; and

—the data complexity is in
— PTIME for QRD,
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— PTIME for DRP, and
—FP for RDC,

no matter whether for Fys, Fym or Frmono, and for CQ, UCQ, IFO*or FO.

Summary. From the results that we have got so far, we can see the following.

(1) The impact of L. When the objective function is given by Fus or Fum, QRD,

DRP and RDC have higher combined complexity for FO than for CQ, UCQ and
JFO"(Theorems 5.1, 6.1 and 7.1). In contrast, the complexity bounds remain intact
for CQ or the class of identity queries (Corollary 8.1). When considering Fi,ono, the
combined complexity bounds of these problems remain unchanged for all query
languages CQ, UCQ, FFO*and FO (Theorems 5.2, 6.2 and 7.2). In contrast, when for
the class of identity queries, these problems become simpler (Corollary 8.1). Note
that the query languages have no impact on the data complexity of these problems
(Theorems 5.4, 6.4, 7.4, 7.5 and Corollary 8.1).

(2) The impact of 6, and d4is. The complexity of diversification also arises from the
diversity requirement. The absence of the distance function dg4;s simplifies (a) the data
complexity analyses of QRD and DRP for Fys or Fym, (b) the data complexity of RDC for
Fuwm, and (c) the combined complexity analyses of all these problems for Fy,on, (Theo-
rem 8.2). In contrast, the absence of 4, has no impact on the complexity (Theorem 8.3).

(3) The impact of k. When k is a fixed constant, the data complexity analyses of QRD,

DRP and RDC become tractable, no matter whether objective function is given by Fiys,
Fum or Fono (Corollary 8.4).

9. INCORPORATING COMPATIBILITY CONSTRAINTS

In this section, we study the impact of compatibility constraints on the analyses of
query result diversification. We first introduce a class of compatibility constraints,
and extend the diversification model of Section 3 by incorporating these constraints.
In the presence of such constraints, we then re-investigate QRD, DRP and RDC in all
the settings of the previous sections (Sections 5, 6, 7 and 8).

Compatibility constraints. We first define a class of compatibility constraints.
Consider a database D, a query () in a language L, and a predefined constant m > 2.
We define a class C,, of compatibility constraints on subsets U C Q(D). Let Ry denote
the schema of query results Q(D). A constraint ¢ in C,, is of the form:

Vi1, ..., 1 Rg (X(tl,...,tl)—>5|51,...,sh:RQ f(tl,...,tl,sl,...,sh)).

Here (1) | and h are in the range [0,m], (2) ¢, and s; are tuple variables denoting a
tuple of Rg, and (3) x and ¢ are conjunctions of predicates of the form (a) p[A] = o[B]
or p[A] # o[B], or (b) p[A] = c or p[A] # ¢, where A and B are attributes in Rq, p and
o range over tuples ¢, and s, for i € [0,!] and j € [0, ], and c is a constant.

We say that a set U C Q(D) satisfies ¢, denoted by U | ¢, if for all tuples t¢4,...,1
in U that satisfy the predicates in x following the standard semantics of first-order
logic, there must exist tuples si,...s, in U such that all the predicates in £ are also
satisfied. We say that D satisfies a set ¥ of constraints in C,, if for each ¢ € X, U |= .

Class C,, suffices to express compatibility constraints commonly found in practice,
to specify what items should be picked together when we select top-k tuples, and what
items have conflict with each other, as illustrated by the following example.

Example 9.1. Consider a query Q; posed on database D; to find items for shopping.
The selected items are specified by a relation schema Ry, with attributes item, price,
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etc (see Example 1.1). The compatibility constraint p; below is defined on subsets of
results Q1(D1). It assures that if one buys items a and b, then she also needs to buy c.
That is, in the set U of top-k items recommended, if « and b are in U, then so is c.

p1 =V t1,ta : Ror ((t1[item] = a A tofitem] = b) — 3 5 : Rg1(s[item] = ¢)).

As another example, consider a query Q> posed on a database D- for course selection
[Koutrika et al. 2009; Parameswaran et al. 2010]. The schema of query result Q2(D-) is
denoted by Ro, including attributes id and title, among other things. The compatibility
constraint ps below is defined on instances of Rqo, i.e., sets U C Q2(D-). It asserts that
if course CS450 is taken, then so must be its prerequisites CS220 and CS350.

P2 = v tl . RQQ (tl[ld] = CS450 — 3 S1,82 RQ2(51[|d] = CS220 A SQ[Id] = CS350))

Now consider a query (03 posed on a database D3 for basketball team formation [Lap-
pas et al. 2009]. The schema of Q3(D3) is Rgs, including attributes id, position, etc. We
use the following constraint p3 to assure that at most two centers are needed for the
team, i.e., no more than three centers may be included in any top-k sets U C Q3(D3).

p3 = Yii1,te,t3: Rgs (t1 [position] = center A ta[position] = center A
tl[ld] 7§ tg[ld] A tl[ld] }é tg[ld] A tg[ld] 7§ tg[ld] — tQ[position] 7§ center)).

Observe that compatibility constraints ¢, @2 and @3 may not be expressible in the
query languages L for @)1, Q)2 and @3, when, e.g., Lo is CQ. O

One can see that constraints of C,,, have a form similar to tuple generating dependen-
cies (TGDs) that have been well studied for databases (see, e.g., [Abiteboul et al. 1995]
for TGDs), except that the number of tuples in each constraint of C,, is bounded by a
predefined constant m, such as our familiar functional dependencies and inclusion de-
pendencies, which are bounded by constant 2 and can be expressed in C,,, when m > 2.
Moreover, one can readily verify that constraints of C,,, are in PTIME, i.e., for any set
Y C C,, and any set U € Q(D), it takes at most PTIME in |U| and |X| to determine
whether U | X, because the number of tuples in each ¢ € ¥ is bounded by m.

Query result diversification revisited. We are now ready to revise query result
diversification by incorporating constraints of C,,,. Given a query () in a query language
Lg, a database D, a positive integer k, an objective function F, and in addition, a
set ¥ of compatibility constraints in C,, defined on subsets of Q(D), query result
diversification in the presence of compatibility constraints aims to find a set U C Q(D)
such that (a) |U| = k, (b) F(U) is maximum, and moreover, (¢c) U = X. Compared to
diversification in the absence of compatibility constraints (see Section 3), the top-% set
U selected is additionally required to satisfy all the constraints in 3.

In the presence of X, we revise the following notions introduced in Section 4.
(1) Given Q, D, k and X, we say that a set U C Q(D) is a candidate set for (Q, D, X%, k)
if U =kand U  X.
(2) Given a real number B and an objective function F, we say that a set U C Q(D) is
valid for (Q,D, %, k, F,B)if [U| =k, U =X and F(U) > B.
(3) We say that rank(U) = r for a positive integer r if there exists a collection S of r — 1
distinct candidate sets for (Q, D, X, k) such that (a) for all S € S, F(S) > F(U); and (b)
for any candidate set S’ for (Q, D, X, k), if S’ ¢ S, then F(U) > F(S5').

Based on these, we revise the statements of problems QRD, DRP and RDC as follows.

(1) Problem QRD(Lg, F') is to decide, given D, Q € L, F, B and in addition, a set ¥ of
compatibility constraints in C,,, whether there exists a valid set for (Q, D, %, k, F, B).
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(2) Problem DRP(Lg, F) is to decide, given D, Q € Lo, F', B, 3, and a candidate set U
for (Q, D, %, k), whether rank(U) < r, where r is a positive integer constant.

(3) Problem RDC(Lq, F') is to count the number of valid sets for (Q, D, X, k, F, B).

We next investigate these problems in the presence of compatibility constraints.
We first establish their combined complexity, and then provide their data complexity.
Finally, we study these problems in the special cases identified in Section 8.

Combined complexity. The good news is that compatibility constraints do not
complicate the combined complexity analyses of the result diversification problems.
Indeed, constraints of C,,, can be validated in PTIME, and hence all the upper bounds
given in Sections 5, 6 and 7 for combined complexity remain intact.

COROLLARY 9.2. In the presence of compatibility constraints of C,,, the combined
complexity bounds of Theorems 5.1, 5.2, 6.1, 6.2, 7.1 and 7.2 remain unchanged for
QRD, DRP and RDC. O

Data complexity. In the presence of compatibility constraints, we study the data
complexity of these problems, i.e., when query Q and compatibility constraints ¥ are
predefined and fixed, while database D may vary. We show that the presence of X
makes the problems harder, to an extent.

(1) When the objective is given by mono-object formulation, QRD and DRP become
NP-complete and coNP-complete, respectively, as opposed to their tractability in
the absence of compatibility constraints (Theorem 5.4 and 6.4), and DRP becomes
#P-complete under parsimonious reductions, rather than under polynomial Turing
reductions (Theorem 7.5). That is, although compatibility constraints of C,, can be
validated in PTIME, they impose additional requirements on the selection of top-£ sets
based on Fi,ono and hence, complicate the analyses of these problems when query Q is
fixed. These data complexity results hold no matter whether for CQ, UCQ, 3FO*and FO.

(2) In contrast, when the objective is for max-sum or max-min diversification, the data
complexity results of these problems remain the same as their counterparts in the
absence of compatibility constraints.

THEOREM 9.3. In the presence of compatibility constraints of C,,, the data com-
plexity bounds of Theorems 5.4, 6.4 and 7.4 remain unchanged for QRD, DRP and RDC,
respectively, for Fys and Fym. However, for Fono,

— QRD becomes NP-complete;
— DRP becomes coNP-complete; and
— RDC becomes #P-complete under parsimonious reductions. O

Special cases. We next investigate the special cases of Section 8 in the presence of
compatibility constraints of C,,,. We show that compatibility constraints make the anal-
yses of query result diversification more complicated: all the tractable cases we have
seen in Section 8 except one (when the bound % is a constant) become intractable, al-
though the compatibility constraints of C,,, are simple enough to be validated in PTIME.

Identity queries. We first consider the case when L consists of identity queries (see
Section 8 for the details of identity queries). In this setting, compatibility constraints
complicate the combined and data complexity analyses of query result diversification
when F' iS Fmono. Indeed, QRD(Lg, Fmono)s DRP(LQ, Finono) and DRP(Lg, Finono) be-
come NP-complete, coNP-complete and #P-complete under parsimonious reductions,
respectively, for both their combined complexity and data complexity, as opposed to
PTIME, PTIME and #P-complete under polynomial Turing reductions, respectively, in
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the absence of such constraints (Corollary 8.1). This is because for an identity query
@ and a database D, while Q(D) = D and Fyono(U) for U C Q(D) is computable
in PTIME, the additional requirements imposed by compatibility constraints make
checking and counting valid sets more intricate, similar to the complication introduced
by the constraints to the data complexity analyses of these problems (Theorem 9.3).
In contrast, when F is Fys or Fywm, even the data complexity analyses of these
problems are already intractable in the absence of compatibility constraints, and the
compatibility constraints do not increase their complexity bounds.

COROLLARY 9.4. For identity queries, in the presence of compatibility constraints
of Cp, both the combined complexity and data complexity of Corollary 8.1 remain
unchanged for QRD, DRP, and RDC for Fyus and Fym.

However, when it comes t0 Frono,

— QRD becomes NP-complete;

— DRP becomes coNP-complete; and

— RDC becomes #P-complete under parsimonious reductions,

for both combined and data complexity. O

When )\ = 0. We next study the impact of the compatibility constraints on the com-
plexity of query result diversification analyses when A = 0, i.e., when the objective
function F' is defined in terms of the relevance function ¢, only. The results below
tell us the following. The presence of compatibility constraints has no impact on the
combined complexity of QRD(Lq, F), DRP(Lg, F') and DRP(Lg, F), but the constraints
do make the data complexity analyses harder.

COROLLARY 9.5. For )\ = 0, in the presence of compatibility constraints of C,,, the
combined complexity bounds given in Theorem 8.2 remain unchanged for QRD, DRP
and RDC, while the data complexity becomes

— NP-complete for QRD;
— coNP-complete for DRP; and
— #P-complete for RDC under parsimonious reductions,

no matter for Fyus, Fym and Frono, and for CQ, UCQ, IFO*and FO. O

When )\ = 1. Similarly, when F' is defined in terms of distance function dg4s only,
compatibility constraints complicate the data analyses of QRD, DRP and RDC for
Frono. For Fyys and Fywm, these problems are already NP-complete, coNP-complete
and #P-complete under parsimonious reductions, respectively, in the absence of
compatibility constraints (Theorem 8.3), and these data complexity bounds remain
intact in the presence of the constraints.

COROLLARY 9.6. For \ = 1, in the presence of compatibility constraints of C,,, the
combined complexity bounds given in Theorem 8.3 remain unchanged for QRD, DRP
and RDC.

The data complexity bounds of Theorem 8.3 remain unchanged for Fys and Fywm. In
contrast, for Frono and for CQ, UCQ, IFO*Tand FO,

— QRD is NP-complete;
— DRP is coNP-complete; and
— RDC is #P-complete under parsimonious reductions. O

When £ is a predefined constant. In contrast, compatibility constraints do not compli-
cate the analyses of query result diversification when the bound k is a constant.
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Table I. Combined complexity and data complexity ((*): known for the lower bound)

Objective functions Languages Problems

QRD(Zq, F) DRP(Lo, F) RDC(Zq, F)

Combined complexity

(Th.5.1,5.2,5.4) | (Th.6.1,6.2,6.4) | (Th.7.1,7.2, 7.4,7.5)

Fue and F CQ, UCQ, dFO* NP-complete(*) coNP-complete #-NP-complete
MS MM FO PSPACE-complete | PSPACE-complete | #-PSPACE-complete
Frmono CQ,UCQ, JFOF,FO | PSPACE-complete | PSPACE-complete | #:-PSPACE-complete
Data complexity
Fys and Fywm CQ,UCQ,JFO*,FO NP-complete(*) coNP-complete (I?;s;icﬁggilgflz)
Finono CQ,UCQ,IFO+FO PTIME PTIME #E’,}ﬁfgfgte

COROLLARY 9.7. For a predefined constant k, in the presence of compatibility
constraints of C,,, the combined complexity and data complexity of Corollary 8.4
remain unchanged for QRD, DRP and RDC, respectively. O

Summary. From the results of this section, we find the impact of compatibility
constraints of C,,, on the complexity of query results diversification as follows.

(1) Although the compatibility constraints of C,, can be validated in PTIME, their
presence complicates the data complexity analyses of QRD(Lq, F'), DRP(Lq, F') and
RDC(Lg, F), to an extent. More specifically, when these problems are tractable in the
absence of the constraints, they become intractable when the constraints are present.
The impact is particularly evident when F' is Fj,ono (Theorem 9.3), or when A = 1 and
F is either Fys or Fywm (Corollary 9.5).

(2) When it comes to the combined complexity, the presence of compatibility con-
straints makes QRD(Lg, F'), DRP(Lg, F)) and RDC(Lq, F) harder when F is Fiono and
when Ly consists of identity queries only (Corollary 9.4). The constraints have no
impact on the combined complexity analyses when F' is Fys or Fym.

(3) When the bound % on the cardinality |U| of selected sets U is a constant, the
complexity results are quite robust: both the combined complexity and data com-
plexity of QRD(Lq, F), DRP(Lg, F) and RDC(Lg, F) remain intact no matter whether
compatibility constraints of C,,, are present or absent (Corollary 9.7).

10. CONCLUSIONS

We have extended the result diversification model of [Gollapudi and Sharma 2009]
by incorporating queries (), without assuming the entire set Q(D) of query answers
as input. We have identified three decision and counting problems in connection with
query result diversification, namely, QRD(Lq, F), DRP(Lqg,F) and RDC(Lq, F). We
have established the upper and lower bounds of these problems, all matching, for both
combined complexity and data complexity, when the query language L is CQ, UCQ,
JFO*or FO, and when F ranges over all three objective functions Fiys, Fum and Fono
given in [Gollapudi and Sharma 2009]. We have also studied special cases of these
problems, and identified tractable cases. In addition, we have investigated the impact
of compatibility constraints on the analyses of query result diversification.

The main complexity results are summarized in Table I, annotated with their
corresponding theorems. The complexity bounds of special cases are shown in Table II,
followed by Table III for the complexity results in the presence of compatibility con-
straints that differ from their counterparts in the absence of constraints. The tables
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Table Il. Special cases

Ting Deng and Wenfei Fan

Conditions Complexity Problems
QRD(Lg,F) | DRP(Lg,F) [ RDC(Lg,F)
Qepiy gueris; T Combied | prive | prive | comte
Fis Fus hsz | PTIME PTIME | “loring)
e T PTIME PTIME FP
A=0; (;TGE; gﬁﬁi’; AFO¥; C(,%I}Illbén;)d NP-complete | coNP-complete | #-NP-complete
ro et oy | erme | e &
Table Ill. Complexity results in the presence of compatibility constraints
Conditions Complexity Problems
QRD(Lg,F) | DRP(Lg,F) | RDC(Lg,F)
Fis Frmono (T]i)légg) NP-complete | coNP-complete (iz;gggilsf;)
oy guerics | Combined DU | p complote | coP-comlete | 77 comPIete
Fis FM>; ;,\;),:A Fnono ( C](:))f? 5) NP-complete | coNP-complete (;ﬁzggggilsaes)
P >i\S:F.i<;>n0 ( C](?jt;. 6) NP-complete | coNP-complete (;i\zfr(;lrgrll)ilsr:;)

tell us the impact of various factors on the complexity of diversification analyses, such
as query languages L, objective functions F’, relevance and distance functions 4, and
ddis, bound k& on the number of answers, and compatibility constraints. As annotated
in Table I, among all these results, only the NP lower bound of QRD(Lg, F') was known
prior to this work, when F is Fys or Fywm, for CQ, UCQ and IFO™.

Several extensions are targeted for future work. First, diversification analyses are
mostly intractable. We need to identify more special cases that are practical and
tractable. Second, we need to develop heuristic algorithms (approximation whenever
possible) for those intractable cases. Third, the study should be extended to other
objective functions. Fourth, we have only considered a simple class C,, of compatibility
constraints that can be validated in PTIME. More expressive constraint languages
should be developed if the need for such languages emerges from practice. Finally, in
practice one may want to incorporate user preferences [Chen and Li 2007; Stefanidis
et al. 2010] into the diversification model. While we may encode certain preferences
in, e.g., the relevance and distance functions, this issue deserves a full treatment.
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A. PROOFS OF SECTION 8

COROLLARY 8.1. For identity queries, the combined complexity and data complex-
ity of QRD, DRP and RDC coincide. More specifically,

— QRD(Lg, Fus) and QRD(Lg, Fvm) are NP-complete,
—DRP(Lg, Fus) and DRP(Lg, Fium) are coNP-complete, and
—RDC(Lg, Fus) and RDC(Lq, Fum) are #P-complete under parsimonious reductions,

for both combined complexity and data complexity, while

— QRD(Lg, Fimono) is in PTIME,
—DRP(Lg, Finono) is in PTIME, and
—RDC(Lg, Fimono) is #P-complete under polynomial Turing reductions,

for both combined complexity and data complexity, which are the same as their data
complexity given in Theorems 5.4, 6.4 and 7.5, respectively. O

PROOF. For identity queries, we first study the combined and data complexity of
QRD, DRP and RDC for Fys or Fjym. We then investigate these problems for Fjono

(1) When F'is Fjys or Fjym. The data complexity proofs of Theorems 5.4, 6.4 and 7.4
for QRD(Lq, F'), DRP(Lg, F') and RDC(Lg, F)) when F is Fys or Fuywm use a fixed
identity query as . Hence the lower bounds hold here. Moreover, for the upper bound,
Theorems 5.1 and 6.1 tell us that QRD(Lq, F') and DRP(Lg, F') are in NP and coNP,
respectively, for CQ. Since CQ subsumes identity queries, QRD(Lg, F) and DRP(Lg, F)
are in NP and coNP, respectively, for identity queries. Furthermore, the proof of
Theorem 7.1 shows that if Q(D) is PTIME computable, such as when @ is an identity
query, the problem for verifying whether a given set is valid for (Q, D, k, F, B) is in
PTIME. Hence, RDC(Lg, F) is in #-P (i.e., #P) for identity queries.

(2) When F'is Fihono. Consider the PTIME-algorithms given in the proofs of The-
orems 54 and 6.4 for the data complexity analyses of QRD(FO, Fiono) and
DRP(FO, Finono), respectively. Note that Q(D) and Fiono are PTIME computable
when Q is an identity query. Thus these PTIME algorithms also work here, and their
combined complexity and data complexity coincide to be in PTIME for identity queries.

We next consider RDC(Lg, Fimono). It suffices to show that RDC(Lq, Finono) is #P-hard
for fixed identity queries, and that it is in #P for identity queries that are not
necessarily fixed. Observe the following. (a) The lower bound proof of Theorem 7.5 for
RDC(CQ, Fimono) uses a fixed identity query as ). Thus the lower bound holds here. (b)
It is in PTIME to check whether a given set is valid for (Q, D, k, Fihono, B) as Q(D) and
Frono are PTIME computable for identity queries. Thus RDC(Lq, Fmono) 1S in #P.

This completes the proof of Corollary 8.1. O
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THEOREM 8.2. When )\ = 0, For Fys and Fyw, the combined complexity bounds of
QRD, DRP and RDC remain the same as their counterparts given in Theorems 5.1, 6.1
and 7.1, respectively. In contrast, when Lg is CQ, UCQ, 3FO*or FO, the data complexity
bounds of these problems are

—in PT|MEfOY‘ QRD(EQ, FMS) and QRD(ﬁQ, FMM),

—in PTIME for DRP(Lq, Fus) and DRP(Lqg, Fum), and

— #P-complete for RDC(Lq, Fvs) under polynomial Turing reductions, but in FP for
RDC(Lg, Fum)-

For Frono, the combined complexity becomes

— NP-complete for QRD(Lq, Finono) When Lg is CQ, UCQ or IFO™, and PSPACE-complete
when Lg is FO;

— coNP-complete for DRP(Lg, Fiono) When Lg is CQ, UCQ or 3FO*, and PSPACE-
complete for FO; and

— #-NP-complete for RDC(Lq, Fnono) When Lg is CQ, UCQ or 3IFO*, and #-PSPACE-
complete for FO.

The data complexity bounds of these problems remain the same as their counterparts
given in Theorems 5.4, 6.4, 7.4 and 7.5, respectively, when Lq is CQ, UCQ, 3FO*or FO. O

PROOF. When \ = 0, we first study QRD(Lq, F'), DRP(Lg, F') and RDC(Lg, F') for
Fus and Fym. We then investigate them when F'is Fiono.

(1) When F'is Fjys or Fyyv. We start with the combined complexity analyses.

(1.1) Combined complexity. In these settings, we first prove that QRD(Lq, F),
DRP(Lg,F) and RDC(Lg,F) are NP-complete, coNP-complete and #-NP-complete
for CQ, UCQ and IFO*, respectively. We then show that they are PSPACE-complete,
PSPACE-complete and #-PSPACE-complete for FO, respectively.

(1.1.1) When L is CQ, UCQ or IFO™.

(A) QRD(Lg, F'). It suffices to show that QRD(Lq, Fius) and QRD(Lq, Fvm) are NP-hard
for CQ, and that they are in NP for IFO".

Lower bound. We show that QRD(CQ, Fius) and QRD(CQ, Fmm) are NP-hard by
reductions from the 3SAT problem, even when A = 0 and k is a constant.

We first consider QRD(CQ, Fius). Given an instance ¢ of 3SAT over variables
{z1,..., 2}, we define a database D, a CQ query @, a real number B, a positive
integer k£ and two functions d,, and dq;s (for Fiys), such that ¢ is satisfiable if and only
if there exists a valid set U for (Q, D, k, Fvs, B). In particular, we take £t = 2 and
B = 1. That is, U consists of two tuples only and Fus(U) must be no less than 1.

(1) The database D is specified by a single relation schema Rg;, with its corresponding
instance Ip; = {(1), (0)}, encoding the Boolean domain.

(2) We define the query @ in CQ as follows:

Q(f) = ROI(II) VANAN ROI(Im)-
Here ¥ = (z1,...,2) and @ generates all truth assignments of X variables. Let Rg
denote the schema of query result Q(D).

(3) For each tuple t of R, we define d,(¢, Q) = 1 if the truth assignment ux encoded
by tuple ¢t makes ¢ true, and let d,o(¢, Q) = 0 otherwise. Furthermore, we take d4;s as
a constant function that returns 0 for each pair of tuples ¢ and ¢’ of Rg. We set A = 0.
Then for each set U of k tuples of Rq, Fus(U) = (k—1) -3, del(t, Q) (see Section 3).
That is, Fius is defined in terms of 4, alone (and hence we use k& = 2).
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We show that ¢ is satisfiable if and only if there is a valid set U for (Q, D, k, Fus, B).
First assume that ¢ is satisfiable. Then there exists a truth assignment p% of X
variables satisfying . Let U = {t¢,t}, where tuple ¢, encodes 1% and ¢ is an arbitrary
tuple in Q(D) that is distinct from ¢y. Obviously, U C Q(D), |U| = 2, and moreover,
F(U) > 1 = B since d(to, Q) = 1. That is, U is a valid set for (Q, D, k, Fus, B).

Conversely, assume that ¢ is not satisfiable. Then for any tuple ¢ of Rq, di(t, Q)
0 by the definition of d,. Thus for each set U of two tuples ¢ and ¢’ of Rg, Fus(U)
0 < B by the definition of Fiys. Hence there exists no valid set for (Q, D, k, Fus, B).

For QRD(CQ, F\mm), given an instance ¢ of 3SAT, we construct the same D, Q, el, Odis
as their counterparts given above, and let ¥ = 1 and B = 1. Furthermore, for each set
U of tuples of Rp, we set A = 0 and hence have that Fyum(U) = minecy dre(t, Q). Then
along the same lines as above, one can readily verify that ¢ is satisfiable if and only if
there exists a valid set U for (Q, D, k, Fum, B).

Upper bound. The algorithms given in the proof of Theorem 5.1 remain intact in the
special case when A = 0. Thus QRD(3IFO*, Fys) and QRD(3FO*, Fyym) are in NP.

(B) DRP(Lqg, F). It suffices to show that DRP(Lg, Fus) and DRP(Lqg,Fum) are
coNP-hard for CQ and that they are in coNP for 3FO*.

Lower bound. We verify that DRP(CQ, Fis) and DRP(CQ, Fym) are coNP-hard, when
A = 0 and k is a constant, by reductions from the complement of 3SAT, which is known
to be coNP-complete (cf. [Papadimitriou 1994]).

We first study DRP(CQ, Fius). Given an instance ¢ = C; A ... A C; of 3SAT over
variables X, we define a database D, a CQ query Q, functions 4, d4is and Fys, a set
U C Q(D), and a positive integer k. We prove that rank(U) < r if and only if ¢ is not
satisfiable. In particular, we set £ = 2 and » = 1. That is, the set U consists of two
tuples only and has the highest rank.

Before giving the reduction, we first define ¢’ = (pV2) A Z = /\ﬁ:1 (C; V 2) A z, where
z is a fresh variable that is not in the set X of variables in . As discussed in the
proof of Theorem 6.1 for DRP(CQ, Fyvs), for a truth assignment px of X variables, pux
satisfies ¢ if and only if 1 x makes ¢’ true with z = 0, and moreover, when setting z to
be 1, ¢’ is false under any truth assignments in X.

We next give the reduction as follows.
(1) The database consists of four relations Iy, I, I, and I as shown in Fig. 5, speci-
fied by schemas Ry (X), Ry (B, A1, As), RA(B, A1, A2) and R- (A, A), respectively. Here
Iy1 encodes the Boolean domain, and I, I, and /- encode disjunction, conjunction and
negation, respectively, such that ¢ and ¢’ can be expressed in CQ with these relations.

(2) We define the CQ query Q as follows:
Q(b,c) = 37 Ez((QX(f) A Qyu (T, 2,b)) /\R01(c)).

Here ¥ = (21, ...,2m). Query Qx (&) generate all truth assignments of X variables, by
means of Cartesian products of Ry;. The sub-query Q. (7, z,b) encodes the truth value
of ¢’ (i.e.,, b), for a given truth assignment u x represented by 7 and truth assignment .
for z, such that b = 1 if (1 x, i) satisfies ¢/, and b = 0 otherwise. Obviously, Q. (Z, z, b)
can be expressed in CQ in terms of Ry, Rx, and R-. Observe that given D, Q(D) is a
subset of {(1,1), (1,0), (0,1), (0,0)}. Let U = {(0,1), (0,0)}. As remarked above, ¢’ is
false under the truth assignments when 2z = 1; hence we have that U C Q(D).

(3) We define 6,i((1,0), Q) = drei((1,1),Q) = 2 and 6,i((0,1), Q) = 611((0,0), Q) = 1. Fur-
thermore, we use a constant function dg4js that returns 0 for each pair of tuples ¢ and s of
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Rg. We set A = 0. Then for each set S of k tuples of Rq, Fus(S) = (k—1)->,c 5 0rl(t, Q)
(see Section 3; recall k£ = 2). Thus Fus({(1,1),(1,0)}) = 4, Fus({(0,1),(0,0)}) = 2, and
Fus({t,5}) = 3if t € {(1,1),(1,0)} and 5 € {(0,0), (0, 1)}.

We next show that ¢ is not satisfiable if and only if rank(U) < r.

Assume that ¢ is not satisfiable. Then there exists no truth assignment pux of X
variables that satisfies ¢. Thus, tuples (1,1) and (1,0) cannot be in the answer Q(D)
to query @ in D. Therefore, rank(U) = 1 < r, by the definition of Fys.

Conversely, assume that ¢ is satisfiable. Then there exists a truth assignment 15
of X variables that satisfies . Thus (1, 1) and (1,0) must be in Q(D), by the definition
of query Q. Hence rank(U) > 1 = r, by the definition of Fys.

We next show that DRP(CQ, Fim) is coNP-hard, also by reduction from the com-
plement of 3SAT. Given an instance ¢ of 3SAT, we construct the same ¢, D, Q,
Orel, and dgis as their counterparts for Fys given above, and let U = {(0,1)} and
k = r = 1. Furthermore, we set A\ = 0. Then for each set S of tuples of Rg, Fum(S)
= minsecg drel(t, Q). Then along the same lines as the argument for Fys given above,
one can easily verify that rank(U) < r if and only if ¢ is not satisfiable.

Upper bound. The algorithms given in the proof of Theorem 6.1 obviously work in the
special case when A = 0. Thus QRD(3FO*, Fys) and QRD(3FO*, Fiym) are in coNP.

(C) RDC(Lg, F). Recall the lower bounds of RDC(Lq, F') given in Theorems 7.1 for Fys
and Fum when Ly ranges over CQ, UCQ or 3FO*. Those bounds are established by
taking A = 0 and hence, hold here. For the upper bounds, the algorithms given there
obviously remain intact in the special case when \ = 0.

(1.1.2) When Lg is FO. The lower bounds of QRD(FO, F), DRP(FO, F') and RDC(FO, F)
given in Theorems 5.1, 6.1 and 7.1 for Fys and Fyw are established by taking A = 0.
As a result, those lower bounds hold here. For the upper bounds, the algorithms given
there obviously remain intact in the special case when A = 0.

(1.2) Data complexity. It suffices to show that QRD(FO, F') and DRP(FO, F') are in
PTIME when F is Fys or Fum, RDC(Lq, Fus) is #P-complete under polynomial Turing
reductions for CQ, UCQ, IFO*and FO, and RDC(FO, Fyyum) is in FP.

(1.2.1) QRD(FO, Fys). We develop a PTIME algorithm for QRD(FO, Fiys) when A = 0.
Recall that Fus(U) = (k — 1) - >, . drei(t, Q) for each set U of k tuples of schema R in
this setting. Hence we develop an algorithm that works as follows:

1. compute Q(D) and sort the tuples in Q(D) in descending order based on de|;

2. check whether |Q(D)| > k; if so, continue; otherwise, return “no”;

3. let U be the set consisting of the first k£ tuples in the sorted Q(D); check whether

Fus(U) > B; if so, return “yes”; otherwise, return “no”.

It is easy to verify that the algorithm is correct. Moreover, the algorithm is in PTIME.
Indeed, steps 1 and 2 are in PTIME since it is in PTIME to compute Q(D) for a fixed
FO query @, and step 3 is in PTIME because Fjs is PTIME computable in this setting.

(1.2.2) QRD(FO, Fym). When A = 0, Fum(U) = mingep de(t,Q), and it is PTIME
computable. It is easy to see that the PTIME algorithm for QRD(FO, Fs) given above
also works here. Hence QRD(FO, Fiywm) is also in PTIME.

(1.2.3) DRP(FO, Fys) and DRP(FO, Fyym). When A = 0, for each k-tuple set U of schema
Rq of Q(D), FMs(U) = (k- 1) . ZteU Orel (t, Q), and FMM(U) = mingey el (t, Q) Recall
the PTIME-algorithm given in the proof of Theorem 6.4 for DRP(FO, Fon0). Obviously,
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if we define v(t) = (¢, Q) for each tuple ¢t € Q(D) and use Fys instead of Fiono in
the algorithm, the algorithm can be used for DRP(FO, Fiys), and is still in PTIME.
Similarly, when using function v given above and Fyv instead of Fon0, the algorithm
also works for DRP(FO, Fym ), and is also in PTIME.

(1.2.4) RDC(FO, Fys). It suffices to show that RDC(CQ, Fus) is #P-hard under
polynomial Turing reductions and that RDC(FO, Fiys) is in #P.

lower bound. We show that RDC(CQ, Fius) is #P-hard by polynomial Turing reduction
from #SSPk, which is #P-complete by Lemma 7.6. Along the same line as the proof
of Theorem 7.5 for RDC(CQ, Finono), We construct a polynomial Turing reduction as
follows. Given an instance W, 7, [ and d of #SSPk, we define the same transformation
from #SSPk to RDC(CQ, Fis) as given in the proof of Theorem 7.5 for RDC(CQ, Fiono),
except the following: (a) when A\ = 0, for each set U consisting of & tuples of Ry,
Fus(U) = (k—=1) -3 ,cy 0rei(t,Q); and (b) we let k = [ and B = (I — 1) - d. It is easy
to see that the number of subsets 7" of W with |T'| = [ and }_ ., 7(w) > d equals
the number of valid sets U for (Q, D, k, Fus, B). As discussed there, we can find the
solution to #SSPk, i.e., the number of subsets 7" of W with |T| =l and ) ., 7m(w) = d,
by calling the oracle COUNTgpc twice, to compute the numbers X and Y of valid sets
for (Q, D, k, Fus, B) and (Q, D, k, Fus, B + 1), respectively, and the solution to #SSPk
is simply X — Y. Here COUNTRrpc(Q, D, k, F\us, B) is the oracle that given Q, D, k, Fius
and B, returns the number of valid sets U for (Q, D, k, F\us, B).

Upper bound. To see that RDC(FO, Flys) is in #P, we only need to show that it is in
PTIME to verify whether a given set U is valid for (Q, D, k, Fus, B). Indeed, Q(D) is
PTIME computable since @ is fixed, and moreover, Fjs is also PTIME computable.

(1.2.5) RDC(FO, F\yum). When A = 0, we show that RDC(FO, Fium) is in FP for fixed
queries @, by giving an FP algorithm. Given Q, D, k, F\um, and B, the algorithm returns
the number of valid sets for (Q, D, k, Fum, B). Recall that Fiym(U) = minscpy drel(t, Q)
when \ = 0 (see Section 3). The algorithm works as follows:

1. compute Q(D) and sort tuples in Q(D) in descending order based on their J.
values; let Q(D) = {t1,...,t|g(p)}, Where dre(ti, Q) > dre(t;, Q) When i < j;

2. check whether 6,¢(¢;, Q) < B forall i € [1,|Q(D)|]; if so, return 0; otherwise continue;

3. let t; be the tuple such that d,e(t;, Q) > B and d.y(ti1,Q) < B; check whether
i > k; if so, return = C¥, represented in binary; otherwise return 0.

Here step 1 is in PTIME since Q(D) is PTIME computable when @ is fixed. Step 2

is obviously in PTIME when A = 0. Moreover, step 3 is in PTIME since the output is

represented in binary. Thus the algorithm is in PTIME.

(2) When F'is Fono. We first study the combined complexity of QRD(Lg, Fmono),
DRP(Lg, Fimono) and RDC(Lg, Fmono). We then consider their data complexity.

(2.1) Combined complexity. Note that when A = 0, Fiono(U) = >,y 0rel(t, Q), and
Fus(U) = (k = 1)- >,y 0rel(t, Q) for each set U of k tuples of Rg. As a result, when
A=0and k = 2, Fihono and Fjys are the same function. Recall that in the lower bounds
proofs of Theorem 8.2 (for QRD(Lg, Fms) and DRP(Lg, Fus)) and Theorem 7.1 (for
RDC(Lg, Fums)), we set A = 0 and k£ = 2. Thus the lower bounds given there hold here
for Fiono. Moreover, the algorithms given in those upper bound proofs carry over to
the special case for A = 0. Hence the upper bounds hold here.

(2.2) Data complexity. We show that when A = 0, the data complexity bounds
of QRD(Lg, Finono), DRP(Lg, Fimono) and RDC(Lg, Finono) remain the same as their
counterparts given in Theorems 5.4, 6.4 and 7.5, respectively. Obviously, the PTIME
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algorithms given for Theorems 5.4 and 6.4 carry over to the special case when \ = 0.
For RDC(Lg, Fmono), recall that its lower bound proof for Theorem 7.5 uses A = 0.
Hence the lower bound remains intact here. Moreover, the algorithm given there
obviously also works in the special case when \ = 0.

This completes the proof of Theorem 8.2. O

THEOREM 8.3. When A\ = 1, the combined complexity of Theorems 5.1, 5.2, 6.1,
6.2, 7.1 and 7.2 and the data complexity of Theorems 5.4, 6.4, 7.4 and 7.5 remain
unchanged for QRD, DRP and RDC, respectively. O

PROOF. When )\ = 1, we first study QRD, DRP and RDC for Fys and Fym. We then
investigate these problems when F is Fiono.

(1) When F'is Fys or Fyyv. We first study the combined complexity, and then investi-
gate the data complexity of these problems in these settings.

(1.1) Combined complexity. We first consider CQ, UCQ and IFO*, and then FO.

(1.1.1) When Lq is CQ, UCQ or IFO". The lower bounds of QRD(CQ, F') and DRP(CQ, F’)
given in Theorems 5.1 and 6.1 for Fjys and Fjv are established by taking A\ = 1. As
a result, these lower bounds hold here. For the upper bounds, the algorithms given
there obviously remain intact in the special case when A = 0.

We next only need to show that RDC(Lg, Fius) and RDC(Lg, Fvm) are #P-complete
for CQ, UCQ and IFO*, when \ = 1.

Lower bound. We first show that RDC(CQ, Fis) is #-NP-hard by parsimonious reduc-
tion from #3,SAT (see Section 7.1). Given an instance ¢(X,Y) = 3X(C1 A ... AC))
of #X,SAT, we use the same reduction given in the proof of Theorem 7.1 for
RDC(CQ, Fius), except the following: (i) we define d4is((ty,0,1),(1,...,1,0)) = 1, and
for any other pair of tuples ¢ and s, we define d4is(¢,s) = 0; (ii) we set A = 1 and
k = 2; hence for each set U of tuples of Rg, Fus(U) = ZMGU dais(t, s); and (iil) we
set B = 1. Then one can verify that the number of valid sets for (Q, D, k, Fus, B) is
equal to the number of truth assignments of Y that satisfy ¢. This follows from the
fact that for each set U C Q(D) such that |U| = k = 2, Fus(U) > B = 1 if and only if
U ={(ty,0,1),(1,...,1,0)}, where the truth assignment encoded by ¢y satisfies .

We next show that RDC(CQ, Fum) is #-NP-hard also by parsimonious reduction from
#31SAT. Given an instance p(X,Y") of #3,SAT, we use the same reduction as given
above for RDC(CQ, Fus) except that when A = 1, Fum(U) = ming scu,¢+s ddis(t, s) for
each set U consisting of & tuples of Rg. Then along the same line as the proof given
above, one can show that the number of valid sets for (Q, D, k, Flum, B) equals the
number of truth assignments of Y that satisfy ¢.

Upper bound. It is easy to see that when \ = 1, it is still in NP to verify whether a
given set U is valid for (Q, D, k, F, B) for 3FO*, when F is Fys or Fuwm following the
proof of Theorem 7.1. Hence RDC(IFO*, F') is in #-NP in this case.

(1.1.2) When Lg is FO. We show that when A = 1, QRD(FO, F') and DRP(FO, F) are
PSPACE-complete, and RDC(FO, F') is #-PSPACE-complete, for Fiys and Fwm.

(A) Lower bound. We first prove the lower bounds.

(a) QRD(FO, F\s). We show that when A = 1, QRD(FO, Fys) is PSPACE-hard by
reduction from the membership problem for FO. Given an instance (Q, D, s) of the
membership problem, we use the same reduction as the one given in Theorem 5.1 for
QRD(FO, Fys), except the following: (i) we define d4is((s,0), (s, 1)) = 1, and for any other
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two tuples ¢t and ¢’ of Rq, dais(t,t') = 0, and (ii) we set A = 1, and hence, for each set U
of tuples of Rq, Fius(U) = >_, 1y dais(t,t'); and (iii) we set B = 1. Recall that & = 2.

We next show that s € Q(D) if and only if there exists a valid set for (Q’, D', k, Fus,
B). First assume that s € Q(D). Then there exists a set U = {(s, 1), (s,0)} valid for (Q’,
D', k, Fus, B) by the definition of d4is. Conversely, if s ¢ Q(D), then tuples (s,1) and
(s,0) are not in Q(D). Thus for each pair of tuples ¢t and ¢’ in Q(D), Fus({¢,t'}) = 0 < B.

(b) QRD(FO, Fpm). We show that QRD(FO, Fym) is PSPACE-hard also by reduction
from the membership problem for FO queries. Given an instance (Q,D,s) of the
membership problem, we use the same reduction given above for QRD(FO, Fus) except
that when setting A = 1, for each set U of tuples of Rg, Fum(U) = min scu,i£s ddis (£, 5).
Then along the same line as above, one can readily verify that s € Q(D) if and only if
there exists a valid set U for (Q’, D', k, Fum, B).

(¢c) DRP(FO, Fys). We show that DRP(FO, Fys) is PSPACE-hard by reduction from
the complement of the membership problem for FO. Given an instance (@, D,s) of
the membership problem, we use the same reduction given in the proof of Theo-
rem 6.1 for DRP(FO, Fys), except the following: (i) we define dq4is((s,1,1), (s,1,0)) = 1,
ddis((5,0,1),(5,0,0)) = 2 and for any other two tuples ¢ and ¢’ of Rg, we let dqis(¢,t') = 0,
and (i) we set A\ = 1. Recall that k = 2, r = 1 and U = {(s,1,1),(s,1,0)}. Hence for
each set S of tuples of Rq, we have that Fus(S) = >, /5 dais(t, ). It is easy to see
that s ¢ Q(D) if and only if rank(U) =1 < r.

(d) DRP(FO, Fyum). We show that DRP(FO, Fyw ) is PSPACE-hard also by reduction from
the complement of the membership problem for FO. Given an instance (Q, D, s) of the
membership problem for FO, we use the same reduction given above for DRP(FO, Fys),
except that when A\ = 1, Fum(S) = ming s+ dais(t, t') for each set S of tuples of R¢.
Then one can verify that s ¢ Q(D) if and only if rank(U) =1 < r.

(e) RDC(FO, F\ys). We show that when A\ = 1, RDC(FO, Fys) is #-PSPACE-hard
by parsimonious reduction from #QBF (see Section 7.1). Given an instance
¢ = AXVy1Poys--- Poyntp of #QBF, we use the same reduction given in the
proof of Theorem 7.1 for RDC(FO, Fys), except the following: (i) we define
dais((tx,0,1),(1,...,1,0)) = 1, where tx is a truth assignment of the X variables
that satisfies ¢, and for any other pair of tuples ¢ and ¢/, we define dq;s(¢,¢') = 0; (il) we
set A =1 and k = 2, and thus for each set U of tuples of Rq, Fus(U) = >, ;e dais(t, t');
and moreover, (iii) we set B = 1. Then along the same line as the proof of Theorem 7.1
for RDC(FO, Fus), one can verify that the number of valid sets for (D,Q,k, Fus, B)
equals the number of truth assignments of X that satisfy (.

(f) RDC(FO, Fpm). We show that RDC(FO, Fiym) is #-PSPACE-hard, also by parsimo-
nious reduction from #QBF. Given an instance ¢ = 31X Vy1 Poys - - - Py ¥ of #£QBF, we
use the same reduction given above for RDC(FO, Fys), except the following: (i) when
setting A = 1, Fum(U) = ming secu,++5 ddis(t, s) for each set U of tuples of Rg; and (ii) we
set B = 1. Then one can readily verify that the number of valid sets for (D, @, k, Fuwm,
B) equals the number of truth assignments of X that satisfy ¢.

(B) Upper bound. We show that when \ = 1, QRD(FO, F'), DRP(FO, F') and RDC(FO, F)
are in PSPACE, PSPACE and #-PSPACE, respectively, when F' is Fys or Fyyv. Obviously,
the algorithms given in the proofs of Theorem 5.1 and 6.1 for QRD(FO, F) and
DRP(FO, F'), respectively, work here, where F' is Fys or Fym. Thus QRD(FO, F) and
DRP(FO, F') are both in PSPACE. Moreover, it is easy to see that when A = 1, it is
still in PSPACE to verify that whether a set U is a valid set for (Q, D, k, F, B) for FO,
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when F' is Fys or Fum. Hence RDC(FO, F) is in #-PSPACE for max-sum or max-min
diversification, when \ = 1.

(1.2) Data complexity. The lower bounds of QRD(Lq, F'), DRP(Lg, F) and RDC(Lg, F)
for fixed queries hold here, as their proofs for Theorems 5.4, 6.4, 7.4 and 7.5, respec-
tively, use A = 1. The algorithms given there for the upper bounds also work here.

(2) When F'is Fono. For the combined complexity, the lower bounds proofs of The-
orems 5.2, 6.2 and 7.2 for QRD(Lq, Fimono), DRP(LQ, Fimono) and RDC(Lg, Fimono),
respectively, are verified by using A = 1. Hence, those lower bounds hold here.
Moreover, all the upper bounds given there carry over to the special case when \ = 1.

For the data complexity, the PTIME upper bounds of Theorems 5.4 and 6.4 for
QRD(Lg, Finono) and DRP(Lg, Fiono), respectively, obviously carry over to their special
case when A = 1. We next show that when )\ = 1, the data complexity of RDC(Lg, Fimono)
is #P-complete for CQ, UCQ, IFO*and FO, under polynomial Turing reductions. It
suffices to show that RDC(CQ, Fiono) 18 #P-hard under polynomial Turing reductions,
and that RDC(FO, Fihono) is in #P, for fixed queries.

(2.1) Lower bound. We show that when A\ = 1, RDC(CQ, Finono) is #P-hard by polyno-
mial Turing reduction from #SSPk, which is shown #P-complete by Lemma 7.6. Along
the same line as the proof of Theorem 7.5, we construct a polynomial Turing reduction
as follows. Given an instance W, 7, [ and d of #SSPk, we define Q, D, del, ddis, Fmonos
k and B, such that the number of subsets T' of W with |T'| =l and ) ., 7(w) > d
equals the number of valid sets U for (Q, D, k, Fiono, B). As discussed there, we can
find the solution to #SSPk, i.e,, the number of subsets 7" of W with |T| = [ and
> wer ™(w) = d, by calling the oracle COUNTgrpc twice, to compute the numbers X
and Y of valid sets for (Q, D, k, Frono, B) and (Q, D, k, Frono, B + 1), respectively. Here
COUNTRrpc(@, D, k, Fnono, B) is the oracle that given Q, D, k, Frono and B, returns the
number of valid sets U for (Q, D, k, Frono, B).

We next give the transformation from #SSPk to RDC(CQ, Finono), for A = 1.
(1) For each w € W, let w’ be a distinct element not in . The database D consists of
a single relation Iy = {(w), (w’) | w € W}, specified by schema Ry, (W).
(2) We define query @ as the identity query on Ry instances. Then |Q(D)| = 2|WV|.
(3) We define d,¢ as a constant function that returns 1 for each tuple of Ry. Moreover,

we define d4is((w), (w')) = w(w), and for any other pair of tuples ¢t and ¢ of Rg,
we define d4is(t,t’) = 0. We set A\ = 1, and thus for each set U of tuples of Rg,

Frnono(U) = (1/(2[W| = 1)) - ZteU,seQ(D) dais (T, ).
(4) Finally, we set k = 2l and B = d/(2|W| —1).

We only need to show that the number of subsets 7' of W with |T| = [ and
Y wer T(w)> d is equal to the number of valid sets U for (Q, D, k, Frono, B). Recall
that £ = 2/ and B = d/(2|W]| — 1). Assume that there exists a set U CQ(D) with
|U| = k and Fiono(U) > B. Then by the definition of d4is, Finono(U) = (1/(2|W| — 1)) -
2 (w)e, (whev Odis(w), (W) = (1/(2[W| = 1)) - 32,y ey 7(w) > B. Then for the set 7' =
{w]|(w) € U},wehavethat ) _,m(w)> d. Conversely, for a subset 7" of W with |T| = I
and ) ., 7(w) > d, the set U = {(w), (w’) | w € T} is valid for (Q, D, k, Frono, B).

(2.2) Upper bound. When A = 1, RDC(FO, Finono) is in #P, since it is in PTIME to check
whether a set U is valid for (Q, D, k, Finono, B) for fixed FO queries.

This completes the proof of Theorem 8.3 O
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COROLLARY 8.4. For a predefined constant k,

—the combined complexity bounds given in Theorems 5.1, 5.2, 6.1, 6.2, 7.1 and 7.2 are
unchanged for QRD, DRP and RDC, respectively; and

—the data complexity is in
— PTIME for QRD,
— PTIME for DRP, and
—FP for RDC,

no matter whether for Fyus, Fym or Frmono, and for CQ, UCQ, IFO*or FO.

PROOF. We study QRD, DRP and RDC when k is a predefined constant, i.e., we
consider only candidate sets U with a constant size. We first establish their combined
complexity, and then investigate their data complexity.

(1) Combined complexity. We first show the lower bounds, followed by upper bounds.

(1.1) Lower bound. Observe that lower bounds proofs of QRD(Lg, F'), DRP(Lq, F') and
RDC(Lg, F) given for Theorem 5.1, 5.2, 6.1, 6.2, 7.1 and 7.2 are established by using
k = 2 when F is Fys, and by setting ¥ = 1 when F is Fym or Frono, €xcept those for
QRD(Lg, F) and DRP(Lq, F), when F is Fys or Fyum for CQ, UCQ and 3IFO*. Hence
these lower bounds hold here. Moreover, QRD(Lq, F') and DRP(Lq, F) are also shown
to be NP-hard and coNP-hard in Theorem 8.2, respectively, for CQ, UCQ and 3IFO™, by
also using £ = 2 when F is Fjs, and by setting & = 1 when F is Fyv. Hence these
lower bounds hold here.

(1.2) Upper bound. The upper bounds of QRD(Lq, F), DRP(Lg, F) and RDC(Lq, F)
given for Theorem 5.1, 5.2, 6.1, 6.2, 7.1 and 7.2 obviously remain intact in the special
case when £ is a constant.

(2) Data complexity. We show that QRD(FO, F) and DRP(FO, F) are in PTIME, and
RDC(FO, F) is in FP for fixed FO queries, when F is Fyus, Fum or Fuwm.

(2.1) QRD(FO,). We show that QRD(FO, F') is in PTIME by giving a PTIME algorithm.
Given ), D, del, d4is, I, k and B, the algorithm checks whether there exists a valid set
U for (Q, D, k, F, B). It works as follows:

1. compute Q(D);

2. enumerate all subsets U of Q(D) such that |[U| = k; denote by S the collection of
all such sets U;

3. check whether there exists a set U € S such that F(U) > B; if so, return “yes”;
otherwise, return “no”.

We show the algorithm is in PTIME when F is Fus, Fum 0r Fhono- Indeed, Q(D) is
PTIME computable since @ is fixed. Moreover, there are only polynomial many sets
U in S that need to be checked in step 3 since & is a constant. Obviously, Fys(U) and
Fum(U) are PTIME computable; Fiono is also PTIME computable since it is in PTIME
to compute Q(D). Thus step 3 can be done in PTIME. Hence QRD(FO, F') is in PTIME
for fixed queries and constant &, when F is Fys, Fjum 0r Frono-

(2.2) DRP(FO, F). We show that DRP(FO, F') is in PTIME by giving a PTIME algorithm.
Given Q, D, 0rel, d4is, F', U, k and r, the algorithm works as follows:

1. compute Q(D), in PTIME;

2. enumerate all subsets V' of Q(D) such that |V| = k; denote by S the collection of
all such sets V; sort all sets in S in descending order based on their F' values;

3. check whether rank(U) < r; if so, return “yes”; otherwise return “no”.
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To see that the algorithm is in PTIME, note that it is in PTIME to compute Q(D) since
Q is fixed, and that there are only polynomial many sets in S. Moreover, F' is PTIME
computable for Fys, Fum and Frono When @ is fixed. Thus steps 2 and 3 are also in
PTIME. In particular, step 3 can be easily done by counting the number of sets S in
the sorted S that have F'(S) > F(U). Hence the algorithm is in PTIME.

(2.3) RDC(FO, F). We show that RDC(FO, F') is in FP by giving a PTIME algorithm.
Given Q, D, dyel, d4is, F', k and B, the algorithm works as follows:

1. compute Q(D), in PTIME;

2. enumerate all subsets U of Q(D) such that |U| = k and sort them in descending
order based on their F() values;

3. count and return the number of distinct valid sets for (Q, D, k, F, B).

Its step 1 is in PTIME since @ is fixed. Moreover, there are polynomial many subsets U
in step 2 since k is a constant. Thus the algorithm is in PTIME, and the problem is in FP.

This completes the proof of Corollary 8.4. O

B. PROOFS OF SECTION 9

COROLLARY 9.2. In the presence of compatibility constraints of C,,, the combined
complexity bounds of Theorems 5.1, 5.2, 6.1, 6.2, 7.1 and 7.2 remain unchanged for
QRD, DRP and RDC. O

PRrROOF. Observe that the lower bounds of QRD, DRP and RDC given in Theo-
rems 5.1, 5.2, 6.1, 6.2, 7.1 and 7.2, respectively, are established when the compatibility
constraints are absent. These bounds are obviously intact in the more setting when
compatibility constraints are present.

Below we show that the upper bounds given there also remain intact in the presence
of compatibility constraints . To this end, we make minor changes to the algorithms
given there by considering candidate sets for (Q, D, X, k,). We show that the revised
algorithms still work here and their complexity remain unchanged.

(1) QRD(Lg, F). When F'is Fis or Fjum, we revise the algorithms given for Theorem 5.1
as follows: (a) the step 2 of the algorithm for QRD(IFO™, F') checks whether |U| = &,
F(U)> Band U [= %; (b) in step 2, the algorithm for QRD(FO, F') also checks whether
UCQD),F{U)>BandU [ X. When F' is Fyono, We revise the algorithm given in
Theorem 5.2 such that in step 2, the algorithm checks whether U C Q(D) and U | ¥.
Clearly, all the revised algorithms work here. Moreover, they are still in NP, PSPACE
and PSPACE, respectively, since U = X can be checked in PTIME. Thus the upper
bounds given in Theorems 5.1 and 5.2 carry over here.

(2) DRP(Lg, F). When F is Fys or Fyym, we revise the algorithms given for Theorem 6.1
such that (a) in step 2, the algorithm for DRP(IFO*, F') checks whether for each set
S €S, |S| =Fkand S | Z; (b) in step 2, the algorithm for DRP(FO, F') checks whether
for each set S € S, S C Q(D) and S = X. When F is Fyono, the step 2 of the algorithm
given for Theorem 6.2 checks whether for each S € S, S C Q(D) and S | X. Since
we can check whether S = ¥ is in PTIME, all the revised algorithms are still in coNP,
PSPACE and PSPACE, respectively. Thus the upper bounds given in Theorem 6.1 and
6.2 remain valid here.

(3) RDC(Lg, F). It suffices to show the following: (a) when F is Fis or Fuw, it is in NP
and in PSPACE to check if a set U is valid for (Q, D, %, k, F, B) for IJFO"queries () and
FO queries ), respectively, and (b) when F is Fono, it is in PSPACE to check whether
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a set U is valid for (Q, D, X, k, F, B) for FO queries Q. Since it is in PTIME to check
whether a set U satisfies ¥ (i.e., U = X)), both statements (a) and (b) hold here.

This completes the proof of Corollary 9.2. O

THEOREM 9.3. In the presence of compatibility constraints of C,,, the data com-
plexity bounds of Theorems 5.4, 6.4 and 7.4 remain unchanged for QRD, DRP and RDC,
respectively, for Fys and Fym. However, for Fono,

— QRD becomes NP-complete;
— DRP becomes coNP-complete; and
— RDC becomes #P-complete under parsimonious reductions. u

PROOF. The lower bounds of QRD(Lq, F'), DRP(Lqg,F') and RDC(Lq, F) given in
Theorems 5.4, 6.4 and 7.4, respectively, are established in the absence of compatibility
constraints X, for Fys and Fym. These lower bounds obviously hold in the more
general setting when ¥ may be present. In addition, the upper bounds given there
also carry over to the setting when compatibility constraints > are present. Indeed,
along the same line as the proof of Corollary 9.2, we can revise the algorithms given
in the upper bound proofs of Theorems 5.4, 6.4 and 7.4 by considering candidate sets
for (Q, D, X, k, ). The revised algorithms still work in the presence of ¥ with the same
complexity, since one can check whether U |= 3 in PTIME. Hence all the upper bounds
still hold here.

We next show that for F.., the data complexity of QRD, DRP and RDC is
NP-complete, coNP-complete and #P-complete under parsimonious reductions,
respectively, in the presence of 3, for CQ, UCQ, IFO*and FO.

(1) QRD(Lgq, Fmono). It suffices to show that QRD(CQ, Finono) is NP-hard and that
QRD(FO, Finono) is in NP.

Lower bound. We verify that QRD(CQ, Fimono) is NP-hard by reduction from 3SAT.
Given an instance ¢ = C; A ... A C) of 3SAT defined over variables X = {x1,..., 2},
we construct a database D, a fixed CQ query Q, functions dy, d4is and Frono, @ set of
fixed compatibility constraints ¥, a positive integer k& and a real number B. We show
that ¢ is satisfiable if and only if there exists a valid set U for (Q, D, X%, k, Fiono, B)-

(1) We use the database D given in the proof of Theorem 5.1 for QRD(CQ, Fis), over
schema R¢(cid, L1, Vi, Lo, Va, L3, V3). That is, for each clause C;, there are tuples in D
to encode all truth assignments for variables in C; that make C; true.

(2) The query Q@ is an identity query on instances of R.

(3) For each tuple t € D, we define d,./(¢,Q) = 1, and for any other tuples ¢’ of Rg, we
let d,e1(t, @) = 0. We define d4is as a constant function that returns 0 for each pair of
tuples ¢ and s of Rg. We set A = 0. Then for each set U of tuples of Ry with k tuples,
one can see that Fiono(U) = >,y drel(t, Q).

(4) We define X consisting of 10 constraints, given as follows:
p1: Vi, byt Ro(tfcid] = tofcid] —  /\ t1[A] = ta[A]),
A€Rc
pij i Vi1, ta s Ro(t1[Li] = t1[L;] — t1[Vi] = t2[V}]),i,5 € [1,3].
Intuitively, constraint p; states that tuples in a set U have pairwise distinct cid-values,
and the set {p;; | i,j € [1,3]} ensures that for each pair of tuples ¢ and s in U, ¢

and s agree on the values of their common variables. Note that all these constraints
are defined on the fixed schema R (since ) is an identity query on R.), and have
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the form of functional dependencies (see, e.g., [Abiteboul et al. 1995] for functional
dependencies). Intuitively, these compatibility constraints are used to assure that
k-element sets U to be picked encode a valid truth assignment for variables X.

(5) Finally, we take k = B = . That is, we only consider sets U that consist of [ tuples,
one for each clause in ¢.

We next show that the formula ¢ is satisfiable if and only if there exists a valid set
U for (Q, D, X, k, F, B), i.e., the construction given above is indeed a reduction.

Assume first that ¢ is satisfiable. Then there exists a truth assignment u% of X
variables such that every clause C; of ¢ is true under 1%. Let U consist of | tuples
of Ry, one for each clause, in which the values for the variables in X agree with

1% . Obviously, U E ¥, and moreover, Fiono(U) = | > B by the definition of Fono-
Therefore, U is a valid set for (Q, D, X, k, F, B).

Conversely, assume that ¢ is not satisfiable. Suppose by contradiction that there
exists a set U C Q(D) such that |U| =1, U E X, and Fono(U) > B. Then from the
tuples in U, we can construct a valid truth assignment px of variables in X that
satisfies all clauses in ¢, by the definition of 4. This leads to a contradiction.

Upper bound. Observe that the algorithm for QRD(FO, Fi,ono) revised in the proof of
Corollary 9.2 works here. Clearly, its step 2 is in PTIME since one can check whether
U E ¥ in PTIME, Q(D) is PTIME computable for a fixed FO query ), and moreover,
Frono(U) s also in PTIME. Thus the algorithm is in NP when (@ is fixed.

(2) DRP(Lg, Finono)- It suffices to show that DRP(CQ, Finono) is coNP-hard and that
DRP(FO, Finono) is in coNP.

Lower bound. We verify the lower bound by reduction from the complement of 3SAT.
Given an instance ¢ = C; A ... A C; of 3SAT over variables X = {x,...,2,,}, we
construct a database D, a fixed CQ query Q, functions 0, dgis and Fiono, a fixed set 2
of compatibility constraints, a positive integer k, and a set U. We show that ¢ is not
satisfiable if and only if rank(U) < r. We use constant r = 1.

(1) We define the same formula ¢’ = (p V2) Az = /\izl(C’i V 2) A z, and the same
database D (a single relation) over schema R (L1, V1, Lo, Vo, Ls, Vs, Z,Vy, A) as their
counterparts given in the proof of Theorem 6.1. Here D consists of tuples that encode,
for each clause C; V z, all truth assignments yu; for the three variables in C; and z,
and the truth value of the clause C; V z under ;. It also includes two extra tuples
(l + 1aelaf17627f21637f3aza 170) and (l + 17617f11627f21637f372701 1) fOI‘ 27 Where all €
and f; are distinct constants that are notin X U {z,0,1}.

(2) The query @ is an identity query on instances of R,.

(3) Let U consist of [ + 1 tuples from D, one for each clause in ¢’ such that all variables
in X and z are all set to be 1.

(4) Along the same line as the proof of DRP(CQ, Fiono) given above, we define con-
straints ¥ to ensure that for any set U C Q(D), if U |= %, then the tuples in U have
pairwise distinct cid-values and moreover, for each pair of tuples ¢ and s in U, ¢ and s
agree on the values of their common variables.

(5) We define function .. such that for each tuple ¢t € D, d,(t,Q) = 1 if t[A] = 1; and
for any other tuple ¢’ of Rg, we let d(t', Q) = 0. We set A = 0. Then for each set U of
tuples of schema Rq, Finono(U) = >_,cy (0rei(t, Q)).

(6) Finally, we set k =1 + 1.

We next show that this is indeed a reduction.
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Assume first that ¢ is satisfiable. Then there exists a truth assignment p% for X
variables that satisfies ¢. We show that rank(U) = 2 > r = 1. Let U° consist of [ + 1
tuples, one for each clause in ¢/, such that the values of all the variables in X agree
with 1% and z is set to be 0. Obviously, for any tuple ¢ in U°, we have that 6. (¢, Q) = 1
by the definition of 6,¢;. Then Fono(U") = I + 1. Note that for each tuple t € U, t[A] = 1
ift # (I+1,e1, f1,€2, fo,e3, f3,2,1,0). Thus Frono(U) = (. Putting these together, we
have that rank(U) > 2 > r = 1.

Conversely, assume that ¢ is not satisfiable. Then there exists no truth assign-
ment px of X variables that satisfies . It is easy to see that for each candidate
set S for (Q, D, k), there exist at most [ tuples ¢ € S such that ¢{[A] = 1, and thus
Frono(S) <1 = Frono(U). Therefore, rank(U) =1 < r = 1.

Upper bound. Clearly, the algorithm for DRP(FO, Fiys) given in the proof of Corol-
lary 9.2 also works here. Indeed, its step 2 is in PTIME since it is in PTIME to check
whether U E %, Q(D) is PTIME computable for a fixed FO query @, and moreover,
Frono(U) is also in PTIME. Thus the algorithm is in coNP here.

(3) RDC(Lg, Fimono)- It suffices to show that RDC(CQ, Finono) is #P-hard under parsimo-
nious reductions, and that RDC(FO, Finono) is in #P.

Lower bound. We show that RDC(CQ, Fiono) is #P-hard by parsimonious reduction
from #SAT (see Section 7 for the details of #SAT). Given an instance p(X) = C1A---AC)
of 3SAT over variables X, we construct the same D, Q, X, \, k, B, and functions 0/, ddis
and Fiono as their counterparts given above for QRD(CQ, Finono)- We let k = . It is easy
to verify that ux is a truth assignment of X variables that satisfies ¢(X) if and only
if there exists a valid set U for (Q, D, X, k, Fiono, B) encoding px, i.e., U consists of [
tuples in D, one for each clause, in which the values for the variables in X agree with
tx . Thus this is indeed a parsimonious reduction. Hence RDC(CQ, Finono) is #P-hard
under parsimonious reductions.

Upper bound. We only need to show that it is in PTIME to check whether a set U is
valid for (Q, D, %, k, Fiono, B) for a fixed FO query Q. Indeed, for a set U C Q(D), itis in
PTIME to check whether |U| = k, U | ¥ and Fihono(U) > B;in particular, Q(D) is PTIME
computable, and thus Fon is PTIME computable. Hence RDC(FO, Finono) is in #P.

This completes the proof of Theorem 9.3. O

COROLLARY 9.4. For identity queries, in the presence of compatibility constraints
of Cpn, both the combined complexity and data complexity of Corollary 8.1 remain
unchanged for QRD, DRP, and RDC for Fyus and Fym.

However, when it comes t0 Frono,
— QRD becomes NP-complete;

— DRP becomes coNP-complete; and
— RDC becomes #P-complete under parsimonious reductions,

for both combined and data complexity. O

PROOF. In the presence of a set ¥ of compatibility constraints, for identity queries
we first study the combined and data complexity of QRD, DRP and RDC for Fys and
Fym. We then investigate these problems for Fiono.

(1) When F is Fjys or Fjym. Observe the following. (a) We have shown in the proof of
Corollary 8.1 that QRD, DRP and RDC are NP-hard, coNP-hard and #P-hard under
parsimonious reductions, respectively, for fixed identity queries, when X is absent.
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Thus the lower bounds carry over to the more general setting when > may be present.
(b) Corollary 9.2 tells us that when X is present, QRD, DRP and RDC are in NP, coNP
and #P, respectively, when @ is a CQ query that is not necessarily fixed. Observe that
CQ subsumes identity queries. Hence for identity queries, QRD, DRP and RDC are in
NP, coNP and #P, respectively, in the presence of X. Therefore, for identity queries,
the combined complexity and data complexity of QRD, DRP and RDC are NP-complete,
coNP-complete and #P-complete under parsimonious reductions, respectively, in the
presence of .

(2) When F' is Frono. Observe the following. (a) We have shown in the proof of The-
orem 9.3 that QRD, DRP and RDC are NP-hard, coNP-hard and #P-hard under
parsimonious reductions, respectively, for Fi,.no, by using a fixed identity query @ in
the presence of X.. Thus these lower bounds hold here. (b) The upper bounds given in
the proof of Theorem 9.3 for QRD, DRP and RDC carry over here, since Q(D) is PTIME
computable when @ is an identity query, even if it is not fixed. From these we can see
that for identity queries, the combined and data complexity of QRD, DRP and RDC
are NP-complete, coNP-complete and #P-complete under parsimonious reductions,
respectively, in the presence of X.

This completes the proof of Corollary 9.4. O

COROLLARY 9.5. For )\ = 0, in the presence of compatibility constraints of C,,, the
combined complexity bounds given in Theorem 8.2 remain unchanged for QRD, DRP
and RDC, while the data complexity becomes

— NP-complete for QRD;
— coNP-complete for DRP; and
— #P-complete for RDC under parsimonious reductions,

no matter for Fyus, Fym and Fhono, and for CQ, UCQ, IFOTand FO. O

PROOF. For A = 0, we first study the combined complexity of QRD, DRP and RDC,
and then investigate their data complexity.

(1) Combined complexity. Observe the following. (a) The lower bounds given in Theo-
rem 8.2 for QRD, DRP and RDC, respectively, are established when ¥ is absent. Hence
these lower bounds remain intact when ¥ is possibly present. (b) The upper bounds
given there carry over here when ¥ is present. Indeed, along the same line as the proof
of Corollary 9.2, we can revise the algorithms of Theorem 8.2 such that the revised
algorithms work in the presence of X, with the same complexity since whether U | &
can be checked in PTIME.

(2) Data complexity. We first study QRD, DRP and RDC for Fyys and Fum, and then
consider these problems for Fiono.

(2.1) When F is Fys or Fym. We show that in the presence of a set Y of compatibility
constraints, for A\ = 0, QRD, DRP and RDC are NP-complete, coNP-complete and

#P-complete under parsimonious reductions respectively, for fixed queries in CQ,
UCQ, IFO*and FO.

(2.1.1) Lower bound. It suffices to verify that when F is Fys or Fum, QRD(CQ, F),
DRP(CQ, F') and RDC(CQ, F') are NP-hard, coNP-hard and #P-hard under parsimonious
reductions, respectively, when A = 0 and ¥ is present.

We first show that QRD(CQ, Fius) and QRD(CQ, Fium) are NP-hard by reduction
from 3SAT. Given an instance ¢ of 3SAT, we construct the same D, Q, ¥ and
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functions d, and d4is as their counterparts given in the proof of Theorem 9.3 for
QRD(CQ, Fimono)- Recall that 4, is defined as follows: 6,¢(¢,Q) = 1 if t € D = Q(D),
and for any other tuples ¢ of Rg, d.(t',Q) = 0. Thus, when A = 0, for each set U
consisting of k£ tuples in D, Fus(U) = (k — 1) - > ,cy6ei(t,Q) = (k — 1) - Frono(U),
and Fym(U) = mingey 0l (t,Q) = (1/k) - Frono(U). Moreover, the lower bound of
QRD(CQ, Fimono) in Theorem 9.3 is verified by setting A = 0. Thus for QRD(CQ, Fiis), we
let k =1land B = (I—1)-1; and for QRD(CQ, F\um), we let k = [ and B = 1. Along the
same line as the proof of Theorem 9.3, we can show that ¢ is satisfiable if and only if
there exists a set U valid for (Q, D, X, k, F, B), when F is Fys or Fyum.

We next verify that DRP(CQ, Fus) and DRP(CQ, Fum) are coNP-hard by reduction
from the complement of 3SAT. Given an instance ¢ of 3SAT, we use the same reduc-
tion given in the proof of Theorem 9.3 for DRP(CQ, Fiono), except the following: for
each set U of k tuples of schema Rq, (a) Fus(U) = (k — 1) - >,y 0l (t,Q); and (b)
Fum(U) = mingep drei(t, Q). Recall that we show the lower bound of DRP(CQ, Fiyono) in
the proof of Theorem 9.3 by using A = 0. Thus along the same line as that proof, one
can verify that ¢ is not satisfiable if and only if rank(U) < r, for Fius and Fym.

Finally, we show that RDC(CQ, Fums) and RDC(CQ, Fmm) are #P-hard by parsi-
monious reductions from #SAT. We have shown in the proof of Theorem 9.3 that
RDC(CQ, Fimono) is #P-hard under parsimonious reductions for fixed queries, when
A = 0. Given an instance ¢(X) of #SAT over variables X, along the same line as
the analysis in the proof of QRD(CQ, Fius) and QRD(CQ, Fium) given above, we can
use the same reduction given in the proof of Theorem 9.3 for RDC(CQ, Finono), €xcept
the following: (a) for RDC(CQ, Fus), we let ¥k = [ and B = (I — 1) - [; and (b) for
RDC(CQ, Fum), we let k = [ and B = 1. Similarly, we can show that the number of
truth assignments of the X variables that satisfies ¢(X) equals the number of valid
sets for (Q, D, X, k, F, B), when F is Fys or Fyum.

(2.1.2) Upper bound. We only need to show that QRD(FO, F), DRP(FO,F) and
RDC(FO, F') are in NP, coNP and #P, respectively, when F' is Fys or Fym. Clearly, the
upper bounds given in Theorem 9.3 for QRD(Lg, F'), DRP(Lg, F') and RDC(Lg, F) for
Fus and Fyw carry over to the special case when A = 0.

(2.2) When F' is Fyono. Observe the following. (a) The lower bounds given in the Theo-
rem 9.3 for the data complexity of QRD(Lg, Fimono), DRP(Lq, Fmono) and RDC(Lq, Finono)
are established by using A = 0. Thus the lower bounds hold here. (b) All the algo-
rithms for these problems given there work in the special case when A = 0. Thus
the upper bounds carry over here. Hence when X is present, the data complexity of
QRD(Lq, Finono), DRP(Lg, Frmono) and RDC(Lg, Finono) are NP-complete, coNP-complete
and #P-complete under parsimonious reductions, respectively.

This completes the proof of Corollary 9.5. O

COROLLARY 9.6. For \ = 1, in the presence of compatibility constraints of C,,, the
combined complexity bounds given in Theorem 8.3 remain unchanged for QRD, DRP
and RDC.

The data complexity bounds of Theorem 8.3 remain unchanged for Fys and Fyw. In
contrast, for Fyono and for CQ, UCQ, IFO*Tand FO,

— QRD is NP-complete;
— DRP is coNP-complete; and
— RDC is #P-complete under parsimonious reductions. O
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PROOF. When A = 1 and X is present, we study the combined complexity of QRD,
DRP and RDC, followed by their data complexity.

(1) Combined complexity. Observe the following. The lower bounds given in Theo-
rem 8.3 for QRD, DRP and RDC are established when X is absent. Thus the lower
bounds hold in the more general setting when X is possibly present. Furthermore,
the upper bounds given in Corollary 9.2 for QRD, DRP and RDC carry over here to the
special case when \ = 1.

(2) Data complexity. We next study the data complexity for Fis, Fym, and Frono-

(2.1) When F is Fys or Fyyw. In this setting, observe the following. (a) The lower bounds
given in Theorem 8.3 for QRD(Lq, F'), DRP and RDC are established when ¥ is absent.
Thus the lower bounds also hold in the presence of Y. (b) The algorithms given in the
proof of Theorem 9.3 for QRD, DRP and RDC work in the special cases when \ = 1.
Therefore, the upper bounds given there remain valid the the special setting.

(2.2) When F is Fono. We show that QRD(Lg, Finono); DRP(Lg, Fimono) and RDC(Ly,
Frono) are NP-complete, coNP-complete and #P-complete under parsimonious reduc-
tions, respectively, for fixed queries in CQ, UCQ, 3IFO"and FO.

(2.2.1) Lower bound. We first study the lower bounds.

We show that QRD(CQ, Finono) is NP-hard by reduction from 3SAT. Given an in-
stance ¢ of 3SAT, we use the same reduction given in the proof of Theorem 9.3 for
QRD(CQ, Fimono), except the following: (a) dgis is a constant function that returns 1 for
any two different tuples of schema Rg; (b) when A = 1, for any set U of tuples of
schema Rg, Finono(U) = (A/(|Q(D)| - 1)) - Yieveq(p)(dis(t,t'); and () k =l and B =
1-(I1-1)/(]Q(D)|—1). Along the same line as the proof given there, one can readily verify
that ¢ is satisfiable if and only if there exists a valid set U for (Q, D, X%, k, Fiono, B)-

We next show that DRP(CQ, Fiuono) is coNP-hard by reduction from the complement
of 3SAT. Given an instance ¢ of 3SAT, We construct the same D, ), U, ¥ and r as their
counterparts given in the proof of Theorem 9.3 for DRP(CQ, Fiono), and moreover, we
define the same function Fi,ono as the one given there when A\ = 1. Along the same line
as that proof, one can verify that ¢ is not satisfiable if and only if rank(U) < r = 1.

We verify that RDC(CQ, Finono) is #P-hard by parsimonious reduction from #SAT.
Given an instance ¢(X) of #SAT, we construct the same D, @, ¥, k, B and function
Froono as their counterparts given above for QRD(CQ, Finono). It is easy to verify that
wx is a truth assignment of X variables that satisfies ¢(X) if and only if there exists
a valid set U for (Q, D, X, k, Frono, B) that encodes px, such that U consists of | tuples
in D, one for each clause, in which the values for the variables in X agree with ux.
Thus it is indeed a parsimonious reduction. From this it follows that RDC(CQ, Finono)
is #P-hard under parsimonious reductions.

(2.2.2) Upper bound. We have already shown in Theorem 9.3 that QRD(FO, Fiono),
DRP(FO, Finono) and RDC(FO, Fiono) are in NP, coNP and #P, respectively, in the
presence of X.. Thus the upper bounds carry over here to the special case when \ = 1.

This completes the proof of Corollary 9.6. O
COROLLARY 9.7. For a predefined constant k, in the presence of compatibility

constraints of C,,, the combined complexity and data complexity of Corollary 8.4
remain unchanged for QRD, DRP and RDC, respectively. O

ACM Transactions on Database Systems, Vol. V, No. N, Article A, Publication date: January YYYY.



On the Complexity of Query Result Diversification App-17

PRrROOF. We first study the combined complexity. Observe the following. (a) The
lower bounds given in Corollary 8.4 for QRD, DRP and RDC are established for a (fixed)
constant £ when compatibility constraints are absent. Thus the lower bounds remain
intact in the more general setting when compatibility constraints are present. (b) The
upper bounds given there also carry over here. This follows from the fact that the algo-
rithms developed in the proof of Corollary 9.2 for QRD, DRP and RDC in the presence
of compatibility constraints obviously work in the special case when & is a constant.

For the data complexity, consider the algorithms given in the proof of Corollary 8.4
for QRD(FO, F'), DRP(FO, F') and RDC(FO, F'). Along the same line as the proof of
Corollary 9.2, we revise these algorithms to inspect candidate sets for (Q, D, %, k), by
additionally checking whether U = X. Clearly, the revised algorithms work here and
the problems are still tractable, since it is in PTIME to check whether U = .

This completes the proof of Corollary 9.7. O
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