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Intreduction

Computer Supported Cooperative Work (CSCW) (Ellis e af,
1991} is oseensibly concerned with supporring the activities of
wark groups through the use of compurer technology. How-
ever, to dare, CSCW systems (groupware) have emphasised
technological issues of supporr ar the expense of social issues
such as relationships, roles and social protocols.

We postulace that this sicuarion has arisen because the majority
of groupware designers are technologists who have both the
experience and rools ro develop new and effective hardware
and software. Unfortunately they do not have toals or experi-
ence to effectively analyse and provide support for social facers
of group working. Multidisciplinary development teams may
contain group work experts, but common languages and
vocabulary for precise communication regarding social and
relationship aspects of systems are lacking. Groupware design-
ers and developers also require twols to embed their considera-
rions of social issues in systems and then to analyse those
systems and the work of the groups which use chem.

We have attempred ro ameliotate this situation by developing
a farmal notation of the rrust that is present berween individ-
uals in collaborative activities. The notation can be used in the
representarion and consideration of social relationships in the
context of CSOW,

We suggest thar trust is a key factor in the efficacy of both intra-
group and inter-group activities, and that it can be formalised
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and then exploited in the design and analysis of CSCW gps
rems. We call our formal descriprion TRUST in order to differ-
entiate it from wider dehnitions. Porenual uses of TRUST ina
group work context include the following:

= it can be used as a rool for the discussion of the design of
CSCN systems;

* it can be embedded in computer systems o mediabe cooper-
arive computer based activities;

= it can be used 1o record and analyze group activity;

= it provides a tool for the discussion and clarification of orust
and its role in group activiries.

The development of the formalism addresses the need for sup-
port beyond technical issues for designers involved in the
development of multi-user-centered systems.

Describing TrusT

Trust is a common phenomenon that has been extensively dis-
cussed in the literature of sociology, social psychalogy and phi-
losophy. Its importance in societies and interpersonal
relationships is often highlighred. Golembiewski and MeCo-
nkie (1975} have stated “Perhaps there is no single variable
which so thoroughly influences interpersonal and group
behaviour as does rrust...”. Luhmann (1979} has argued thar
without it we would not be able to face the complexities of the
world, because it enables us to reason sensibly about the possi-
bilities af everyday life. It has been suggested thar sociery would
collapse if crust was not present {Bok, 1978; Lagenspetz,
1992}, Proposed benefits of rrust include berter accomplish-
ments in task performance (Golembiswski & McConkie,
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1975), greater and more healthy personal development and the
ahility o cooperate (Argyle, 1991; Deursch, 1962).

Lirebe investigation has been carried out into the role of trust in
acomputational context beyond security issues (such as Reirer,
19961, or the human-machine relationship (such as Muir,
1987 and Arion e all, 1994),

We have drawn on related studies of trust in the development
af our notation. From Deursch (1962) and Zeckhauser (1990)
we adope the notion of utility playing a role in rrusting behav-
iowr and chat the urilicy of a work context is directly related 1o
the likelihood of an individual cooperating with others in that
cantext. We aleo adopr Deutsch's view that individuals assume
similar behaviour in others. We rake Luhmann's {1979) view
that rrust is concerned with managing complexity and risk.
From Barber (1983) we adopr the view thar reust facilitates
expectations about furure behaviour of others, implying a his-
tory of trust and use of char history o reason abour furure
actions. We diverge from Barber's view that trust in an indivad-
ual can not be generalised across contexts through our use of'a
finer grain representation of rrust. A key influence is Gam-
bereas (1990} use of probabilistic values to represent levels of
trust, We adopt this approach although with an amendment to
provide a stronger intuitive link berween values and their
SETANIECS,

Our building blocks of TRUST and the soctal aspects of group
work are as follows:

People. Individuals and groups are the entities whose acrivities
are mediated by a TRUST framework, We represent individuals
byabc .. zd, .. fa .2 and so on Individuals are
members of the set of all individuals (everyone), and may be
collected into groups. We represent groups of individuals
GGy Gy d .

Contexts. Interactions between individuals have a conrext.
The behaviour of an individual may vary greatly from context
toconeext. Ohur view of contexts 15 simply as asks thay individ-
uals may undertake collaboratively. We represent con-

DEKTS ..., 0L O, .ot . e O oo is context o from xb
poing of view, B, is context i from ys'. IF aset of people form
agroup ) with a fixed ser of contexts, that set of congexts is
noated Cg; .

Basic trust. A group member has a disposition which we call
basic trust. It may be derived from previous experiences, and
may change as a result of new experiences. T represents the
basic trust of individual x and has a value in the range [-1.+1].

Knowledge. A representation of knowledge of athers provides
an indication as to whether contexr specific information is
available to interacting group members, in order o form
expectations regarding behaviour. & (v) represents the fact that
xhas mer yat some time and thar x can remember ir.

K, {3} represents the opposite,

L 1 the Formutae thar follow, the subscripe is often dropped, because ir is
evident which agenr is involved,
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General trust: Given that rwo individuals know each other,
they will have a general notion of how much they truse each
other, regardless of the conrexr. We term this peneral wrust,

T (¥} represents the amount of trust thar xhas in yand has a

value in the interval [-1,+1]. It is not relative to any specific
CONtExE.

Contextual trust. "When individuals have mert each other in a
specific context they have contextual rrust. To describe the
trust berween xand yin context awe use T (v, o) which takes
a'value in the interval [-1,+1].

Importance, Interaction in any given context will have some
level of importance arrached to it by the individuals involved.
It may be important for an individual to get a task done, 1o gee
it done correctly, not done and so on. We represent the impor-
tance of a context o for xwith 7 e . It has a value over the
interval [0L+1].

Uility. Individuals expect some return from cooperation. We
call the expected rerurn wtifiyand represent the utility x gains
from context @, U () which has values over the interval

-1:+1),

These building blocks provide a basic framework for abseract
discussion abour relationships in group work which are medi-
ated by rrust. This provides CSCW system designers with a
vocabulary for discussion, and a notation for description.

Manipulating TRUST

To this point the formalism allows us to represent and quantify
Facets of group members and relationships berween them, We
can also represent and quantify some aspects of the group wark
contexts that members may find themselves in.

The definition so far is purely representative. In order for
TRUST to be used in mediating or analysing group wark it
must describe how members determine whether or nat 1
cooperate with each other. This is achieved by indicating how
group members determine contextual erust and the threshold
above which they will cooperare in a given context,

Determining Contextual Trust

In the case —& (v} the contextual trust is devermined by the
basic trust of x (7 ), modified by the utility and imporeance of
the context from the point of view of x

Tlv o) = U lopx] (o) T

Inthecase & iy) bur —K (v e} the importance and utility
of the context also impact on the contextual rust. However, in
this case, more specific previous experience of the trustee is
available in the form of general reust. Therefore contextual
trust is determined by the general trust of xin ¥ (7 (v} ), mod-

Valume 2%, Mumber 3 Juby 1557 a7



ified by the utilirand importance of the context fram the
point of view of x

Ty 00 = U fodxF (a)x T ()

In the case K (y. o) the trust level for the trustee in the current
context is estimated from previous levels of trust in the trustee
in the same context. Importance and utiliy are constane for an
individual with respect o a given context, although they will
be different for different contexts. Therefore, given thar they
have parely determined past trust levels with the trustee in the
current context they are not required here, The estimare is
notated T (v w) , therefore

Ty = T [y o)

W do not specify how this estimation takes place. One
approach may be o derive the estimate dependent on the dis-
position of the truster. An optimistic truster may take the max-
imum of those values, a pessimistic truster the minimum, or a
realist the mean.

Determining the Cooperation Threshald
The threshold above which an agent will cooperate with a trus-

tee in @ given context is notared  Cooperation_Threshold (o)
So

T iyl > Cooperation_Threshold, (o) = Will_Cooperatedr, v)

Three factors determine the cooperation threshold. As the risk
thar the truster perceives in given context increases so should
the threshold, The risk is moderated by the perceived compe-
tence of the trustee; the higher the competence in the current
context, the lower the threshold. The importance of the cur-
rent context also moderares che threshold. Therefore

Perceived _Risk (a)
Perceived_Competence, (¥, ) = f (2}

Cooperation_Threshold (o) =

We define both Perceived_Risk and Perceived Competence 1o
have values in the range [0,1] but are continuing to develop full
definitions of how they are derived.

Updating Trust

5o far we have provided a notation to describe under which cir-
cumstances cooperation between individuals may or may not
take place. However, the formalism is, as it stands, static. Val-
ues will remain constant and behaviour will not adapr o
changing circumstances. We therefore introduce dynamic
behaviour which provides for the update of values as a resulr of
ineeractions berween individuals,

An interaction berween group members xand y may result in
revisions to basic, general and contextual truse values for the
wwa members. Therefore, we must extend the formalism 1o
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incorporate such modifications. The level of modification of
trust values is an issue. We contend that after an interacrion
berween group members, contextual trust is modified the mose
as the rruster can consider with certainty the most recent
behaviour of the trustee in the current contexr. General trusets
modified less than contexual truse because the interaction was
in only one of perhaps several contexts. The smallest modific-
tion is made o basic trust because the interaction was with one.
of pcrhaps several individuals in one of p:rl'laps several con-
rexts,

Members of a group are considered o have a level to which
they are prepared to modify trust values. This is determined by
a member’s own disposition and by the disposicion of the
group as a whole. Here we take the view that as basic must
increases so will the level of modification, and as basic truse
decreases, so will the level of medification. This models a
group member’s truse that trustee’s behaviour was consistent

and predicrable.
Exploiting TrusT

The formalism described above provides a noration which may
support CSCW systems designers in describing

= group members and the relationships beoween them;

+ contexts in which group members may find themselves;

* under whar circumstances group members will cooperate
with each other

and we further outline how it may be extended ro derermine

* how group members’ outlooks may change as a result of the
acrions of themselves and others,

As such, 1t 15 a tool that allows concise and unambiguous
descriptions of the social relationships in group work associ-
ated with the use of 2 CSCW system.

The formalism has been developed with the goal chacicis
implementable in compurer software and that designers may
move from its descriptive use to a direct representation in a
programming language. We have developed two software
implementarions to act as restheds for TRUST. One uses a con-
ventional imperative programming language (C) in a Unix
environment, The other uses an event based seripting language
(HyperTalk) in an Apple Macintosh environment.

Trust may be used to mediate (or appropriately constrain]
group acrivities. Some CSCW systems such as ACE (Dykstra
and Carasik, 1991), Grove (Ellis ez 2f 1991) and PREP [MNeu-
wirth ezl 1993) have provided little or no constraine on user
activiry. In these cases the onus is on users to develop, enforce
and maintain social protocols, Others such as Quilt (Leland et
al, 1988) and Coordinator (Winograd, 1987) have imposed
strict constraints based on theories of group activity or intui-
tions about roles and constraints. As contextual erust and coop-
eration threshold values arc subjective and dynamic, TRUST
has the potential 1o appropriarely constrain activity berween
{and including) the extremes of no constraint and complete
CONSETAINE.

SIGCHI Bulletin



One use thar we described for TRUST was that of a wol for
analysis of group work. We have established thar it is imple-
mentable in software through our prototype implementations.
Although TRUST may be used as a tool for imposing appropri-
ate constraints it may be ‘deacrivated’ in a system so that it does
not actively constrain the activities of group members. In this
case it could continue to record events as if it were active, to
reveal the evolution of relationships, member behaviour in
given contexts and so on. Its subjectivity and fine grain detail
facilicates the caprure of rich data abour the group process.

Further Development of TRusT

Adoption of Discrete Positive Values

The use of negative TRUST values is effective in the descriprion
of an individual’s view of the environment. However, when any
wwo of U ), 1 (e} and T are positive in

Tiva)=Uja)=l {a)=T,

a small change from positive to negative in the third has a
major effect on the outcome. Also two negative values and one
pasitive on the right hand side of this equation produce a pos-
itive result. For this reason we will consider the adoprion of
positive values only,

Although real values provide subtle expressivity they may be
unnecessarily fine grain. We will investigate the use of a finite
set of rational number values thar a TRUST variable can rake.

Abstraction for Individucls and Contexts

Itis unlikely that designers will be able to describe specific indi-
vidual group members in advance. They may, however, be in a
pasition to describe roles which may be adopred by, or allo-
cated to group members. We will extend the formalism o
allow such abstraction which will also support designers in
describing constraints on acrivities associated with roles and
how members in those roles may react to the behaviour of oth-
ers in the group.

Extending the Formalism to Support Dissemination of Knowledge

So far, the formalism that we have presented allows an individ-
wal xto determine general and contextual trust for individuals
which are not yer known. This is achieved with reference to the
basic and general trust assigned 1o x. A more sophisticared, and
perhaps more realistic, technique for determining trust in such
3 context is dissemination of knowledge. Perceprion of others
in human relationships is determined, to some extent, by third-
party perceptions in addition to personal experience. This
approach can be introduced into an extended formalism,

Extending the Formalism to Support Inter-group Trusi

As it stands, the formalism addresses only intra-group relation-
ships. Group working is not only concerned with interactions
within a single group, bur also with inter-group interactions
and individual to group interactions. Johnson & Kerndge
(1992) have described why it can be just as desirable to support
inter-group interactions as intra-group interactions. Often
groups must work rogether o undertake large rasks. Just as
optimal cooperation berween individual group members can
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improve both the product and the process of the group work,
50 can optimal cooperation berween groups. We may view
groups as meta-individuals, whose areribures are derived from
an amalgamarion of the artributes of its members. The formal-
ism will be extended to encompass this notion.

Introducing Heterogeneous Agents

The current formalism considers people invalved in group
wark, This is useful for describing social relationships and can
be translated into sofeware to represent people and relarion-
ships. However, in CSCNW systems, collaboration is nor juse
person-to-person, but takes place via computer programs and
dara. We will consider the extension of the formalism o into-
duce a definition of an agent which will encompass people and
the software and dara thar they use.

Summary

CSCW necessarily involves Human-Computer Interaction — it
is concerned with supporting human-human interaction using
computer software and hardware. In this paper we have
emphasised the human-human aspeces of CSCW such as the
relationships berween group members, We have provided a
framework for representing, discussing and reasoning abour
group activity which includes a notation for trusting behav-
iour. This may be used by CSCW system designers and in the
computer element of human-computer-human interaction to
appropriately mediate or record group acriviy.
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