How Application
Domains Define

Check for

Requirements for

Gri

WiTHouT pbouBT, HIGH-PERFORMANCE COMPUTING

Inspired and guided by HAS TRANSFORMED THE PRACTICE OF SCIENCE AND
the limitations of
scientific applications,
new enabling high-
performance technology compuTER PERFORMANCE, SOFTWARE ENGINEERING,
is being developed for
scientists and engineers,
explored here through its
value in chemical SOLVED BUT WILL OPEN WHOLE NEW visTAs. A

ENGINEERING AT ALL LEVELS-A REVOLUTION THAT IS

ONLY JUST BEGINNING. CONTINUING ADVANCES IN

AND COMMUNICATION NOT ONLY WILL IMPROVE THE

EFFICIENCY WITH WHICH EXISTING PROBLEMS CAN BE

engineering. PRIMARY CHALLENGE, AND A MAJOR DRIVING FORCE

BEHIND THE NATIONAL COMPUTATIONAL SCIENCE

Gregory J. McRae

COMMUNICATIONS OF THE ACM  November 1997 /Vol. 40, No. | 1 75


http://crossmark.crossref.org/dialog/?doi=10.1145%2F265684.265694&domain=pdf&date_stamp=1997-11-01

Alliance, a participant in the National Science Foun-
dation Partnerships for an Advanced Computational
Infrastructure  (PACI) program, is to realize this
computational capability, not just for “expert” users
but for the computational science and engineering
community at large.

t the dawn of digital computing,

application scientists were intimately
involved in the design and program-
ming of computational environ-
ments-an  arrangement  not  generally
in effect today. This lack of involvement is unfor-
tunate, because application researchers and com-

puter scientists have much to learn from one
another. In the NSF Supercomputer Centers pro-
gram, 1985-1997, some similar but ad hoc work
was carried out by a few remote supercomputer
users. But no overal effort was funded to assign-
computational scientists and engineers and to
developing new computational infrastructure. The
Alliance, beginning Oct. 1, 1997, changed that
situation in the form of its six Application Tech-
nologies (see the first sidebar, “Alliance AT teams’).
Particular attention is given to the teams' role in
defining new enabling technologies and how the
Alliance’s Enabling Technologies (ET) teams can
help the broader scientific and engineering com-

Alliance AT Teams

Chemical Engineering. A key goal of
the Chemical Engineering team s to
develop @ integrated, Web-based prob-~
lem-solving environment facilitating access
to high-performance computmg and dis-
tributed databases and enabling interactive
collaboration among team members at dif-
ferent sites. A particular feature of the pro-
posed Chemical Engineer’s Workbench i
1ts ability to simplify use of multiple com-
mercial/research codes to ad new process
and product design in the microelectron-
1¢8, pharmaceutical, and process-engineer-

ing industries.

Cosmology The Cosmology team's goal 13
to develop advanced computational tools to
help astronomers understand the orgin Of
cosmological large-scale structure aswell as
the formation and evolution of its astro-
physical components (galaxies, quasars. and
clusters). It will develop sophisticated yimu-
lation codes and analysis software. opti-
mized for Distributed Shared Memory. that
will be made available to the astronomical

community.

Environmental Hydrology. Large-scale
environmental processes are linked together
1 immensely complex systems. such as the
Mississippi River basin and the Chesapeake
Bay watershed. The goal of the Environmen-
tal Hydrology team is o create numerical

modeling, data analysis. and visualization
software that can be used in event prediction
and in evaluation of environmental phe-
nomena, with application to emergency
flood management, logistical operations.
and ecosystem management. It will create a*
improved modeling capability by linking iso-
lated models {atmospheric precipitation,
surface water flow. watershed ecosystems)
into a computational infrastructure for
event-driven, multispatial, multitemporal

environmental problems.

Molecular Biology. Biology 1s rapidly
becoming an information-driven science.
In recent years, technological advances in
such areas as molecular genetics, proten
sequencing, and macromolecular structure
determination have created a* enormous
flood of data. The Molecular Biology team
will 1ntegrate software tools for searching
and analyzing genome and protein data-
bases for such interactive computation as
visualization and docking, scieatific instru-
ment control, and molecular simulation
programs (molecular dynamics, Brownian
dynamics, and Monte Carlo calculations)—
all from the Web-based distributed com-
puting infrastructure provided by the
Biology Workbench.

Nanomaterials. The Nanomaterials team
will develop and apply new software toolsto
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problems at the forefront of materials
research, such as surface phenomena, clus-
ter formation, new materials. 3D modeling
and design of integrated ¢ircuits at the
“deep submicron” scale. and coupling to
key experimental probes. such as the scan-
ning tunneling microscope. The Nanoelec~
tromes subteam plans a parallel, shared
computational prototyping epvironment
for electronic device design, along with
working prototypes for tools in support of

computational microsystem prototyping.

Scientific Instrumentation. The Sci-
entific Instrumentation team focuses on
the problems of importing huge volumes
of often time-critical observed data into
high-performance computing environ-
ments for processing. TWO sybteams—
Biological Imaging and Radio
Astronomical Imaging—will each work
with the ET teams to over-come the limi-~
tations Of present analysis and data-han-
dling environments by integrating
imaging systems With high*performance
computing environments. Together with
the Cosmology team, these teams have
identified the need for computational
observatories and interactive, collabora-
tive environments for the processing, dis-
play, analysis, and archiving Of scientific
data arising from large-scale simulations
and remote instrurnents.



munities learn about, then embed, advances in the
computing and communication infrastructure into
their research programs.’

To illustrate the cross-disciplinary philosophy
inherent in all Alliance activities, this article
explores the approach being adopted by the Chem-
ical Engineering team. (See Ostriker and Norman in
this issue for mote on the infrastructure needs for
solving very-large-scale problems in cosmology and
the Cosmology team’'s five-year development goals.)

Applications: Driving Force for Change
A key motivation behind the Alliance’s formation
was the view that if discipline-specific computa-
tional scientists and engineers and computer scien-
tists could be systematically brought together, there
would be synergistic benefits to the general commu-
nity. For example, application researchers collaborat-
ing with computer scientists would be able to learn
about existing computational tools, tools soon to be
available, and, mote important, help develop new
tools that don’'t yet exist. Similarly, computer scien-
tists would be able to test new ideas, algorithms, and
hardware against real-world problems. The give and
take between the two communities has worked well
in isolated cases in the past; the next stage is to reap
the benefits of a much larger U.S. collaboration.
The funded Alliance computer scientists were
chosen from among leading university researchers so
their areas of expertise span the hardware and soft-
ware technologies needed to create a qualitatively
new level of U.S. computational infrastructure.
Their five-year plans are laid out in the severa arti-

cles in this issue on the ET teams-Parallel Com-
puting, Distributed Computing, and Data and
Collaboration.

The AT teams were chosen to include application
drivers for the numerous subcomponents of a
national-scale computational infrastructure, and for
their ability to build on Alliance partner strengths
developed over the past decade. Selection of team
members was based on several personal criteria: expe-
rience in high-performance computing and commu-
nications, participation in well-funded basic research
programs in the underlying science or engineering, a
willingness to disseminate their findings to a larger
community, and most important, a commitment to
interact with Alliance ET teams in the design, devel-
opment, and rapid prototyping of an advanced com-
putational infrastructure. As early adopters of new
infrastructure, AT teams will challenge existing par-
adigms and drive development of innovative software

IThis work is supported by the NSF's PACL, effective Octaber 1, 1997

tools and collaborative problem-solving environ-
ments. The span of disciplines guarantees the infra-
structure developed will be generic enough to be of

use to the entire research community.

Community Spirit

Is the Alliance more than just the sum of its parts?
Even before funding for the Alliance became avail-
able, several all-hands meetings of the participants
were held. These meetings demonstrated an emerg-
ing community spirit and a widespread willingness
to collaborate. Each AT team, as well as the Educa-
tion, Outreach, and Training team, prepared an ini-
tial statement describing its software needs and
development plans. These statements formed the
basis for iterative refinement with the ET teams
plans. The resulting sense of community and dialog
were extremely encouraging. In the future, face-to-
face meetings will be supplemented with electronic
collaborative tools and Web-based repositories of
programs, plans, and results from each project team.

A particularly important result was a list of soft-
ware/hardware needs common across all applica-
tions. From these needs, the three ET teams were
organized:

Tools for parallel computing. All AT teams
requite orders-of-magnitude increases in computing,
memory, and input/output. Achieving this technol-
ogy support requires better software tools for paral-
lelizing and optimally tuning codes to architectures.
Portability and scalability are more important than
ever, due to the increasing use of multiple-architec-
ture leading-edge and midrange machines and their
coupling to very powerful local workstations. For
example, closely coupling parallel graphics engines
to parallel computers (called visual supercomputing)
significantly enhances a researcher’'s ability to ana-
lyze the results of large computations. These projects
will enhance the capabilities of the super-nodes of the
National Technology Grid (see Stevens et al. in this
issue).

Tools for distributed computing. Special software
is needed to permit the agile scheduling and facile
utilization of distributed heterogeneous computa-
tional resources for very-large-scale distributed sim-
ulations and for distributed data acquisition.

Making distributed systems usable requires tools
supporting the development, profiling, and opti-
mization of distributed applications. Coupling vir-

tual environment devices with high-bandwidth
networking will alow interactive steering of algo-
rithms and remote use of scientific instruments.
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Chemical Plant

very different disciplinary c¢com-
munities, their software needs
overlap in many areas, such as
adaptive-mesh  techniques  for

- Fi=La+ ¥y resolving dynamically evolving
- % ‘k’:jc concentration  gradients; man-
Tx=1 Xx=1 aging large datasers; and assim-
S o ilating data from remote
; % & =k (T, P, %)
Structural representation of / sensors. Because the needs are
processes oceuring in plant g - .
/s common, it is possible to sub-

stantially leverage Alliance
resources and bring many dif-
ferent perspectives to bear on
problem solving.

Industrial and

Figure I.
Predicting the chemical dynamics occurring
inside a chemical plant involves modeling
individual pieces of equipment as well as how
the component parts interact.

Such U.S. system integration and optimization
problems are far beyond the ability of any single
application researcher to achieve. These projects
unite the Grid's components.

Tools for data-intensive computing and collab-
oration. As computational science and engineering
become more information-intensive, advanced
technologies must be provided for efficient data
storage/retrieval in a distributed environment
invisible to the user. Mechanisms are required to
supplement data with metadata that can be
searched and correlated by distributed clients.
Multiple data types have to be equally accessible,
and novel scalable data visualization and data min-
ing techniques have to become widely available.
Technologies  supporting  distributed  collaborative
teams of developers, researchers, and educators are
also needed to provide a uniform level of access to
information and tools, regardless of team members
geographical locations. As computational  science
and engineering groups come to rely on these new
methods, including immersive collaboration, ses-
sion-capture and replay technologies have to be
developed through distributed file and data struc-
tures. These projects add a layer to the Grid of data
management, visualization, and collaborative tools,
preparing the Grid for end-user applications.

A particularly striking feature of the discussions
among AT teams was the frequent reference to the
need for common tools. While the AT teams serve
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Community Outreach
Technology transfer is another critical aspect of the
missions of all AT teams; indeed, the Alliance's over-
al performance will be measured by how widely the
computational infrastructure it develops is adopted.
Drawing on the experience of its academic partners
and with input from industry, the Alliance has
adopted a simplified conceptual framework for tech-
nology transfer consisting of three maor stages—
research, development, and deployment. The first is
where ideas are transformed into research proto-
types, an arena that has been well funded for several
decades in universities by such federal agencies as
NSF and DARPA and that has involved traditional
peer-reviewed individual researchers and is the basis

for U.S. technology innovation.
key aspect of Alliance philosophy is to
systematically build on that tradi-
tional base by funding a new infra-
structure-development stage to harvest
promising new research prototypes,
moving them to advanced-deployment prototypes

through national-scale Alliance testbeds. This com-
plex activity requires interactions between computer
science researchers, Alliance staff, and computer,
communication, and software vendors. This stage
was previously not systematically funded by NSF
and DARPA and is precisely the reason for funding
the new PACI program. The NSF review process
specifically stipulates that the AT teams are not
funded for basic disciplinary research but to support
development of new infrastructure customized to the
requirements of their respective disciplines. Within
the Alliance framework, each team's performance
will be peer-reviewed and evaluated annualy while
providing an opportunity to introduce new applica-
tion areas.



The last stage—infrastrucrure deploymene—is
mainly carried out by che privare sector. Through
various mechanisms, the privare secror chooses the
infrastructure protorypes most worthy of ies major
investment and support, The Alliance has seleceed
a set of vendors—including Silicon Graphics/Cray
Research, Hewlerr-Packard, 1BM, Sun Microsys-
tems, Microsoft, Compurer Associares, Americech,
MCI, and AT&T—to help supporr and evaluate
many  Alliance infrastructure  development
projecrs.

The Alliance can also parricipate cheough its Edu-
cation, Outreach, and Training
team, helping build a new con-
stituency of users who would bene-
fic from access to the new
infraseeuceure. The NOCSA Induos-
trial Partners are alse closely linked
to this process and, chrough cheir
incernal wse of the advanced-
deplayment pracotypes, can them-
selves generate demand for che new
infrascructure.

Chemical
EngineeringfAlliance
Interaction

One of the AT reams—Chemical
Engineering—illustrares the
Alliznce’s general approach toward
interaction berween each ceam. The explosive
growth in computacional power avsilable 1o the
chemical engineering professions has been exploiced
in a variecy of praceical applicarions, from molecular
modeling to che simularion of the operacion of com-
plere production plancs. Conrinuing advances in
supercompurer speed and memory size, as well as
ever-expanding nerworking and communication
infrastruceure, novw influence every aspect of chemi-
cal engineering pracrice, from produce and process
design to crisis management and from everyday
administrarive activicies oo management of corporace
infarmation flow on a global scale [3, 4], As in all the
AT reams, the critical issue is how to CONCinge to
exploit the emerging compurarional, communice-
tion, and information capabilities.

One chemical engineering subdiscipline—process
modeling—has enaditionally used high-performance
compuring for fow-sheer simulations, in which
mathemacical models are used to describe the inger-
actions among various chemical processes DCCUETing
inside a planc. These models are cypically very large
systems of nonlinear algebraic or differential oL
tions derived from descriprions of rthe processing

units in the planc, cheir inrerconneccion topology,
and cheir design specificaions. An illuserarion of
this idea is shown in Figure 1 and described in mare
detail in [1], In pracrical applicacions, 2 whale plant
simularion might involve more than & million equa-
tions exhibicing a wide range of characteristic time
scales. These models are of enormous economic
importance to the design and operation of large
plants,

Just solving o flow-sheer model can rax che
resaurces of even the largest computers. When che
madlels are used for oprimal design calculacions, in

Chemical mactcn

Figure 2.

Semiconductor manufacturers need to understand the
physical and chemical processes leading to improved
wafer yields and surface morphalogies. Models and the
associared solution algorithms have to scale from the
atemic to the dimensians of the chemical reactar where
the wafers are manufactured. {Based on the wark of
Chemical Engineering team member
Klavs Jensen at MIT}

which many thousands of alcernatives might be con-
sidered, or when real-time-response: solutions are
needed for process-control applications, che demand
for compurational power escalares rapidly, Chemical
Engineering team member Richard Braare from che
Universicy of Illineis ac Urbana-Champaign is
involved in developing planc-wide concrol Systems
through assimilation of very large quantities of live
process dara from sensors and instruments, rapicd
contral calculations, and real-time response, So, in
addition to more mw computer power, researchers
need the abilicy o manipulare very large datmsecs.
Tight incegration of controls, process dara, and
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Figure 3.
Basic components of the Chemical Engineer's Workbench, with its links to Alliance teams

process modeling is crirical for complering the feed-

back loop needed to keep a chemical plant operating Table 1.

aprimally. Kay infrastructure requirements 1o
While problem size and data management arc support flow-sheet modeling, excerpted

cleacly important issues, often overlooked is chat the from a longer discussion of the needs,

time needed o formulace and build che mexdels schedules, and project deseribed in the

thiemselves may be cven MO expensive. Thus, there Alliance’s propasal te MSF [5].
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technologies for solving large sets of equations (see

Table 1). ABACUSS is an ideal test environment
because it incorporates many software innovations,
including object-oriented technology for modeling

chemical processes, as well as dynamic simulation
and the ability to use mixed continuous/discrete rep-
resentations of process variables. The system is also
capable of addressing industrial-strength problems
of the type supplied as test cases by industries.

The traditional chemical engineering approach—
choosing the process chemistry first, then developing
the manufacturing system-has resulted in high
costs for satisfying environmental regulations. The
key to the design of clean, efficient, and profitable
manufacturing industries is to integrate the selection
and application of product chemistry  processing
technologies, optimizing economic performance and
environmental quality. Furthermore, multiscale
models that depend on adaptive methods are needed
to introduce realism into chemical plant computa
tions.

The ability to quickly solve the plant model sets
the stage for optimizing overall system performance.
The MIT group will work with the Parallel Com-
puting team to develop parallel techniques to opti-
mize multistage dynamic systems, dynamic systems

with integer decisions, and dynamic optimization of
partial differential equation systems, all built on the
ABACUSS  platform.

Chemical Engineering and the

Next Generation of Microelectronics
icroelectronics are an integral and
dynamic part of modern society.
The trends toward equipment sup-
porting  300mm-wafer production,
features smaller than 0.2 micron

environmentally  friendly process chemistries, and

faster development times have created a pressing
need to better understand how to design and operate
production facilities. It is ironic that John von Neu-
mann, originaly trained as a chemical engineer, rec-
ognized early the potential benefits of massive
parallelism and the barriers posed by a limited
understanding and control of the fabrication

processes for circuit elements (see Figure 2).

Finding either a good design or the best set of
operating conditions for the process engineering of a
microelectronic device is a challenging task that has
to balance the complex relationships among film
growth, yield, and production times. Today, this task
is frequently done through large and costly experi-
menration. The microelectronics industry is cur-
rently involved in a major set of development

activities designed to produce the kind of process
simulation tools that have been available in the mote
traditional process industries. While there ate many
similarities to the problems described earlier, there
are also some new aspects. One of the most impor-
tant is the treatment of the very wide variation in
space scales that have to be considered for even an
approximate ~ model.

The Nanomaterials team will work on the algo-
rithms and applications needed to determine the
physical and electronic properties of the electronic
devices themselves. The Chemical Engineering team
and the Nanomaterials team will ultimately explore
novel surface chemistry phenomenon on ultra-small-
scale electronic devices and the processes needed to
manufacture them  efficiently [5].

The challenge is to take the outputs from models
of processes occurring on one scale and use them as
inputs to the next level. The problem is further com-
plicated by the fact that the modeling tools are often
proprietary computer codes designed to operate at
only one of the needed scales. The Chemical Engi-
neering team will collaborate with the Data and Col-
laboration team to design data exchange standards
for information movement among codes and with
the Distributed Computing team to implement a
solution manager able to run the individual codes in
a distributed computing environment.

In addition to the scale-matching issue, in which
different codes have to be linked together for a com-
plete simulation, another problem-horizontal code
integration-often occurs in process engineering cal-
culations. Most process modeling codes make exten-
sive use of physical property data. In practice, this
information can be determined by direct measure-
ment, from literature searches, or through different
estimation methodologies that can vary from simple
empirical  formulae to complex quantum chemistry
calculations.

Depending on which approach is used, there may
be large uncertainties in the numbers input into the
process modeling codes. The Chemical Engineering
and Data and Collaboration teams will jointly
develop new database representation schemes that
identify the different sources of information, remem-
ber the processing pathways used, and keep track of
the estimates of the uncertainties. New algorithms
for propagating uncertainty that can exploit parallel
and distributed architectures will be developed in
collaboration with the Parallel Computing and Dis-
tributed Computing teams. Many of the issues
involved in managing multiple data sources in
process engineering are the same as those encoun-
tered by the Molecular Biology team in the Biology
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Workbench (see the second sjdebar, “Biology Work-
bench”).

The Chemical Engineer’'s Workbench
Historically, most computational science and engi-
neering data was generated, processed, and analyzed
by a single researcher or a tightly knit research group
located at a single site. Cutting-edge computational
science and engineering increasingly requires dis-
tributed access to very large data archives, sophisti-
cated information mining, visualization techniques,
and collaborative exploration and data analysis. The
overall Grid integration framework for the Chemical
Engineering team will be the Chemical Engineer’s
Workbench, a Web-based computational environ-
ment for process engineering; it will be a unified,
multiscale environment for both reactor engineering
and optimization, extensible for higher levels of
integration.

A schematic representation of the elements of the
Chemical Engineer’s Workbench is shown in Figure
3, which also shows the interlocking ties to the other
Alliance teams involved in bringing the full Work-
bench into being. Perhaps in this example one can
best see the reasoning behind building the Alliance
from these teams, which provide specialized knowl-
edge both in computer science disciplines and in cus-
tomizations  of these disciplines to diverse
computational science and engineering fields.
Because the Alliance primarily funds the people who
“glue” ream researchers together, projects like the
Workbench are the driving applications guaranteeing
constant interaction across disciplinary boundaries.

To address the difficulties inherent in integrating
across scales and disciplines, the Chemical Engi-
neering team will build synchronous collaborative
environments around intersections of disciplines (for
example, spanning the gap between quantum chem-
istry calculations and macroscopic chemical process
modeling calculations). The actual linkage of the
diverse computational paradigms in the Chemical
Engineer’s Workbench will be accomplished
through a combination of Web programming (much
as in the Biology Workbench) and NCSA’s
Habanero [2] or Syracuse University’s Tango syn-
chronous collaboration tools (see Reed et al. in this
issue).

The initial Workbench prototypes will link only a
few component parts. As each of them matures, the
Chemical Engineering team will work closely with
the Education, Training, and Outreach team to
release the Workbench for use in classroom educa-
tion. For example, undergraduate chemical engineer-
ing students will have access to the best chemical

process engineering tools, linked in a seamless and
logical fashion to the multiscale, multidisciplinary
aspects of chemical engineering. The Workbench
will serve as a framework for demonstrating how to
perform a variety of real-world chemical engineering
computations. In particular, it will allow students to
move beyond the complexity of numerical imple-
mentations and focus instead on the details of the
engineering problem.

Conclusions

A primary Alliance goal is to provide desktop access
to the Grid-the most powerful computational sci-
ence and engineering infrastructure ever assembled.
In the case of chemical engineering, this high-per-
formance computing environment will make it pos-
sible to design chemical processes and products that
are commercially successful and improve environ-
mental quality--a prospect both exciting and eco-
nomically important to the future of the
chemical-engineering profession  throughout  the
world. By embracing the computational challenges
arising from many different problem domains,
Alliance computer scientists, engineers, and applica-
tion researchers can help guide and shape the course
of the information revolution together.
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