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Abstract  

Default reasoning is a method of knowledge rep- 
resentation and reasoning which allows one to 
deal adequately with incomplete information. 
Applications of such methods can be found in 
software engineering, artificial intelligence, law, 
marketing, business etc. In this paper we de- 
scribe why default reasoning is difficult, and de- 
scribe a new methodology for teaching default 
reasoning, which has been applied with signifi- 
cant success over the past couple of years. It is 
based on the idea of operationalizing the basic 
concepts of the logic. 

1 Motivat ion 

The representation of information has been at 
the heart of computer science for a long time. 
For example, it is a central issue in requirements 
engineering, software specification and deriva- 
tion, databases, knowledge-based systems etc. 
Apart from representing information it is nec- 
essary to reason with the available information 
in order to draw additional information that is 
inherently present. The most common represen- 
tation and reasoning method in computer science 
is predicate logic in its various manifestations. 

information systems are often faced with the 
problem of reasoning with incomplete informs- 

tion. That means, the information actually 
needed to make a decision is unavailable (or 
there is not enough time or resources to col- 
lect the necessary information), yet the system 
needs to perform in an adequate way. What it 
needs to do is make plausible assumptions about 
the missing pieces of information. Depending on 
how these assumptions are made and justified, 
we get different approaches to reasoning with in- 
complete information. In default reasoning, as- 
sumptions are based on default rules. The most 
prominent approach to default reasoning is de- 
fault logic [5], which will be the focus of this pa- 
per. In computer science curricula, default rea- 
soning would be taught in 3rd year undergradu- 
atesubjects and/or at the postgraduate level. 

A simple example of default reasoning is the 
closed world assumption known in the database 
area for a long time: If a fact is not found in 
the database then it is wrong. For example, if 
we look up a database of flights and don't find a 
direct flight from Osnabrueck to Albany, then we 
assume that there is no such flight. Of course, 
this is only an assumption, since there might be 
an extra flight in case a special event took place. 

Default rules prevail in many domains, includ- 
ing requirements engineering, marketing, busi- 

ness processes, legal information etc. Indeed 
the idea of a default rule is easily explained to 
novices. Nevertheless, there is a broad percep- 
tion that default reasoning, as other forms of 
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nonmonotonic  reasoning, is inherent ly difficult, 
mysterious,  unders tandable  only by mathemat i -  
cally sophist icated people. 

This paper  will argue tha t  this perception is 
wrong, and tha t  it is due to the way default  logic 
has been taught  so far. Then we will briefly de- 
scribe a new teaching methodology  which can 
be used to int roduce default  logic smoothly,  and 
which has been tested successfully at Universi- 
ties and tutorials .  

2 T h e  p r o b l e m  

In default  logic there are two kinds of informa- 
tion: facts which represent certain information,  
expressed in classical logic, and default rules 
which represent  plausible assumptions.  Default  
rules have the form _4~ with logical formulas 
A, B, C. The  intuit ive meaning is: If A is known 
and not B is not known, then conclude C. For 
example the default  rule 

A A A m e m b e r  : l i ke sCars  

l i ke sCars  

expresses the fact t ha t  typically AAA members  
like cars. So if we know tha t  a part icular  person 
X is a AAA member ,  we can conclude tha t  he 
likes cars. But  later on we may receive specific 
information tha t  actually X doesn ' t  like cars, in 
which case we have to take back our previous 
assumption.  

The  meaning of a specification in default  logic 
is given in terms of so-called extensions. They 
are a l ternat ive world views tha t  are based on the 
given facts and default  rules. In general,  there 

may be more than  one extensions, since default  
rules may lead to conflicting assumptions.  

Extensions are the central  concept  of default  
logic, since they describe the meaning (seman- 
tics) of the given information.  We argue tha t  
the way extensions have been int roduced to stu- 
dents  lies at the hear t  of the problems tha t  the 
s tudents  experience. To i l lustrate the point we 
need a little bit of formality. 

In the conventional  approach,  when we seek 
to apply a default  - ~  we have to establish tha t  
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A is current ly  known (this causes no problem),  
but also tha t  not B is not included in E ,  the 
extension yet to be constructed!  S ta ted  another  
way, extensions E are defined as the solutions of 
the equat ion 

AT(E)  = E,  

where E has to be guessed beforehand.  We claim 
tha t  this is an almost  impossible way of present- 
ing a theory, since s tudents  are asked to guess 
before they were able to develop an intuit ive un- 
ders tanding  of the concept .  

Of course, fixed-points are a useful and elegant 
ma thema t i ca l  tool. But  the average compute r  
science s tuden t  does not possess the m a t h e m a t -  
ical insight and sophist icat ion to deal with such 
equat ions easily. Thus the impression t ha t  de- 
fault reasoning, as o ther  forms of nonmonoton ic  
reasoning, is someth ing  myster ious  and is only 
accessible to persons with thorough mathemat i -  
cal t raining.  

Apar t  from having to guess, there is a second 
problem with the presentat ion outl ined above: 
even if one guesses correct ly and establishes tha t  
some E is an extension, how can one be sure 
tha t  they have found all extensions of the given 
information? 

In the following section we will describe a so- 
lution to these difficulties. In par t icular  we will 
present  a const ruct ive  way of de te rmin ing  exten- 
sions, which proceeds in a s tep-by-ste  p manner  
and does not require guessing. 

3 T h e  s o l u t i o n  

Instead of requiring the user to first make a guess 
on wha t  an extension might  be and then to verify 
tha t  guess, the method  in t roduced in [1] allows a 
s tep-by-step approach in which the user can rely 
on available, local information only. In partic- 
ular, when one tests a default  - ~  for applica- 
bility, it is required tha t  A be cur rent ly  known, 
and tha t  not B be not included in the current 
state of the knowledge base. In o ther  words, we 
refer s tr ict ly to available, local informat ion only. 
In part icular ,  we are not required to check tha t  
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not B is not included in the illusive extension E 
yet  to be const ructed.  

The  process involves a sys temat ic  search of all 
possible reasoning chains, with some branches 
leading to failure (a sort  of dead end).  But 
when we establish tha t  a reasoning chain is 
closed, meaning tha t  no fur ther  default  rules 
can be applied, and successful, meaning tha t  we 
haven ' t  made an assumption tha t  turned out  to 
be wrong, then we have indeed const ructed  an 
extension. Both tests for closure and success re- 
fer to local information only. 

This methodology allows one to compute  ex- 
tensions wi thout  guessing. We will i l lustrate the 
approach using the following very simple exam- 
ple. Suppose tha t  we are given the following in- 
formation:  

Alternatively,  in the first step we could have ap- 
plied the second default  rule instead of the first 
one. Then  we would conclude not l i kesCars .  
Now it is the first default  rule tha t  cannot  be 
applied (now we do know not l i kesCars ,  so we 
cannot  assume tha t  the person likes cars), and 
reach a second extension, the deduct ive closure 
of 

A A A m e m b e r ,  green,  not l i kesCars .  

Obviously there is no other  possible reasoning 
chain. So we can be sure tha t  the extensions we 
found are all the extensions of the given infor- 
mation (recall tha t  we couldn ' t  be sure simply 
by guessing). 

A A A m e m b e r  

green 

A A A m e m b e r  • I i kesCars  

l i ke sCars  

green : not l i k e sCars  

not l i ke sCars  

In the beginning we may decide to apply the first 
default  rule: the information A A A m e m b e r  is al- 
ready known, and not l i k e sCars  is not known. 
Thus we apply the default  rules and conclude 
l i kesCars .  Can we subsequently apply the sec- 
ond default? Well, no, because we have already 
conclude l i kesCars ,  therefore we cannot  assume 
not l i kesCars ,  as required by the second default  
rule. In this sense we have a reasoning chain 
tha t  is closed (no fur ther  default  rule can be ap- 
plied) and successful (there is no contradict ion 
between the assumptions we made along the way 
and the current  information we have). Thus we 
have reached an extension; it is the deduct ive 
closure of 

A A A m e m b e r ,  green, l i kesCars .  

4 C u r r e n t  and  f u t u r e  work:  to-  
w a r d s  a c o m p u t a t i o n a l  t e a c h -  
ing  t o o l  

The method  outl ined in the previous section 
has been successfully used in classes at  Uni- 
versities in Germany  and Austral ia ,  and has 
formed the basis for a series of tutorials  ,pre- 
sented by the author  at some of the most  im- 
por tan t  conferences on artificial intelligence, in- 
cluding the National  Conference on Artificial In- 
telligence (AAAI),  and the In ternat ional  Joint  
Conference on Artificial Intelligence (IJCAI) .  [t 
is also the basis for a big part  of a textbook pub- 
lished by The  MIT Press in 1997 [2]. This al- 
ready i l lustrates the acceptance and success of 
our presenta t ion method of default  logic. 

The  next step in our work to suppor t  teaching 
of default  reasoning and other  methods  for in- 
telligent informat ion managemen t  will be to de- 
velop a computer -based  educat ional  tool. There  
is consensus today  tha t  certain kinds of mechan- 
ical suppor t  are essential i f  logic is to be used 
effectively [4]. This has led to the development  
of several programs for teaching classical logic, 
o n e  o f  t h e  b e s t - k n o w n  a n d  succes s fu l  such  sys-  

t e m s  being Tarski's World [3]. No such tool cur- 
rently exists for default  reasoning (the existing 
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sys tems are research prototypes,  typically con- 
cerned with machine power ra ther  than educa- 
tion). [1] 

Our development of the instructional  tool is 
guided by a number of educational  principles. 
It will allow s tudents  to focus on conceptual is- 
sues ra ther  than computat ional  ones. The im- 
por tance of reducing the conceptual load associ- 
ated with any learning task is well understood, 
and is i l lustrated through the use of the common [3] 
calculator as par t  of mathemat ics  instruction.  

The sys tem will provide scope for active stu- 
dent  experimentat ion,  thus support ing experien- 
tial learning. It will provide explanation facil- 
ities for conclusions, which we expect to be of [4] 
great  help to the s tudent  learning. Finally the 
sys tem will have an extensive library of exam- 
pies, which will again suppor t  s tudent  experi- 
menta t ion in the sense of situated cognition [6], [5] 
meaning tha t  the problems and examples will be 
relevant to the s tudents '  own background and 
interests, ra ther  than being artificial. [6] 
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