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ABSTRACT
The need to bridge between the unstructured data on the
Document Web and the structured data on the Web of Data
has led to the development of a considerable number of an-
notation tools. However, these tools are currently still hard
to compare since the published evaluation results are cal-
culated on diverse datasets and evaluated based on differ-
ent measures. We present GERBIL, an evaluation frame-
work for semantic entity annotation. The rationale behind
our framework is to provide developers, end users and re-
searchers with easy-to-use interfaces that allow for the agile,
fine-grained and uniform evaluation of annotation tools on
multiple datasets. By these means, we aim to ensure that
both tool developers and end users can derive meaningful
insights pertaining to the extension, integration and use of
annotation applications. In particular, GERBIL provides
comparable results to tool developers so as to allow them to
easily discover the strengths and weaknesses of their imple-
mentations with respect to the state of the art. With the
permanent experiment URIs provided by our framework, we
ensure the reproducibility and archiving of evaluation re-
sults. Moreover, the framework generates data in machine-
processable format, allowing for the efficient querying and
post-processing of evaluation results. Finally, the tool diag-
nostics provided by GERBIL allows deriving insights per-
taining to the areas in which tools should be further refined,
thus allowing developers to create an informed agenda for
extensions and end users to detect the right tools for their
purposes. GERBIL aims to become a focal point for the
state of the art, driving the research agenda of the commu-
nity by presenting comparable objective evaluation results.

1. INTRODUCTION
The implementation of the original vision behind the Seman-
tic Web demands the development of approaches and frame-
works for the seamless extraction of structured data from
∗Further co-authors can be found at the end of the article.

text. While manifold annotation tools have been developed
over the last years to address (some of) the subtasks related
to the extraction of structured data from unstructured data
[13, 17, 24, 25, 27, 32, 35, 41, 44], the provision of com-
parable results for these tools remains a tedious problem.
The issue of comparability of results is not to be regarded
as being intrinsic to the annotation task. Indeed, it is now
well established that scientists spend between 60 and 80%
of their time preparing data for experiments [14, 18, 31].
Data preparation being such a tedious problem in the anno-
tation domain is mostly due to the different formats of the
gold standards as well as the different data representations
across reference datasets. These restrictions have led to au-
thors evaluating their approaches on datasets (1) that are
available to them and (2) for which writing a parser as well
as of an evaluation tool can be carried out with reasonable
effort. In addition, a large number of quality measures have
been developed and used actively across the annotation re-
search community to evaluate the same task, leading to the
results across publications on the same topics not being eas-
ily comparable. For example, while some authors publish
macro-F-measures and simply call them F-measures, others
publish micro-F-measures for the same purpose, leading to
significant discrepancies across the scores. The same holds
for the evaluation of how well entities match. Indeed, partial
matches and complete matches have been used in previous
evaluations of annotation tools [7, 39]. This heterogeneous
landscape of tools, datasets and measures leads to a poor
repeatability of experiments, which makes the evaluation of
the real performance of novel approaches against the state
of the art rather difficult.

The insights above have led to a movement towards the cre-
ation of frameworks to ease the evaluation of solutions that
address the same annotation problem [5, 7]. In this paper,
we present GERBIL – a general entity annotator benchmark
–, a community-driven effort to enable the continuous eval-
uation of annotation tools. GERBIL is an open-source and
extensible framework that allows evaluating tools against
(currently) 9 different annotators on 11 different datasets
within 6 different experiment types. By integrating such a
large number of datasets, experiment types and frameworks,
GERBIL allows users to evaluate their tools against other se-
mantic entity annotation systems (short: entity annotation
systems) by using exactly the same setting, leading to fair
comparisons based on exactly the same measures. While the
evaluation core of GERBIL is based on the BAT-framework



[7], our approach goes beyond the state of the art in several
respects:

• GERBIL provides persistent URLs for experimental
settings. Hence, by using GERBIL for experiments,
tool developers can ensure that the settings for their
experiments (measures, datasets, versions of the ref-
erence frameworks, etc.) can be reconstructed in a
unique manner in future works.

• Through experiment URLs, GERBIL also addresses
the problem of archiving experimental results and al-
lows end users to gather all pieces of information re-
quired to choose annotation frameworks for practical
applications.

• GERBIL aims to be a central repository for annotation
results without being a central point of failure: While
we make experiment URLs available, we also provide
users directly with their results to ensure that they use
them locally without having to rely on GERBIL.

• The results of GERBIL are published in a machine-
readable format. In particular, our use of DataID [2]
and DataCube [9] to denote tools and datasets ensures
that results can be easily combined and queried (for
example to study the evolution of the performance of
frameworks) while the exact configuration of the ex-
periments remains uniquely reconstructable. By these
means, we also tackle the problem of reproducibility.

• Through the provision of results on different datasets
of different types and the provision of results on a
simple user interface, GERBIL also provides means to
quickly gain an overview of the current performance of
annotation tools, thus providing (1) developers with
insights pertaining to the type of data on which their
accuracy needs improvement and (2) end users with
insights allowing them to choose the right tool for the
tasks at hand.

• With GERBIL we introduce the notion of knowledge
base-agnostic benchmarking of entity annotation sys-
tems through generalized experiment types. By these
means, we allow benchmarking tools against reference
datasets from any domain grounded in any reference
knowledge base.

To ensure that the GERBIL framework is useful to both end
users and tool developers, its architecture and interface were
designed with the following principles in mind:

• Easy integration of annotators: We provide a wrap-
ping interface that allows annotators to be evaluated
via their REST interface. In particular, we integrated
6 additional annotators not evaluated against each other
in previous works (e.g., [7]).

• Easy integration of datasets: We also provide means
to gather datasets for evaluation directly from data ser-
vices such as DataHub.1 In particular, we added 6 new
datasets to GERBIL.

1http://datahub.io

• Easy addition of new measures: The evaluation
measures used by GERBIL are implemented as inter-
faces. Thus, the framework can be easily extended
with novel measures devised by the annotation com-
munity.

• Extensibility: GERBIL is provided as an open-source
platform2 that can be extended by members of the
community both to new tasks and different purposes.

• Diagnostics: The interface of the tool was designed to
provide developers with means to easily detect aspects
in which their tool(s) need(s) to be improved.

• Portability of results: We generate human- and
machine-readable results to ensure maximum useful-
ness and portability of the results generated by our
framework.

In the rest of this paper, we present and evaluate GERBIL.
We begin by giving an overview of related work. Thereafter,
we present the GERBIL framework. We focus in particular
on how annotators and datasets can be added to GERBIL
and give a short overview of the annotators and tools that
are currently included in the framework. We then present
an evaluation of the framework that aims to quantify the
effort necessary to include novel annotators and datasets to
the framework. We conclude with a discussion of the current
state of GERBIL and a presentation of future work. More
information can be found at our project webpage http://

gerbil.aksw.org and at the code repository page https:

//github.com/AKSW/gerbil. The online version of GERBIL
can be accessed at http://gerbil.aksw.org/gerbil.

2. RELATED WORK
Named Entity Recognition and Entity Linking have gained
significant momentum with the growth of Linked Data and
structured knowledge bases. Over the last few years, the
problem of result comparability has thus led to the develop-
ment of a hand full of frameworks.

The BAT-framework [7] is designed to facilitate the bench-
marking of named entity recognition (NER), named entity
disambiguation (NED) – also known as linking (NEL) – and
concept tagging approaches. BAT compares seven exist-
ing entity annotation approaches using Wikipedia as ref-
erence. Moreover, it defines six different task types, five dif-
ferent matchings and six evaluation measures providing five
datasets. Rizzo et al. [35] present a state-of-the-art study
of NER and NEL systems for annotating newswire and mi-
cropost documents using well-known benchmark datasets,
namely CoNLL2003 and Microposts 2013 for NER as well
as AIDA/CoNLL and Microposts2014 [3] for NED. The au-
thors propose a common schema, named the NERD ontol-
ogy3, to align the different taxonomies used by various ex-
tractors. To tackle the disambiguation ambiguity, they pro-
pose a method to identify the closest DBpedia resource by
(exact-)matching the entity mention.

Over the course of the last 25 years several challenges, work-
shops and conference dedicated themselves to the compara-

2Available at http://gerbil.aksw.org.
3http://nerd.eurecom.fr/ontology
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ble evaluation of information extraction (IE) systems. Start-
ing in 1993, the Message Understanding Conference (MUC)
introduced a first systematic comparison of information ex-
traction approaches [42]. Ten years later, the Conference on
Computational Natural Language Learning (CoNLL) started
to offer a shared task on named entity recognition and pub-
lished the CoNLL corpus [43]. In addition, the Automatic
Content Extraction (ACE) challenge [10], organized by NIST,
evaluated several approaches but was discontinued in 2008.
Since 2009, the text analytics conference hosts the work-
shop on knowledge base population (TAC-KBP) [22] where
mainly linguistic-based approaches are published. The Sen-
seval challenge, originally concerned with classical NLP dis-
ciplines, has wided it focus in 2007 and changed its name
to SemEval to account for the recently recognized impact
of semantic technologies [19]. The Making Sense of Micro-
posts workshop series (MSM) established in 2013 an entity
recognition and in 2014 an entity linking challenge thereby
focusing on tweets and microposts [37]. In 2014, Carmel et
al. [5] introduced one of the first Web-based evaluation sys-
tems for NER and NED and the centerpiece of the entity
recognition and disambiguation (ERD) challenge. Here, all
frameworks are evaluated against the same unseen dataset
and provided with corresponding results.

GERBIL goes beyond the state of the art by extending the
BAT-framework as well as [35] in several dimensions to en-
hance reproducibility, diagnostics and publishability of en-
tity annotation systems. In particular, we provide 6 addi-
tional datasets and 6 additional annotators. The framework
addresses the lack of treatment of NIL values within the
BAT-framework and provides more wrapping approaches for
annotators and datasets. Moreover, GERBIL provides per-
sistent URLs for experiment results, unique URIs for frame-
works and datasets, a machine-readable output and auto-
matic dataset updates from data portals. Thus, it allows
for a holistic comparison of existing annotators while sim-
plifying the archiving of experimental results. Moreover,
our framework offers opportunities for the fast and simple
evaluation of entity annotation system prototypes via novel
NIF-based [15] interfaces, which are designed to simplify the
exchange of data and binding of services.

3. THE GERBIL FRAMEWORK
3.1 Architecture Overview
GERBIL abides by a service-oriented architecture driven by
the model-view-controller pattern (see Figure 1). Entity an-
notation systems, datasets and configurations like experi-
ment type, matching or metric are implemented as controller
interfaces easily pluggable to the core controller. The output
of experiments as well as descriptions of the various compo-
nents are stored in a serverless database for fast deploy-
ment. Finally, the view component displays configuration
options respectively renders experiment results delivered by
the main controller communication with the diverse inter-
faces and the database.

3.2 Features
Experiments run in our framework can be configured in sev-
eral manners. In the following, we present some of the most
important parameters of experiments available in GERBIL.

3.2.1 Experiment types
An experiment type defines the way used to solve a certain
problem when extracting information. Cornolti et al.’s [7]
BAT-framework offers six different experiment types, namely
(scored) annotation (S/A2KB), disambiguation (D2KB) –
also known as linking –, (scored respectively ranked) concept
annotation (S/R/C2KB) of texts. In [35], the authors pro-
pose two types of experiments, focusing on highlighting the
strengths and weaknesses of the analyzed systems. Thereby,
performing i) entity recognition, i.e., the detection of the ex-
act match of the pair entity mention and type (e.g., detecting
the mention Barack Obama and typing it as a Person), and
ii) entity linking, where an exact match of the mention is
given and the associated DBpedia URI has to be linked (e.g.,
locating a resource in DBpedia which describes the mention
Barack Obama). This work differs from the previous one
for experimenting in entity recognition, and on annotating
entities to a RDF knowledge base.

GERBIL reuses the six experiments provided by the BAT-
framework and extends them by the idea to not only link to
Wikipedia but to any knowledge base K. One major formal
update of the measures in GERBIL is that in addition to
implementing experiment types from previous frameworks,
it also measures the influence of NIL annotations, i.e., the
linking of entities that are recognized as such but cannot
be linked to any resource from the reference knowledge base
K. For example, the string Ricardo Usbeck can be recog-
nized as a person name by several tools but cannot be linked
to Wikipedia/DBpedia, as Ricardo does not have a URI in
these reference datasets. Our framework extends the experi-
ments types of [7] as follows: Let m = (s, l, d, c) ∈M denote
an entity mention in document d ∈ D with start position
s, length l and confidence score c ∈ [0, 1]. Note that some
frameworks might not return (1) a position s or a length l
for a mention, in which case we set s = 0 and l = 0; (2) a
score c, in which case we set c = 1.

We implement six types of experiments:

1. D2KB: The goal of this experiment type is to map a
set of given entities mentions (i.e., a subset µ ⊆M) to
entities from a given knowledge base or to NIL. For-
mally, this is equivalent to finding a mapping a : µ→
K ∪ {NIL}. In the classical setting for this task, the
start position, the length and the score of the mentions
mi are not taken into consideration.

2. A2KB: This task is the classical NER/D task, thus
an extension of the D2KB task. Here two functions
are to be found. First, the entity mentions need to
be extracted from a document set D. To this end, an
extraction function ex : D → 2M must be computed.
The aim of the second step is then to match the results
of ex to entities from K∪{NIL} by devising a function
a as in the D2KB task.

3. Sa2KB: Sa2KB is an extension of A2KB where the
scores ci ∈ [0, 1] of the mentions detected by the ap-
proach are taken into consideration. These scores are
then used during the evaluation.

4. C2KB: The concept tagging task C2KB aims to detect
entities when given a document. Formally, the tagging



Benchmark Core

Web service calls

Dataset 
Wrapper

Web service calls

Interface View

Annotator
Wrapper

Interface View

Open Datasets

Configuration
(Model)

...

Benchmark Core

Your 
Annotator

Your Dataset
DataHub.io

GERBIL 
Core 
Controller

Persistent 
Experiment Database

(Model)

Figure 1: Overview of GERBIL’s abstract architecture. Interfaces to users and providers of datasets and
annotators are marked in blue.

function tag simply returns a subset of K for each
input document d.

5. Sc2KB: This task is an extension of C2KB where the
tagging function returns a subset of K × [0, 1] for each
input document d.

6. Rc2KB: In this particular extension of C2KB, the tag-
ging function returns a sorted list of resources from K,

i.e., an element of K∗, where K∗ =
∞⋃
i=0

Ki.

With this extension, our framework can now deal with gold
standard datasets and annotators that link to any knowledge
base, e.g., DBpedia, BabelNet [30] etc., as long as the neces-
sary identifiers are URIs. We were thus able to implement 6
new gold standard datasets usable for each experiment type,
cf. Section 3.3, and 6 new annotators linking entities to any
knowledge base instead of solely Wikipedia like in previ-
ous works, cf. Section 3.2.4. With this extensible interface,
GERBIL can be extended to deal with supplementary ex-
periment types, e.g., entity salience [7], entity detection [39],
typing [35], word sense disambiguation (WSD) [27] and re-
lation extraction [39]. These categories of experiment types
will be added to GERBIL in next versions.

3.2.2 Matching
A matching defines which conditions the result of an anno-
tator has to fulfill to be a correct result. In case of existing
redirections, we assume an implicit matching function to ac-
count for the many-to-one relation [7]. The first matching
type M used for the C2KB, Rc2KB and Sc2KB experiments
is the strong entity matching. Here, each mention is mapped
to an entity of the knowledge base K via a matching func-
tion f with f(m) ∈ K ∪ {NIL}. Following this matching, a
single entity mention m = (s, l, d, c) returned by the anno-
tator is correct iff it matches exactly with one of the entity
mentions m′ = (s′, l′, d, c′) in the gold standard G(d) of d [7].

Formally,

M(m,G) =

{
1 iff ∃m′ ∈ G, f(m) = f(m′),

0 else.
(1)

For the D2KB experiments, the matching is expanded to the
strong annotation matching and includes the correct posi-
tion of the entity mention inside the document.

Me(m,G) =


1 iff ∃m′ ∈ G : f(m) = f(m′) ∧ s = s′∧

l = l′,

0 else.

(2)

The strong annotation matching can be used for A2KB and
Sa2KB experiments, too. However, in practice this exact
matching can be misleading. A document can contain a gold
standard named entity like ”President Barack Obama” while
the result of an annotator only marks ”Barack Obama” as
named entity. Using an exact matching leads to weighting
this result as wrong while a human might rate it as correct.
Therefore, the weak annotation matching relaxes the con-
ditions of the strong annotation matching. Thus, a correct
annotation has to be linked to the same entity and must
overlap the annotation of the gold standard.

Mw(m,G) =



1 iff ∃m′ ∈ G, f(m) = f(m′) ∧ (

(s ≤ s′ ∧ (s+ l) ≤ (s′ + l′))

∨(s ≥ s′ ∧ (s+ l) ≥ (s′ + l′))

∨(s ≤ s′ ∧ (s+ l) ≥ (s′ + l′))

∨(s ≥ s′ ∧ (s+ l) ≤ (s′ + l′)))

0 else.

(3)



3.2.3 Metrics
Currently, GERBIL offers six measures subdivided into two
groups and derived from the BAT-framework, namely the
micro- and the macro-group of precision, recall and f-measure.
At the moment, those measures ignore NIL annotations, i.e.,
if a gold standard dataset contains entities that are not con-
tained in the target knowledge base K and an annotator de-
tects the entity and links it to any URI, emerging novel URI
or NIL, this will always result in a false-positive evaluation.
To alleviate this problem, GERBIL allows adding additional
measures to evaluate the results of annotators regarding the
heterogeneous landscape of gold standard datasets.

3.2.4 Annotators
GERBIL aims to reduce the amount of work required to
compare existing as well as novel annotators in a compre-
hensive and reproducible way. To this end, we provide two
main approaches to evaluating entity annotation systems
with GERBIL.

1. BAT-framework Adapter

Within BAT, annotators can be implemented by wrap-
ping using a Java-based interface. Since GERBIL is
based on the BAT-framework, annotators of this frame-
work can be added to GERBIL easily. Due to the
community effort behind GERBIL, we could raise the
number of published annotators from 5 to 9. We in-
vestigated the effort to implement a BAT-framework
adapter in contrast to evaluation efforts done without
a structured evaluation framework in Section 4.

2. NIF-based Services: GERBIL implements means to
understand NIF-based [15] communication over web-
service in two ways. First, if the server-side imple-
mentation of annotators understands NIF-documents
as input and output format, GERBIL and the frame-
work can simply exchange NIF-documents.4 Thus,
novel NIF-based annotators can be deployed efficiently
into GERBIL and use a more robust communication
format compared to the amount of work necessary for
deploying and writing a BAT-framework adapter. Sec-
ond, if developers do not want to publish their APIs
or write source code, GERBIL offers the possibility for
NIF-based webservices to be tested online by provid-
ing their URI and name only5. GERBIL does not store
these connections in terms of API keys or URLs but
still offers the opportunity of persistent experiment re-
sults.

Currently, GERBIL offers 9 entity annotation systems with
a variety of features, capabilities and experiments. In the fol-
lowing, we present current state-of-the-art approaches both
available or unavailable in GERBIL.

1. Cucerzan: As early as in 2007, Cucerzan presented a
NED approach based on Wikipedia [8]. The approach

4We describe the exact requirements to the structure of the
NIF document on our project website’s wiki as NIF offers
several ways to build a NIF-based document or corpus.
5http://gerbil.aksw.org/gerbil/config

tries to maximize the agreement between contextual
information of input text and a Wikipedia page as well
as category tags on the Wikipedia pages. The test data
is still available6 but since we can safely assume that
the Wikipedia page content changed a lot since 2006,
we do not use it in our framework, nor we are aware
of any publication reusing this data. Furthermore, we
were not able to find a running webservice or source
code for this approach.

2. Wikipedia Miner: This approach was introduced
in [25] in 2008 and is based on different facts like prior
probabilities, context relatedness and quality, which
are then combined and tuned using a classifier. The
authors evaluated their approach based on a subset
of the AQUAINT dataset7. They provide the source
code for their approach as well as a webservice8 which
is available in GERBIL.

3. Illinois Wikifier: In 2011, [34] presented an NED ap-
proach for entities from Wikipedia. In this article, the
authors compare local approaches, e.g., using string
similarity, with global approaches, which use context
information and lead finally to better results. The au-
thors provide their datasets9 as well as their software
”Illionois Wikifier”10 online. Since ”Illionois Wikifier”
is currently only available as local binary and GER-
BIL is solely based on webservices we excluded it from
GERBIL for the sake of comparability and server load.

4. DBpedia Spotlight: One of the first semantic ap-
proaches [24] was published in 2011, this framework
combines NER and NED approach based upon DBpe-
dia11. Based on a vector-space representation of enti-
ties and using the cosine similarity, this approach has
a public (NIF-based) webservice12 as well as its online
available evaluation dataset13.

5. TagMe 2: TagMe 2 [13] was publised in 2012 and is
based on a directory of links, pages and an inlink graph
from Wikipedia. The approach recognizes named en-
tities by matching terms with Wikipedia link texts
and disambiguates the match using the in-link graph
and the page dataset. Afterwards, TagMe 2 prunes
identified named entities which are considered as non-
coherent to the rest of the named entities in the in-
put text. The authors publish a key-protected webser-
vice14 as well as their datasets15 online. The source

6http://research.microsoft.com/en-us/um/people/
silviu/WebAssistant/TestData/
7http://www.nist.gov/tac/data/data_desc.html#
AQUAINT
8http://wikipedia-miner.cms.waikato.ac.nz/
9http://cogcomp.cs.illinois.edu/page/resource_
view/4

10http://cogcomp.cs.illinois.edu/page/software_
view/33

11https://github.com/dbpedia-spotlight/
dbpedia-spotlight/wiki/Known-uses

12https://github.com/dbpedia-spotlight/
dbpedia-spotlight/wiki/Web-service

13http://wiki.dbpedia.org/spotlight/isemantics2011/
evaluation

14http://tagme.di.unipi.it/
15http://acube.di.unipi.it/tagme-dataset/

http://gerbil.aksw.org/gerbil/config
http://research.microsoft.com/en-us/um/people/silviu/WebAssistant/TestData/
http://research.microsoft.com/en-us/um/people/silviu/WebAssistant/TestData/
http://www.nist.gov/tac/data/data_desc.html#AQUAINT
http://www.nist.gov/tac/data/data_desc.html#AQUAINT
http://wikipedia-miner.cms.waikato.ac.nz/
http://cogcomp.cs.illinois.edu/page/resource_view/4
http://cogcomp.cs.illinois.edu/page/resource_view/4
http://cogcomp.cs.illinois.edu/page/software_view/33
http://cogcomp.cs.illinois.edu/page/software_view/33
https://github.com/dbpedia-spotlight/dbpedia-spotlight/wiki/Known-uses
https://github.com/dbpedia-spotlight/dbpedia-spotlight/wiki/Known-uses
https://github.com/dbpedia-spotlight/dbpedia-spotlight/wiki/Web-service
https://github.com/dbpedia-spotlight/dbpedia-spotlight/wiki/Web-service
http://wiki.dbpedia.org/spotlight/isemantics2011/evaluation
http://wiki.dbpedia.org/spotlight/isemantics2011/evaluation
http://tagme.di.unipi.it/
http://acube.di.unipi.it/tagme-dataset/


code, licensed under Apache 2 licence can be obtained
directly from the authors. The datasets comprise only
fragments of 30 words and less of full documents and
will not be part of the current version of GERBIL.

6. AIDA: The AIDA approach [17] relies on coherence
graph building and dense subgraph algorithms and is
based on the YAGO216 knowledge base. Although the
authors provide their source code, a webservice and
their dataset which is a manually annotated subset of
the 2003 CoNLL share task [43], GERBIL will not use
the webservice since it is not stable enough for regular
replication purposes.17

7. NERD-ML: In 2013, [11] proposed an approach for
entity recognition tailored for extracting entities from
tweets. The approach relies on a machine learning clas-
sification of the entity type given a rich feature vector
composed of a set of linguistic features, the output of a
properly trained Conditional Random Fields classifier
and the output of a set of off-the-shelf NER extractors
supported by the NERD Framework. The follow-up,
NERD-ML [35], improved the classification task by re-
designing the selection of the features, and they pro-
posed experiments on both microposts and newswire
domains. NERD-ML has a public webservice which is
part of GERBIL18.

8. KEA NER/NED: This approach is the successor of
the approach introduced in [41] which is based on a
fine-granular context model taking into account het-
erogeneous text sources as well as text created by au-
tomated multimedia analysis. The source texts can
have different levels of accuracy, completeness, granu-
larity and reliability which influence the determination
of the current context. Ambiguity is solved by select-
ing entity candidates with the highest level of probabil-
ity according to the predetermined context. The new
implementation begins with the detection of groups of
consecutive words (n-gram analysis) and a lookup of all
potential DBpedia candidate entities for each n-gram.
The disambiguation of candidate entities is based on a
scoring cascade. KEA is available as NIF-based web-
service19.

9. WAT: WAT is the successor of TagME [13].20 The
new annotator includes a re-design of all TagME com-
ponents, namely, the spotter, the disambiguator, and
the pruner. Two disambiguation families were newly
introduced: graph-based algorithms for collective en-
tity linking based and vote-based algorithms for local
entity disambiguation (based on the work of Ferrag-
ina et al. [13]). The spotter and the pruner can be
tuned using SVM linear models. Additionally, the li-
brary can be used as a D2KB-only system by feeding
appropriate mention spans to the system.

16http://www.mpi-inf.mpg.de/yago-naga/yago/
17https://www.mpi-inf.mpg.de/departments/
databases-and-information-systems/research/
yago-naga/aida/

18http://nerd.eurecom.fr/
19http://s16a.org/kea
20http://github.com/nopper/wat

10. AGDISTIS: This approach [44] is a pure entity dis-
ambiguation approach (D2KB) based on string sim-
ilarity measures, an expansion heuristic for labels to
cope with co-referencing and the graph-based HITS al-
gorithm. The authors published datasets21 along with
their source code and an API22. AGDISTIS can only
be used for the D2KB task.

11. Babelfy: The core of this approach lies in the use
of random walks and a densest subgraph algorithm
to tackle the word sense disambiguation and entity
linking tasks in a multilingual setting [27] thanks to
the BabelNet semantic network [30]. Babelfy has been
evaluated using six datasets: three from earlier Se-
mEval tasks [33, 29, 28], one from a Senseval task [38]
and two already used for evaluating AIDA [17, 16]. All
of them are available online but distributed throughout
the web. Additionally, the authors offer a webservice
limited to 100 requests per day which are extensible
for research purposes23 [26].

12. Dexter: This approach [6] is an open-source imple-
mentation of an entity disambiguation framework. The
system was implemented in order to simplify the imple-
mentation of an entity linking approach and allows to
replace single parts of the process. The authors imple-
mented several state-of-the-art disambiguation meth-
ods. Results in this paper are obtained using an imple-
mentation of the original TagMe disambiguation func-
tion. Moreover, Ceccarelli et al. provide the source
code24 as well as a webservice.

Table 1 compares the implemented annotation systems of
GERBIL and the BAT-Framework. While AGDISTIS has
been in the source code of the BAT-Framework provided
by a third-party after publication of Cornolti et al.’s ini-
tial work [7] in 2014, GERBIL’s community effort led to the
implementation of overall 6 new annotators as well as the
before mentioned generic NIF-based annotator. The AIDA
annotator as well as the ”Illinois Wikifier” will not be avail-
able in GERBIL since we restrict ourselves to webservices.
However, these algorithms can be integrated at any time as
soon as their webservices are available.

3.3 Datasets
Table 2 shows the heterogeneity of datasets used for prior
evaluations while Table 3 presents an overview of the datasets
that were used to evaluate some well-known entity annota-
tors in previous works. These tables make clear that the
numbers and types of used datasets varies a lot, thus pre-
venting a fast comparison of annotation systems.

BAT allows evaluating the performance of different appro-
aches using five datasets, namely AQUAINT, MSNBC, IITB,
Meij and AIDA/CoNLL. With GERBIL, we activate one
more dataset already implemented by the authors, namely
ACE2004 from Ratinov et al. [34]. Furthermore, we im-
plemented a dataset wrapper for the Microposts2014 cor-
pus which has been used to evaluate NERD-ML [35]. The

21https://github.com/AKSW/n3-collection
22https://github.com/AKSW/AGDISTIS
23http://babelfy.org
24http://dexter.isti.cnr.it

http://www.mpi-inf.mpg.de/yago-naga/yago/
https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/aida/
https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/aida/
https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/aida/
http://nerd.eurecom.fr/
http://s16a.org/kea
http://github.com/nopper/wat
https://github.com/AKSW/n3-collection
https://github.com/AKSW/AGDISTIS
http://babelfy.org
http://dexter.isti.cnr.it
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Cucerzan 2007 3
Wikipedia

2008 3* 3
Miner
Illionois Wikifier 2011 3 3 3* 3 3
Spotlight 2011 3 3 3
AIDA 2011 3 3 3**
TagMe 2 2012 3 3 3 3
Dexter 2013 3 3
KEA 2013 3
WAT 2013 3 3
AGDISTIS 2014 3 3 3 3 3 3 3 3 3 3
Babelfy 2014 3 3 3 3 3 3 3
NERD-ML 2014 3 3 3 3

BAT-
2013 3 3 3 3 3 3 3* 3

Framework
NERD

2014 3 3 3 3 3
Framework
GERBIL 2014 3 3 3 3 3 3 3* 3 3 3 3 3 3 3

Table 3: Comparison of annotators and datasets with indication whether software or datasets respectively
webservices are available for reproduction. ∗ indicates that only a subset has been used to evaluate this
annotator. ∗∗ indicate that the webservice is not meant to be used within scientific evaluations due to
unstable backends.

dataset itself was introduced in 2014 [3] and consists of 3500
tweets especially related to event data. Moreover, we capi-
talize upon the uptake of publicly available, NIF based cor-
pora over the last years [40, 36]25. To this end, GERBIL
implements a Java-based NIF [15] reader and writer module
which enables loading arbitrary NIF document collections,
as well as the communication to NIF-based webservices. Ad-
ditionally, we integrated four NIF corpora, i.e., the RSS-500
and reuters-128 dataset26, as well as the Spotlight Corpus
and the KORE 50 dataset27.

The extensibility of the datasets in GERBIL is furthermore
ensured by allowing users to upload or use already avail-
able NIF datasets from DataHub. GERBIL will regularly
check whether new corpora are available and publish them
for benchmarking after a manual quality assurance cycle
which ensures their usability for the implemented config-
uration options. Additionally, users can upload their NIF-
corpora directly to GERBIL avoiding their publication in
publicly available sources. This option allows for rapid test-
ing of entity annotation systems with closed source or li-
cenced datasets.

Some of the datasets shown in Table 3 are either not yet

25http://datahub.io/dataset?license_id=cc-by&q=NIF
26https://github.com/AKSW/n3-collection
27http://www.yovisto.com/labs/ner-benchmarks/

implemented due to size and server load limitations, i.e.,
Wiki-Disamb30 and Wiki-Annot30, or due their original ex-
periment type. In particular, the Senseval-3 as well as the
different SemEval datasets demand as experiment type word
sense disambiguation and thereby linking to BabelNet or
Wordnet [12], which is not yet covered in GERBIL. Still,
GERBIL offers currently 11 state-of-the-art datasets reach-
ing from newswire and twitter to encyclopedic corpora of
various amounts of texts and entities. Due to license is-
sues we are only able to provide downloads for 9 of them
directly but we provide instructions to obtain the others on
our project wiki.

Table 4 depicts the features of the current datasets avail-
able in GERBIL. These provide a broad evaluation ground
leveraging the possibility for sophisticated tool diagnostics.

3.4 Output
GERBIL’s main aim is to provide comprehensive, repro-
ducible and publishable experiment results. Hence, GER-
BIL’s experimental output is represented as a table con-
taining the results, as well as embedded JSON-LD28 RDF
data using the RDF DataCube vocabulary [9]. We ensure
a detailed description of each component of an experiment
as well as machine-readable, interlinkable results following
the 5-star Linked Data principles. Moreover, we provide a

28http://www.w3.org/TR/json-ld/

http://datahub.io/dataset?license_id=cc-by&q=NIF
https://github.com/AKSW/n3-collection
http://www.yovisto.com/labs/ner-benchmarks/
http://www.w3.org/TR/json-ld/


Corpus Topic |Documents| Avg. Entity/Doc.

ACE2004 news 57 4.44
AIDA/CoNLL news 1393 19.97
Aquaint news 50 14.54
IITB mixed 103 109.22
KORE 50 mixed 50 2.86
Meij tweets 502 1.62
Microposts2014 tweets 3505 0.65
MSNBC news 20 32.50
N3 Reuters-128 news 128 4.85
N3 RSS-500 RSS-feeds 500 0.99
Spotlight Corpus news 58 5.69

Table 4: Features of the datasets and their documents.

BAT-
Framework

GER-
BIL

Experi-
ment

[25]
Wikipedia
Miner

3 3 SA2KB

[34]
Illionois
Wikifier

3 (3) SA2KB

[24] Spotlight 3 3 SA2KB
[13] TagMe 2 3 3 SA2KB
[17] AIDA 3 (3) SA2KB
[41] KEA 3 SA2KB
[32] WAT 3 SA2KB
[44] AGDISTIS (3) 3 D2KB
[27] Babelfy 3 SA2KB
[35] NERD-ML 3 SA2KB
[6] Dexter 3 SA2KB

NIF-based
Annotator

3 any

Table 1: Overview of implemented annotator sys-
tems. Brackets indicate the existence of the imple-
mentation of the adapter but also the inability to
use it in the live system.

persistent and time-stamped URL for each experiment, see
Table 5.

RDF DataCube is a vocabulary standard and can be used
to represent fine-grained multidimensional, statistical data
which is compatible with the Linked SDMX [4] standard.
Every GERBIL experiment is modelled as qb:Dataset con-
taining the individual runs of the annotators on specific cor-
pora as qb:Observations. Each observation features the
qb:Dimensions experiment type, matching type, annota-
tor, corpus and time. The six evaluation measures offered
by GERBIL as well as the error count are expressed as
qb:Measures. To include further metadata, annotator and
corpus dimension properties link DataID [2] descriptions of
the individual components.

GERBIL uses the recently proposed DataID [2] ontology
that combines VoID [1] and DCAT [21] metadata with Prov-
O [20] provenance information and ODRL [23] licenses to de-
scribe datasets. Besides metadata properties like titles, de-
scriptions and authors, the source files of the open datasets
themselves are linked as dcat:Distributions, allowing di-

Dataset Format Experiment

ACE2004 MSNBC Sa2KB
Wiki ? Sa2W
Aquaint ? Sa2KB
MSNBC MSNBC Sa2KB
IITB XML Sa2KB
Meij TREC Rc2W
AIDA/CoNLL CoNLL Sa2KB
N3 collection NIF/RDF Sa2KB
KORE 50 NIF/RDF Sa2KB
Wiki-Disamb30 tab-separated Sa2KB
Wiki-Annot30 tab-separated Sa2KB
Spotlight Corpus NIF/RDF Sa2KB
SemEval-2013 task 12 XML/? WSD/Sa2KB
SemEval-2007 task 7 XML/? WSD
SemEval-2007 task 17 XML/? WSD
Senseval-3 XML/? WSD
Microposts2014 Microposts2014 Sa2KB

Table 2: Datasets and their formats. A ? indicates
various inline or keyfile annotation formats. The
experiments follow their definition in Section 3.2

rect access to the evaluation corpora. Furthermore, ODRL
license specifications in RDF are linked via dc:license, po-
tentially facilitating automatically adjusted processing of li-
censed data by NLP tools. Licenses are further specified via
dc:rights, including citations of the relevant publications.

To describe annotators in a similar fashion, we extended
DataID for services. The class Service, to be described
with the same basic properties as dataset, was introduced.
To link an instance of a Service to its distribution the
datid:distribution property was introduced as super prop-
erty of dcat:distribution, i.e., the specific URI the ser-
vice can be queried at. Furthermore, Services can have a
number of datid:Parameters and datid:Configurations.
Datasets can be linked via datid:input or datid:output.

Offering such detailed and structured experimental results
opens new research avenues in terms of tool and dataset di-
agnostics to increase decision makers’ ability to choose the
right settings for the right use case. Next to individual con-
figurable experiments, GERBIL offers an overview of recent
experiment results belonging to the same experiment and



Annotator Dataset F1-micro

DBpedia Spotlight IITB 0.444
Babelfy IITB 0.377
NERD-ML IITB 0.488
WAT IITB 0.202
DBpedia Spotlight KORE50 0.265
Babelfy KORE50 0.476
NERD-ML KORE50 0.238
WAT KORE50 0.523

Table 5: Results of an example experiment.
It is accessible at http://gerbil.aksw.org/gerbil/

experiment?id=201411100001

matching type in the form of a table as well as sophisticated
visualizations29, see Figure 2. This allows for a quick com-
parison of tools and datasets on recently run experiments
without additional computational effort.

Figure 2: Example spider diagram of recent A2KB
experiments with strong annotation matching de-
rived from our online interface

4. EVALUATION
To ensure the practicability and convenience of the GERBIL
framework, we investigated the effort needed to use GERBIL
for the evaluation of novel annotators. To achieve this goal,
we surveyed the workload necessary to implement a novel
annotator into GERBIL compared to the implementation
into previous diverse frameworks.

Our survey comprised five developers with expert-level pro-
gramming skills in Java. Each developer was asked to eval-
uate how much time he/she needed to write the code neces-
sary to evaluate his/her framework on a new dataset.

Overall, the developers reported that they needed between 1

29http://gerbil.aksw.org/gerbil/overview

Figure 3: Comparison of effort needed to implement
an adapter for an annotation system with and with-
out GERBIL.

and 4 hours to achieve this goal (4x 1-2h, 1x 3-4h), see Fig-
ure 3. Importantly, all developers reported that they needed
either the same or even less time to integrate their annota-
tor into GERBIL. This result in itself is of high practical
significance as it means that by using GERBIL, developers
can evaluate on (currently) 11 datasets using the same ef-
fort they needed for 1, which is a gain of more than 1100%.
Moreover, all developers reported they felt comfortable—4
points on average on a 5-point Likert scale between very
uncomfortable (1) and very comfortable (5)—implementing
the annotator in GERBIL. Further developers were invited
to complete the survey, which is available at our project web-
site. Even though small, this evaluation suggests that im-
plementing against GERBIL does not lead to any overhead.
On the contrary, GERBIL significantly improves the time-
to-evaluation by offering means to benchmark and compare
against other annotators respectively datasets within the
same effort frame previously required to evaluate on a single
dataset.

An interesting side-effect of having all these frameworks and
datasets in a central framework is that we can now bench-
mark the different frameworks with respect to their runtimes
within exactly the same experimental settings. These results
are of practical concern for end users of annotation frame-
works as they are most commonly interested in both the
runtime and the quality of solutions. For example, we eval-
uated the runtimes of the different approaches in GERBIL
for the A2KB experiment type on the MSNBC dataset. The
results of this experiment are shown in Figure 4.

5. CONCLUSION AND FUTURE WORK
In this paper, we presented and evaluated GERBIL, a plat-
form for the evaluation of annotation frameworks. With
GERBIL, we aim to push annotation system developers to
better quality and wider use of their frameworks. Some
of the main contributions of GERBIL include the provision
of persistent URLs for reproducibility and archiving. Fur-
thermore, we implemented a generic adaptor for external
datasets as well as a generic interface to integrate remote
annotator systems. The datasets available for evaluation
in the previous benchmarking platforms for annotation was

http://gerbil.aksw.org/gerbil/experiment?id=201411100001
http://gerbil.aksw.org/gerbil/experiment?id=201411100001
http://gerbil.aksw.org/gerbil/overview


Figure 4: Runtime per document of different ap-
proaches in GERBIL for the A2KB experiment type
on the MSNBC dataset.

extended by 6 new datasets. Moreover, 6 novel annotators
were added to the platform. The evaluation of our frame-
work by contributors suggests that adding an annotator to
GERBIL demands 1 to 2 hours of work. Hence, while keep-
ing the implementation effort previously required to evaluate
on a single dataset, we allow developers to evaluate on (cur-
rently) 11 times more datasets. The presented, web-based
frontend allows for several use cases enabling laymen and
expert users to perform informed comparisons of semantic
annotation tools. The persistent URIs enhances the long
term quotation in the field of information extraction. GER-
BIL is not just a new framework wrapping existing tech-
nology. In comparison to earlier frameworks, it extends the
state-of-the-art benchmarks by the capability of considering
the influence of NIL attributes and the ability of dealing
with data sets and annotators that link to different knowl-
edge bases. More information about GERBIL and its source
code can be found at the project’s website.

While developing GERBIL, we spotted several flaws in the
formal model underlying previous benchmarking frameworks
which we aim to tackle in the future. For example, the for-
mal specification underlying current benchmarking frame-
works for annotation does not allow using the scores assigned
by the annotators for their results. To address this problem,
we aim to develop/implement novel measures into GERBIL
that make use of scores (e.g., Mean Reciprocal Rank). More-
over, partial results are not considered within the evaluation.
For example, during the disambiguation task, named entities
without Wikipedia URIs are not considered. This has a sig-
nificant impact of the number of true and false positives and
thus on the performance of some tools. Furthermore, certain
tasks seem to be too coarse. For example, we will consider
splitting the Sa2KB and the A2KB tasks into two subtasks:
The first subtask would measure how well tools perform at
finding named entities inside the text (NER task) while the
second would evaluate how well tools disambiguate those
named entities which have been found correctly (similar to
the D2KB task). In the future, we also plan to provide in-
formation about the point in time since when an annotator
is stable, i.e., the algorithm underlying the webservice has
not changed.
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Integrating NLP using Linked Data. In 12th
International Semantic Web Conference, 2013.

[16] J. Hoffart, S. Seufert, D. B. Nguyen, M. Theobald, and
G. Weikum. KORE: keyphrase overlap relatedness for
entity disambiguation. In Proceedings of CIKM, 2012.

[17] J. Hoffart, M. A. Yosef, I. Bordino, H. Fürstenau,
M. Pinkal, M. Spaniol, B. Taneva, S. Thater, and
G. Weikum. Robust Disambiguation of Named
Entities in Text. In Conference on Empirical Methods
in Natural Language Processing, 2011.

[18] P. Jermyn, M. Dixon, and B. J. Read. Preparing clean
views of data for data mining. ERCIM Work. on
Database Res, 1999.

[19] A. Kilgarri. Senseval: An exercise in evaluating word
sense disambiguation programs. Proc. of the first
international conference on language resources and
evaluation, 1998.

[20] T. Lebo, S. Sahoo, D. McGuinness, K. Belhajjame,
J. Cheney, D. Corsar, D. Garijo, S. Soiland-Reyes,
S. Zednik, and J. Zhao. PROV-O: The PROV
Ontology, 2013. http://www.w3.org/TR/prov-o/.

[21] F. Maali, J. Erickson, and P. Archer. Data Catalog
Vocabulary (DCAT), 2014.
http://www.w3.org/TR/vocab-dcat/.

[22] P. McNamee. Overview of the tac 2009 knowledge
base population track. 2009.

[23] M. McRoberts and V. Rodŕıguez-Doncel. Open Digital
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