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ABSTRACT
Novelty search is a state-of-the-art evolutionary approach
that promotes behavioural novelty instead of pursuing a
static objective. Along with a large number of successful
applications, many different variants of novelty search have
been proposed. It is still unclear, however, how some key
parameters and algorithmic components influence the evolu-
tionary dynamics and performance of novelty search. In this
paper, we conduct a comprehensive empirical study focused
on novelty search’s algorithmic components. We study the k
parameter — the number of nearest neighbours used in the
computation of novelty scores; the use and function of an
archive; how to combine novelty search with fitness-based
evolution; and how to configure the mutation rate of the
underlying evolutionary algorithm. Our study is conducted
in a simulated maze navigation task. Our results show that
the configuration of novelty search can have a significant im-
pact on performance and behaviour space exploration. We
conclude with a number of guidelines for the implementa-
tion and configuration of novelty search, which should help
future practitioners to apply novelty search more effectively.

Categories and Subject Descriptors
I.2.8 [Artificial Intelligence]: Problem Solving, Control
Methods, and Search

Keywords
Novelty search, evolutionary robotics, neuroevolution, pre-
mature convergence, empirical study

1. INTRODUCTION
Novelty search [15, 18] is an evolutionary technique that

guides evolution towards behavioural novelty, in contrast
with traditional evolutionary approaches where a static ob-
jective is pursued. In novelty search, individuals are re-
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warded for being behaviourally different from the other in-
dividuals in the population, and optionally, from past indi-
viduals stored in an archive. The behavioural difference is
given by a behaviour similarity measure provided by the ex-
perimenter for the specific task. The main rationale behind
novelty search is to avoid deception and premature conver-
gence [36]. By having a dynamic objective based on be-
havioural novelty, the evolutionary process avoids conver-
gence to a single region of the search space.

Since its introduction in 2008 by Lehman and Stanley [15],
novelty search has been applied to a wide range of prob-
lems in different domains with considerable success. Nov-
elty search has, however, been predominantly studied in
the evolutionary robotics domain, including the evolution
of: (i) single-robot controllers [18,26], (ii) controllers for ho-
mogeneous [11] and heterogeneous [7] multirobot systems,
(iii) robot morphologies [19], and (iv) plastic neural net-
works [30]. A few applications outside robotics can also be
found in, for instance, machine learning [27, 28] and game
content generation [23]. Previous works have shown that
novelty search can find good solutions faster and more con-
sistently than fitness-based evolution in many different ap-
plications, especially in deceptive domains. It has also been
shown that novelty search can discover a diverse set of so-
lutions, as opposed to fitness-based evolution that typically
converges to a single region in the solution space [11,19].

Alongside the large number of applications of novelty
search, a wide range of algorithmic variants have been pro-
posed. Most previous works that study novelty search’s evo-
lutionary dynamics focus on the most crucial aspect of nov-
elty search: the definition of a behavioural similarity mea-
sure [13, 26]. The remaining algorithmic components and
parameters have not received much attention, and it is still
unclear how some of them affect the novelty search process.
For instance, there is no consensus on whether an archive of
individuals from previous generations should be used in the
computation of novelty scores, or how this archive should be
composed. It is also unclear how many individuals should
be used to obtain the novelty score of a new individual (the
number k of nearest neighbours). Additionally, a number
of techniques have been proposed to combine novelty search
with fitness-driven evolution, but many of these techniques
have not yet been compared.

Since novelty search only influences the scoring of individ-
uals, another open question is how the underlying evolution-
ary algorithm and its genetic operators should be configured
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to facilitate an effective exploration of the behaviour space.
The relation between the exploration of the genotype space
and the exploration of the behaviour space should be further
investigated: how the amount of genetic diversity generated
by the evolutionary algorithm affects novelty search’s per-
formance.

In this paper, we analyse the impact of the aforementioned
algorithmic components. We conduct a comprehensive em-
pirical study that encompasses the typical novelty search pa-
rameters, and most of the variants found in previous works.
Our experiments are based on the maze navigation task,
commonly used in novelty search works [18,26]. The perfor-
mance of the different novelty search variants is compared
along two dimensions: we focus not only on the capacity of
reaching a solution to the task, but also on the capacity to
explore the behaviour space thoroughly and uniformly.

Our work sheds light on how the key algorithmic compo-
nents influence novelty search’s performance. We do, how-
ever, acknowledge that some of these choices might be tied
to the domain or task where novelty search is applied. We
therefore do not seek to find universally optimal values for
each parameter, but rather to gain insight into how chang-
ing certain parameters affects the evolutionary dynamics of
novelty search. Based on our findings, we conclude with
a list of guidelines that will aid experimenters in applying
novelty search effectively.

2. RELATED WORK

2.1 Novelty Search
Implementing novelty search requires little change to any

evolutionary algorithm aside from replacing the fitness func-
tion with a domain-dependent novelty metric. The metric
measures how far an individual is from other individuals in
behaviour space. The novelty of an individual is given by
the mean behaviour distance to other individuals, including
the individuals from the current population, and optionally,
an archive of past individuals. The novelty metric thereby
rewards individuals that appear in previously unexplored re-
gions of the behaviour space, continuously guiding the evo-
lutionary process towards behavioural novelty and diversity.

In order to apply novelty search, the experimenter has
to provide an adequate behavioural similarity measure. To
this end, the behaviour of each individual is typically charac-
terised by a real-valued vector, and the behaviour distance
between two individuals is then given by the distance be-
tween the corresponding vectors. The design of a behaviour
characterisation has direct implications on the effectiveness
of novelty search [13]. This topic has received considerable
attention in previous works [4, 9, 13, 18, 26], and is beyond
the scope of this paper. Originally, it was argued that the
characterisation should be designed with task-specific knowl-
edge [18]. Later works, however, have shown that it is pos-
sible to devise task-independent characterisations. Some of
the possibilities include automatically extracting characteri-
sations from the sensor-effector states of the agents [3,6,26],
systematically crafting a characterisation based on a formal
description of the task [7], and combining multiple different
characterisations [4].

2.2 Novelty Search Variations
In this section, we review the different variants of novelty

search that have been used in previous works. We consider

Table 1: Summary of the novelty search variants found in
the current literature.

Studies
Archive k Comb. Underlying EA

N R ∅ 15 ∅ ... ∅ M S C NEAT FT DNN ...

[13–15, 18,
20,30,35]

• • • •

[27, 28] • • • GP

[21] • • • • •
[1] • • • • •
[10] • • • • • •
[17] • • • • •
[12] • • • other •
[23] • 20 • • GA

[16] • • • GP

[19] • • • • ERO

[9] • • • •
[7] • • • •
[6] • • • •
[11] • • • • • •
[8] • • • • •
[29] • • • • • • • •
[24] • • • • • • •
[26] • • • • •
[22] • • • •
[3, 4, 25] • • • •
[33, 34] • 3–10 • GE

From the left to the right: Archive: N – Novelty-based archive;
R – Randomly composed archive; ∅: No archive. k number of
nearest neighbours: k=15; ∅ – the entire population is used.
Technique to combine novelty and fitness: ∅ – pure novelty
search; M – Pareto-based multi-objectivisation; S – Linear
scalarisation of novelty and fitness scores; C – Combination
based on minimal criteria. Underlying evolutionary algorithm:
NEAT [31]; FT – Fixed-topology neuroevolution; DNN – Direct
Encoding of Neural Networks [26]. More than one dot in each
column means that multiple variants were used/compared.

three key aspects in the algorithm’s configuration: (i) the
novelty score computation; (ii) the archive storing individu-
als from previous generations; and (iii) the method used to
combine novelty and fitness scores. The variants studied in
previous works are summarised in Table 1.

2.2.1 Novelty score computation
In the original novelty search algorithm, the novelty score

of each individual is computed as the mean distance to the
k nearest neighbours in behaviour space:

ρ(x) =
1

k

k∑
i=1

dist(x, µi) , (1)

where µi is the ith-nearest neighbour of x with respect to
the behaviour distance metric dist.

The parameter k must be provided by the experimenter,
but its effect on performance has not been studied in detail
in previous works. In [15], a value of k=15 was proposed,
and it was stated that the value is robust to moderate vari-
ation although no concrete results were provided. The vast
majority of subsequent works used this value without further
study (see Table 1). Slightly different values have been used
in a few works [23,33,34], with the authors stating that the
parameter was tuned for performance. A different approach
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was taken in [3,4,25,26], which was named behavioural diver-
sity instead of novelty search. In this approach, the novelty
score of an individual is given by the mean behaviour dis-
tance to all other individuals in the current population, but
without considering individuals from past generations.

In Section 4.1, we evaluate the influence of the k param-
eter in novelty search’s performance.

2.2.2 Archive
The purpose of the archive in novelty search is to encour-

age exploration of new behaviour regions, besides maintain-
ing diversity in the population. Without the memory effect
provided by the archive, it is argued [18] that evolution may
cycle between behaviour regions, due to the lack of evolu-
tionary pressure towards novel regions of the search space.

Originally, it was proposed [15] that the archive should be
composed of individuals that have high novelty scores when
they first appear. All individuals that receive a novelty score
higher than ρmin are added to the archive. This threshold
is dynamic to achieve a constant flow of individuals into
the archive: ρmin is increased by a fixed percentage if more
than n individuals were added to the archive in the previous
g generations, and decreased if no individuals were added
in that interval. This configuration has been used in the
majority of previous works (see Table 1). A simpler version,
with fewer parameters, was used in [23], where the n most
novel individuals of each generation are added to the archive.

In [16], the authors argue that it might be preferable to
abandon the novelty criterion for composing the archive, and
instead rely on a purely stochastic criterion. Every genera-
tion, each individual has a fixed (small) probability of being
added to the archive. Although no results were provided, it
was argued that adding only highly novel individuals to the
archive has the disadvantage of potentially penalising areas
of the behaviour space that may merit further exploration.

The necessity of using an archive at all has also been dis-
puted [24, 29]. A typical argument against the use of an
archive is the increased complexity of the nearest neighbours
computation. This increase can, however, be significantly
reduced if space-partitioning data structures are used, such
as KD-trees. As mentioned before, in the behavioural di-
versity approach [25], no archive is used. This approach is
combined with fitness-based evolution, and compared with
novelty search in [24, 29]. The results show that novelty
search can reach higher fitness scores in fewer generations,
but behavioural diversity still manages to achieve good so-
lutions for the given tasks. In [33, 34], no archive is used,
and the novelty score is computed based only on k nearest
neighbours. Although no results are provided, the authors
state that the archive was not used since it did not lead to
any performance gains.

In Section 4.1, we study how the type of archive used
influences novelty search. We evaluate performance when a
randomly-composed archive is used, when a novelty-based
archive is used, and when there is no archive.

2.2.3 Combination of novelty and fitness
It has been shown that novelty search can struggle to find

good solutions when the behaviour space is vast [1, 17], as
a great effort might be spent exploring regions that are ir-
relevant for the task objective. This problem is typically
overcome by combining the exploratory pressure of novelty
search with the exploitative character of fitness-based evo-

lution. Such combination can lead to a more effective evo-
lutionary process [21], where solutions can be reached faster
and more consistently, with a relatively low impact on the
diversity of behaviours explored.

A number of techniques have been proposed to accom-
plish this combination. The first class of techniques relies
on a minimal criterion that the individuals must meet in
order to be considered viable for selection. This minimal
criterion can either be static and provided by the exper-
imenter (MCNS – Minimal Criteria Novelty Search) [17],
or dynamic and calculated based on the fitness scores of
the current population (PMCNS – Progressive MCNS) [10].
In [23], two populations are used: one contains feasible in-
dividuals, which are scored based on novelty, and the other
contains infeasible individuals, which are scored based on
their proximity to the feasibility threshold.

The second class of techniques base their selection process
on novelty and fitness scores simultaneously. In [24], the task
objective (fitness function) is combined with the novelty ob-
jective in a Pareto-based multi-objectivisation. A simpler
multi-objectivisation is proposed in [1], where the score of
each individual is based on a linear scalarisation of its nov-
elty and fitness scores, allowing the experimenter to control
the relative weight of the novelty and fitness scores. In [12],
half of the population is subject to novelty-based selection,
while the other half is subject to fitness-based selection.

Comparisons between different combination techniques
can be found in [10, 11]. The authors compare PMCNS
with a linear scalarisation of novelty and fitness scores, us-
ing two different behaviour spaces. The reported results
show that the performance of the two techniques is very
similar, with PMCNS pushing exploration slightly more to-
wards high-fitness regions. In Section 4.2, we compare the
techniques most commonly found in previous works: multi-
objectivisation, linear scalarisation, and PMCNS.

2.2.4 Underlying evolutionary algorithm
Novelty search only influences the scoring of the individ-

uals. The underlying evolutionary algorithm (including ge-
netic operators, chromosome representation, etc.) is there-
fore independent from the novelty search algorithm itself.
When implementing novelty search, there are thus addi-
tional choices to make: which evolutionary algorithm to use,
and how to configure its parameters. Most previous novelty
search studies rely on neuroevolution algorithms (see Ta-
ble 1). While it was argued that the NEAT algorithm [31]
was especially suited for novelty search in early studies (e.g.
[18]), later works have shown that simpler direct-encoding
genetic algorithms can yield equally good results [26].

A relatively unexplored dimension is how the parameters
of the underlying evolutionary algorithm influence novelty
search. Previous studies in evolutionary robotics have shown
that the genotype distance between two individuals can be
uncorrelated with their behavioural distance [32]: very dif-
ferent genotypes can result in similar behaviours, and very
different behaviours can originate from similar genotypes.
An open question is therefore how the degree of genetic di-
versity influences the behavioural diversity and novelty gen-
erated in the novelty search process. In Section 4.3, we
focus on the most ubiquitous evolutionary parameter: the
mutation rate, which is closely associated with the degree of
genetic diversity. We study the mutation rate in NEAT and
in a direct-encoding genetic algorithm.
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3. EXPERIMENTAL SETUP

3.1 Maze Navigation Task
For our experiments, we use a maze navigation task, in

which a simulated robot controlled by an artificial neural
network must navigate from a starting-point to an end-point
within a fixed time limit. Such tasks have been commonly
used in novelty search studies [12, 13, 15–18, 20–22, 24, 26,
34, 35], as they facilitate the design of experimental setups
with different levels of deception. The fitness function re-
wards the candidate solutions according to the distance be-
tween the final position of the robot and the end-point of
the maze, which can potentially deceive evolution towards
dead-ends. Maze navigation can be seen as an abstraction
for more complex domains, as dead-ends in the path towards
the end-point represent local optima in the search space.

In our experimental setup, the robot is equipped with six
rangefinders that read the distance to the nearest obstacle,
and four pie-slice radar sensors that detect when the goal
is within the pie-slice (see Figure 1). The readings of these
sensors are the input to the neural network, and the two out-
puts control respectively the linear speed (mapped to [−2, 2]
units/step) and the turning speed of the robot (mapped to
[−π/4, π/4] rad/step). The simulation terminates when the
end-point is reached, or when 500 time steps elapse. The
task was simulated in MASON1.

The fitness function and behaviour characterisation are
the same as used in previous works (e.g. [18]). The fitness
function is given by the distance between the final position
of the robot (p) and the end-point of the maze (e), according
to: F = 1500−dist(p, e) (a constant is added to keep fitness
scores positive). The behaviour characterisation of a robot
is given by its final position: β = (px, py).

We experiment with a set of mazes that explores differ-
ent levels of deceptiveness and behaviour space difficulty. A
behaviour space is difficult to explore when most of the be-
haviour space is irrelevant2 for solving the task, which is
frequent in more complex tasks [1, 7, 11, 26]. This difficulty
can be further increased if the relevant behaviour regions
are harder to explore than the irrelevant ones. The mazes
are depicted in Figure 2 and described below:

Hard Deceptive maze with an easy behaviour space: dis-
covering new regions is often a step towards the goal
(only ∼30% of the space is irrelevant).

Zigzag Non-deceptive maze with a harder behaviour space:
∼60% of the space is irrelevant.

Star A maze where the fitness gradient is roughly correct,
but there are multiple small deceptive regions along
the path.

Subset Very hard behaviour space: ∼85% of the space is
irrelevant to reach the objective. The relevant space is
furthermore hard to explore due to narrow corridors.

Multi A maze with four different paths to reach the goal,
all of them with some degree of deceptiveness.

Open Unbounded behaviour space. The exploration of the
behaviour space can lead to regions that are very far
away from the objective. 99.5% of the reachable be-
haviour space is irrelevant.

1http://cs.gmu.edu/˜eclab/projects/mason/
2We consider as irrelevant the portions of the maze that do
not need to be traversed in order to reach the goal.

Radar
(end-point sensor)

Rangefinder
(obstacle sensor)

Figure 1: Maze navigating
robot. The robot has a di-
ameter of 8 units, the six
rangefinder sensors have
a range of 50 units, and
the four radar sensors have
unlimited range.

(a) Hard

100 units

(b) Zigzag (c) Star

(d) Subset (e) Multi (f) Open

Figure 2: Mazes used in the experiments. The circle rep-
resents the initial position of the robot, scaled to match its
size. The star marks the end-point.

3.2 Evolutionary Setup
The neural networks are evolved with NEAT [31], which

evolves both the topology and the connection weights of the
networks. The evolutionary algorithms are implemented on
ECJ3 and using NEAT4J4. The NEAT parameter values
are the default values of NEAT4J implementation: muta-
tion probability is 0.25 (except when indicated otherwise),
crossover probability is 0.2, and the probability of adding
new connections and nodes is 0.05 and 0.03. Population size
is 200 and the target number of NEAT species is 5.

Besides studying the quality of the solutions achieved, an-
other important aspect is the degree of behaviour space ex-
ploration. Since novelty search’s objective is to explore the
behaviour space, the degree of exploration uniformity is a
measure of novelty search’s effectiveness, regardless of the
task objective. To analyse exploration uniformity, we first
divide the reachable behaviour space of each maze into 100
equal-sized regions. Based on this set of regions R, we com-
pute the exploration uniformity U(ϕ) in each evolutionary
run. Let ϕ be the set of all individuals evolved in a run. U(ϕ)
is given by the distance between the distribution of ϕ over
R, Pϕ, and the uniform distribution Q. The distance met-
ric is the Jensen-Shannon distance (JSD), a popular metric
to measure distances between probability distributions [5].
Exploration uniformity is thus given by:

U(ϕ) = 1− JSD(Pϕ,Q) ,where: (2)

Pϕ =

(
|I1|
|ϕ| , · · · ,

|I|R||
|ϕ|

)
, Ir = {i ∈ ϕ | region(i) = r}

Q =

(
1

|R| ,
×|R|
· · · · · ·

)
3http://cs.gmu.edu/˜eclab/projects/ecj/
4http://neat4j.sourceforge.net/
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4. RESULTS

4.1 Novelty Search Parameters
We begin by studying the parameters that directly influ-

ence the computation of the novelty score. In these experi-
ments, we use pure novelty search — the fitness function is
not used at all. To understand how the archive configura-
tion affects the optimal value for k, and vice-versa, we test
multiple combinations of k values and archive types. Six
values for k are used, ranging from 1 to 199. With k=1,
only the distance to the closest individual is considered, and
the maximum value of 199 was chosen as the population
size is 200. We consider three types of archive, based on the
configurations used in previous works:

None No archive is used, only the current population.
Novel Every generation the most novel λ individuals are

added to the archive.
Random Every generation, λ randomly chosen individuals

are added to the archive.

The archive (when used) has no size limit, to avoid ad-
ditional parameters. The search for nearest neighbours was
implemented with KD-trees, which allowed the use of large
archives with an almost negligible computational cost.

Figure 3 shows the success ratio of each treatment (the
proportion of evolutionary runs that evolved an effective so-
lution), and the mean behaviour exploration uniformity, as
defined in Section 3.2.5 Our results show that performance
varies smoothly with the value of k, across all archive types
and in both metrics. This result is consistent with previ-
ous works that argued for the robustness of this parame-
ter [15, 18]. The results also show that the optimal value
for k depends on the configuration of the archive. For all
archive types, however, a value of k=15 yields either the
best success ratio, or one that is not significantly different
from it (Mann-Whitney test, p > 0.25).

When an archive is used, low to medium values of k yield
the best performance. Regarding the novelty-based archive
approach, the k values that yield the highest success ratio
are in the interval [15, 100] (p < 0.05). The random-based
archive approach is less sensitive to the k parameter, and the
k values that yield the highest performance are in the inter-
val [5, 100] (p < 0.05). When no archive is used, however,
very low values of k are preferred, with the optimal values
being in the interval [5, 15] (p < 0.05). When no archive is
used, performance drops significantly as k increases.

Regarding archive types, our results show that a random-
based archive is generally preferable: it yields the highest
success ratios, it causes a more uniform exploration of the
behaviour space, and it reduces the sensitivity to the pa-
rameter k. For all values of k, the random-based archive
approach yields a significantly higher behaviour exploration
uniformity than the novelty-based archive approach (p <
0.001). This result is consistent with [16], but in contrast
to most previous works in which a novelty-based archive
was used without justification (see Table 1). The use of no
archive at all, however, should not be disregarded. When a
low value of k is used (5), the success ratio achieved by this

5Due to space restrictions, we do not show the results ob-
tained in each maze separately. Each data point was ob-
tained with 30 runs for each of the six mazes, yielding a
total of 180 runs for each treatment. As these distributions
are not normal, error bars are not shown in any of the plots.

k k

Archive type: None Novelty-based Random-based
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Figure 3: Performance of novelty search with multiple
archive types, different values of k, and λ=6. Each point was
obtained with 180 evolutionary runs (6 mazes × 30 runs).
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Figure 4: Performance impact of the archive growth rate
λ on different novelty search treatments. Each point was
obtained with 180 evolutionary runs (6 mazes × 30 runs).

treatment is not significantly different to the ratio achieved
by the best treatment with a novelty-based archive (k=50,
p=0.91), or a random-based archive (k=15, p=0.09). This
result is in line with [33,34], where the authors use low val-
ues of k (3, 5, and 10) and state that the introduction of an
archive did not bring performance improvements.

The use of the entire population and no archive to com-
pute novelty scores, as done in the behavioural diversity ap-
proach [25], does not seem advantageous. This treatment
(k=199 and no archive) actually yielded a significantly lower
performance than all other evolutionary treatments. While
the use of no archive does not seem deterrent, the use of the
entire population to compute the novelty score consistently
yielded significantly inferior results. It should be noted,
however, that in previous works behavioural diversity was
always used in combination with fitness-based evolution.

Finally, we analyse the influence of the archive growth
rate λ. Figure 4 shows how performance varies with dif-
ferent growth rates, for different combinations of archive
types and values of k. In all considered treatments (com-
binations of archive type and k), the growth rate has no
significant impact on the success ratio (Kruskal-Wallis test,
p > 0.28). The impact on exploration uniformity is also neg-
ligible. These results support previous works [18] in which
it is argued that limiting the archive size has no significant
performance impact when reasonable limits are used.

4.2 Combination of Novelty and Fitness
A significant point of divergence in the configuration of

novelty-based search is if and how novelty scores should
be combined with fitness scores. A number of techniques
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have been proposed in previous works (see Section 2.2.3),
but comparisons between them are scarce. In our study, we
compare the techniques commonly used in previous works:

Fit Only the fitness scores are used.
LS-50 The score of an individual is given by the weighted

sum of the normalised novelty and fitness scores [1].
Fitness and novelty have the same weight (50%).

LS-75 As the above, but novelty contributes to 75% of the
score and fitness 25%.

NS Only the novelty scores are used.
NSGA Multiobjectivisation of novelty and fitness

scores [24], using the NSGA-II algorithm [2]. As
in previous works [21], the speciation mechanism of
NEAT was disabled for compatibility with NSGA-II.

PMCNS Progressive minimal criteria novelty search [10].
The minimal criterion is given by the value of the 50th
percentile of the fitness scores found in the current gen-
eration. Individuals above the criterion receive their
normal novelty score, while individuals below receive
a score of zero.

The results are shown in Figure 5. The computation of
novelty scores is done with the parameters found in the
previous section: k=15, and a randomly-composed archive
with λ=6. Besides the metrics used in the previous section,
we also measured the proportion of high-fitness individuals
evolved: considering all individuals evolved in a given run,
which percentage of them are solutions for the task.

The results show that LS-50 and NSGA are the ap-
proaches with the highest success ratios (proportion of runs
that evolved a solution for the task). No significant dif-
ference was found between these two (p = 0.75), and they
are significantly superior to all other approaches (p < 0.01).
NSGA yielded a significantly higher exploration uniformity
than LS-50 (p < 0.001). It is noteworthy that NSGA, when
compared to pure novelty search, was considerably more
biased towards high-fitness individuals, and reached solu-
tions faster and more consistently. Nevertheless, the explo-
ration uniformity in NSGA is just slightly inferior to that
of pure novelty search, meaning that NSGA appears to bal-
ance exploration and exploitation exceptionally well. Linear
scalarisation is considerably simpler to implement, and it is
compatible with virtually any underlying evolutionary algo-
rithm, but it should be used with caution in complex tasks
or when the behaviour space is vast.

Previous works have shown that in linear scalarisation,
a medium-high novelty weight (50–80%) yields the best re-
sults [1,6,7,10,11], hence the choice of 50% and 75% for this
study. Our results confirm the importance of choosing an ad-
equate novelty weight. In the maze navigation tasks used in
study, a higher novelty weight (LS-75 ) offered little benefit
over pure novelty search, and performed significantly worse
than LS-50 (p < 0.01). It should be noted, however, that
the optimal novelty-fitness weight could be task-dependent.

PMCNS was generally ineffective, and did not offer sig-
nificant advantages over pure novelty search, except in the
amount of high-fitness individuals evolved (p < 0.01). This
lack of effectiveness contrasts with previous works where
PMCNS was successfully used [8, 10, 11]. Our results sug-
gest that PMCNS’s low performance is due to the high de-
gree of deception in most mazes. PMCNS performed better
than pure novelty search in less deceptive mazes (star and
zigzag), but worse in highly deceptive ones (hard and multi).
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Figure 5: Comparison of multiple techniques for combining
novelty search with fitness-based evolution. The high-fitness
proportion is the proportion of evolved individuals that were
able to solve the task.

4.3 Underlying Evolutionary Algorithm
While the underlying evolutionary algorithm typically has

a large number of parameters, we only focus on the mutation
rate in this study due to space restrictions. Mutation is a
genetic operator present in all evolutionary algorithms, and
the mutation rate directly influences the amount of genetic
diversity in the population.

We study the mutation rate in two different neuroevolu-
tion algorithms, to cover most of the setups used in pre-
vious works (see Table 1): (i) the NEAT algorithm used
in the previous sections, and (ii) a canonical genetic algo-
rithm that evolves fixed-topology neural networks. For all
mazes, the fixed-topology is a recurrent Elman network with
10 hidden neurons, resulting in a chromosome comprised of
232 weights. This topology was used in previous works [26]
and was found to yield a good performance in preliminary
experiments. The genetic algorithm uses tournament se-
lection, an elite of size 5, per-gene Gaussian mutation, no
crossover, and the population size is set to 200 (the same
as in NEAT). The configuration of the NEAT algorithm is
described in Section 3.2.

Novelty search is implemented over these two algorithms
using the parameters found in Section 4.1: k=15 and a
randomly-composed archive with λ=6. Fitness-based evo-
lution is presented as a baseline in both cases. The results
are depicted in Figure 6.

Overall, our results show that novelty search does not ben-
efit from higher mutation rates, when compared to a tradi-
tional fitness-based algorithm. In the NEAT algorithm, the
best mutation rates (with respect to the success ratio) were
in the interval [0.25, 0.8] for fitness-based evolution and in
the interval [0.1, 0.6] for novelty search (p < 0.05). In the
genetic algorithm, the mutation rates that yielded the best
results were in the interval [0.025, 0.1] (p < 0.05) for both
novelty search and fitness-based evolution.
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Figure 6: Success ratio and mean exploration uniformity of
different techniques using different mutation rates. GA-Fit :
Fitness-based evolution with a canonical genetic algorithm
(no crossover); GA-NS : Pure novelty search with the same
genetic algorithm; NEAT-Fit : Fitness-based evolution with
NEAT; NEAT-NS : Novelty search with NEAT.

Regarding the behaviour exploration uniformity, the re-
sults show that novelty search does not benefit from higher
mutation rates. In both NEAT and the genetic algorithm,
the exploration uniformity of novelty search has a strong
negative correlation with the mutation rate (Pearson’s cor-
relation coefficient, r=−0.96 and r=−0.88 respectively).

These results highlight the substantial difference between
genetic and behavioural diversity, and suggest that novelty
search actually works better with lower mutation rates. Al-
though additional experiments would be needed to fully un-
derstand this effect, our hypothesis is that low mutation
rates do not lead to premature convergence due to the dy-
namic nature of the novelty objective, while they contribute
to fine tuning the behaviours in the current population.

It is also noteworthy that the best NEAT-NS treatment
(mutation rate = 0.1) was not significantly different from
the best GA-NS treatment (mutation rate = 0.025), both in
terms of the success ratio and exploration uniformity (p <
0.01). This confirms results from previous works [26] that
show that NEAT is not a requirement for novelty search.
The simpler genetic algorithm, however, has to be fine-tuned
to use an adequate neural network topology.

5. CONCLUSION
We conducted a comprehensive empirical study on the pa-

rameters and configuration choices of novelty search, includ-
ing: (i) the number k of nearest neighbours used in compu-
tation of novelty scores; (ii) the use of the archive, and how
it should function; (iii) how novelty search can be combined
with fitness-based evolution; and (iv) how the mutation rate
of the underlying evolutionary algorithm affects the novelty
search process. Our study is based on the simulated maze
navigation task. We used a set of mazes that confront nov-
elty search with different levels of deception and behaviour
space difficulty. We analysed our results in two dimensions:
(i) whether an evolutionary run is able to produce an effec-
tive solution or not; and (ii) whether novelty search is able
to explore the behaviour space thoroughly and uniformly,
regardless of the objective.

In summary, our findings can be distilled into the following
guidelines:

• The parameter k is robust to moderate variation, but
the optimal value depends on the type of archive used.

• Low to medium values of k are generally preferable.
A value of k=15 yielded relatively good performance
across all the tested archive types.

• A randomly composed archive is preferable over a
novelty-based one, yielding better results across all the
considered metrics.

• Novelty search is robust to moderate variations of the
archive growth rate.

• The use of no archive at all should not be discarded:
when used together with low values of k, it yielded
satisfactory results.

• The highest performing methods for combining novelty
and fitness were the multi-objectivisation of novelty
and fitness scores, and the linear scalarisation with an
equal weight for novelty and fitness. There were no
major differences between these two.

• High mutation rates did not cause better exploration of
the behaviour space. Novelty search actually benefited
from lower mutation rates, when compared to fitness-
based evolution.

Maze navigation tasks have been used in a large number of
previous novelty search works, and it has been shown that
most conclusions drawn in this domain generally transfer
to more complex and realistic domains [11, 18, 26]. Never-
theless, in future work, we will extend our study and as-
sess how the reported results generalise to other domains.
In this work, we vary the behaviour space by varying the
task environment. Another possibility would be to vary the
behaviour characterisation. We intend to assess if certain
features of the characterisation, such as its length, should
influence the choice of novelty search parameters.
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