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ABSTRACT

In this paper, we introduce a supervised machine learning
framework for the link prediction problem. The social net-
work we conducted our empirical evaluation on originates
from the restaurant review portal, yelp.com. The proposed
framework not only uses the structure of the social network
to predict non-existing edges in it, but also makes use of
further graphs that were constructed based on implicit in-
formation provided in the dataset. The implicit information
we relied on includes the language use of the members of the
social network and their ratings with respect the businesses
they reviewed. Here, we also investigate the possibility of
building supervised learning models to predict social links
without relying on features derived from the structure of
the social network itself, but based on such implicit informa-
tion alone. Our empirical results not only revealed that the
features derived from different sources of implicit informa-
tion can be useful on their own, but also that incorporating
them in a unified framework has the potential to improve
classification results, as the different sources of implicit in-
formation can provide independent and useful views about
the connectedness of users.

Categories and Subject Descriptors
H.2.8 [Database Applications|: Data Mining

Keywords

Link prediction; Social networks; random walk with restarts;
Yelp

1. INTRODUCTION

User-generated contents, including social media, is among
the primary sources of information nowadays. For instance,
customers tend to obtain other people’s opinion about cer-
tain products and services via review sites, such as yelp.com.
Review portals and other social media platforms often allow
their users to follow or add other users to their followee or
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contact lists, naturally forming social networks in this way.
Edges connecting two users in these networks often reflect
the mutual interest of the users. In the case of thematic por-
tals, including restaurant review sites, the underlying social
structure can help users to find other users of similar interest
and taste, whose opinions they might want to pay attention
to in the future. As there are plentiful of users one can fol-
low in social networks, it is thus desirable for users to get
automatic suggestions on who they might be interested to
follow or add as a friend. As it is also possible, that some
portals do not explicitly allow their users to form a social
network, we also investigate such models in this work, which
do not rely on the connections between the users at all upon
trying to predict whether there exists a link in the original
social network between two users. These models rely on the
similarity in the user-item ratings and the language use of
the users for prediction.

Link prediction is a common research task related to social
networks, which formalizes the question “can we infer which
new interactions among its members are likely to occur in
the near future?” [7]. In these works the social networks are
defined as the collection of nodes representing (potentially)
different types of entities (e.g. customers and businesses) and
the edges express some kind of relation — such as influence,
collaboration or purchase — between them. These graphs
often take special bipartite or n-partite forms, however, some
work use the projected version of such graphs [1].

In our work, similarly to the method proposed in [3],
we formally treated link prediction as a classification task,
where the task is to decide whether the friendship relation
holds between a pair of users. This paper makes the follow-
ing contributions to the topic of link prediction:

e Upon predicting links in a social network graph, we
investigated the applicability of features that do not
rely directly on the social network. Instead, we derived
features from bipartite graphs containing implicit in-
formation about the members of the social network.

We empirically evaluated and compared the perfor-
mance of models that purely rely on implicit infor-
mation about the users and models that had access to
the social network itself.

We propose new random walks-based features, by defin-
ing the ‘distance’ between pairs of users in various
ways, e.g. as the Kullback-Leibler divergence of the



stationary distributions of the random walks that are
rooted! in one of the users.

2. RELATED WORK

The prediction of links from (social) networks has an ex-
tensive literature, thanks to its wide-range applicability in-
cluding the detection of possible terrorist cells [6] and the
prediction of author collaborations [7]. This section briefly
introduces some of the existing works that aim at solving
the problem of link prediction.

The seminal work of [7] deals with the problem of fore-
casting future collaborations between scientists based on the
snapshot of their collaboration network. This type of link
prediction is sometimes called temporal link prediction as it
takes into consideration the temporally evolving nature of
social networks. There are articles, however, in which the
identification of missing links is performed irrespective of
temporal aspects, for which reason these are often referred to
as structural link prediction tasks [11]. Our work belongs to
the latter class of link prediction problems, as timestamps of
the formation of friendships were not included in the dataset
we experimented with.

A frequent way to solve link prediction is to calculate var-
ious topological metrics of the nodes within the network,
which then serve as a basis for the calculation of the simi-
larity of the pairs of nodes. The underlying assumption of
such approaches is that the more similar two nodes are, the
more likely they become connected. Common metrics de-
rived from (social) networks include the number of common
neighbors, or the length of the shortest path between pairs
of nodes [7].

Besides ranking approaches, link prediction can also be
modeled as a supervised learning task. A typical approach
when applying supervised learning for link prediction is to
calculate the kind of similarity scores that ranking approaches
rely on and feed them to a classification algorithm [1]. The
benefit of such approaches is that they can easily incorpo-
rate multiple discriminating factors at a time. Furthermore,
defining features which describe the pair of nodes from a
perspective other than the social network itself is straight-
forward.

It has been shown that substantial improvement can be
achieved in link prediction by designing features based on
the meta-data available about the nodes [3]. More specifi-
cally, as illustrated in [3], the sum of the articles written by
a pair of authors can be fruitfully utilized to improve the
performance of link prediction in a co-authorship network.
One of their assumptions was that authors are more likely to
collaborate in the future if they had written many articles
previously (independent of each other). The work of [15]
also argues that co-authorship prediction can be improved
by relying on heterogeneous networks, i.e. networks capa-
ble of modeling relations between different types of entities,
e.g. authors and conference venues. The shared meta-data of
social network users was studied in [14], where it was empir-
ically shown that users who generated content with similar
tags were more likely to become friends on flickr and last.fm.

Our framework relates to these works as we also rely on
features other than the ones that can directly be extracted
from the social network itself. The difference of our ap-

Lthe term rooted random walk is sometimes also referred as
random walk with restarts (RWR)
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proach to previous works relies in that the implicit features
— that are not directly derived from the social network — are
calculated based on bipartite graphs that are likely to be
influenced by the social network.

Link prediction can also be viewed as a task suitable for
recommendation systems. From this point of view, the task
can be formulated to recommend users such ‘items’ which
are themselves further users as well. Matrix factorization
techniques are particularly popular in the field of recom-
mendation systems [2, 5, 12].

3. THE PROPOSED FRAMEWORK

As mentioned earlier, we treated the classification of po-
tential edges in the social network of the Yelp Challenge
dataset as a supervised binary learning task. In our frame-
work, the feature space comprises of features deriving from
different feature groups, which serve as different ‘views’ of
the classification instances. During the design of the fea-
tures, our intention was to describe the similarity of the
users from different aspects, namely

e the similarity of the language use of their reviews,
e the restaurants they visited and
e their proximity in the social network.

The graphs corresponding to the above three aspects are to
be introduced subsequently.

3.1 Auxiliary graphs

According to the different aspects, we constructed auxil-
iary graphs from which we derived the features for our super-
vised classification framework. This section introduce these
auxiliary graphs.

3.1.1 User-Word graph

In the User-Word (bipartite) graph two user-type nodes
were connected through a word-type node if the two users —
corresponding to the user-type nodes — used the same word
— corresponding to the word-type node — in any of their
reviews.

User-Word graph. Let G = (Vu U Viy, E) be an undi-
rected bipartite graph, where U = {u1,...,un} is the set of
users of the social network, Viy = {vy,, ..., Vu, } is the set of
the user-type nodes, W = {wx, ..., ws} is the set of indica-
tor words, and Viy = {vw,, ..., Vw,, } is the set of the word-
type nodes. For every user u;, we assign node v,, € Vy and
for every processed word wy € W, we introduce the node
UV, € Viv. The edge (vu;,Vw, ) € F exists if and only if user
u; used a word that got mapped to wy (during the prepro-
cessing phase of the reviews) at least once in at least one of
its reviews.

The motivation behind analyzing the users based on their
vocabulary was based on our assumption that users whose
topics of interest overlaps substantially tend to use similar
words in their reviews. If the words that are used by a pair
of users do not overlap at all, it is reasonable to assume that
they do not have much in common, hence, are less likely to
become friends. On the contrary, if two users share multi-
ple words, e.g. pasta, pizza, pepperoni, they seem to have a
common passion towards Italian cuisine, making them more
likely to be involved in a friendship relation. Similarly, if two
users describe restaurants from similar aspects, using similar



vocabulary, including e.g. words about the politeness of the
service or the ambiance of the restaurant, this can indicate
that the two users regard similar things as important, hence
they might have a higher chance of becoming friends.

The construction of the User-Word graph had the follow-
ing main steps. In order to eliminate word-type nodes of
marginal relevance, we performed stop word filtering of the
reviews and also discarded all words that were not tagged
as nouns by the Stanford CoreNLP pipeline [9]. Keeping
only words that were tagged as nouns seemed to provide a
compromise between the number and the usefulness of the
word-type nodes included in this graph. We thought nouns
to be useful as most food names comprise of words that
should be tagged as nouns. To further decrease the number
of word-type nodes, word forms were also Porter-stemmed,
so that some of the different word forms were then possible
to be treated identically.

3.1.2 User-Restaurant graphs

A further aspect we took into consideration for model-
ing the users was based on the restaurants they visited.
We defined three versions of the User-Restaurant (bipartite)
graphs made up of user,- and restaurant-type nodes. One of
the graphs expressed the visited relation between users and
restaurants. In this graph, there existed a path of length two
between a pair of users if there was at least one restaurant
that was visited by both of them.

User-Restaurant graph. Let G = (Vy U Vg, E) be
an undirected bipartite graph, where Vi is the same as in
the User-Word graph, R = {r1,...,r} is the set of restau-
rants and Vg is the set of the restaurant-type nodes. For
every user u; € U, we assign node v,,; € Vi and for every
restaurant r; € R, we introduce node v,; € Vgr. The edge
(vui,vrj) € I exists if and only if the user u; visited the
restaurant r; at least once.

The reason for modeling users based on the restaurants
they wrote a review about is based on the natural assump-
tion that if two users tend to visit the same restaurants
then their preferences are likely to be similar, making it
more probable that they form a friendship. In order to con-
firm this assumption, we calculated the average number of
restaurants for which both members of the user pairs wrote
a review about. We calculated this amount for the user pairs
who were friends of each other and for those user pairs for
which the relation did not hold (according to the dataset),
and got the results of 0.679 and 0.003, respectively.

We constructed two further bipartite graphs involving res-
taurants. While the previous graph contained the fact if a
user visited and wrote a review about a restaurant, the aim
of these graphs was to capture the users’ satisfaction towards
the restaurants. We measured the users’ (dis)satisfaction by
taking into consideration their star ratings; a simple base-
line predictor — commonly applied in the field of collabora-
tive filtering [4] — was used during the construction of these
graphs.

In one of the graphs two users were connected through
a restaurant only if they had a common positive opinion
about it, while for the other graph, two users were con-
nected through a restaurant node only if they had a com-
mon negative feeling towards it. The (dis)satisfaction of user
u; towards restaurant r; was determined by comparing the
actual rating 7(ui,r;) to the predicted rating of the base-
line predictor, i.e. we regarded user u; to be satisfied with
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restaurant r; if the inequality

r(us,r;) > avg + Au; + Ar; (1)

held, where avg is the average of all the ratings in the
database, Au; is the difference between the average of the
ratings given by user u; and avg, and Ar; is the difference
between the average of the ratings given for restaurant r;
and avg. In case inequality (1) did not hold, we regarded
u; to be dissatisfied with r; and the edge connecting node
vy, With node v,; was only included in the bipartite graph
modeling the dissatisfied_with relation in that case.

3.1.3 User-User graph

The third aspect of our investigation was based on the
User-User or Social Network graph. In this graph, nodes
represented users and an edge connecting two nodes indi-
cated that the users corresponding to the nodes were known
to be friends of each other according to the dataset.

Social Network graph. Let G = (Vy, E) be an undi-
rected graph where Vi is the same as in the previous graphs.
The edge (vui,vu].) € F C Vy x Vi exists if and only if the
friends(ui,u;) relation holds for users u; and u;.

This third — and most trivial — way to analyze users thus
took place via the inspection of the social network itself.
Relying on the social network to predict missing links from
it is the most straightforward way to go, which has exten-
sively used in previous works. We also used the information
residing in the social network, however, it is important to
note that one of our main research goals was to investigate
and compare the performance of such frameworks which do
not rely on social network information. We believe it is an
important task, as there might be situations when it would
be desirable to predict social links in such cases when even a
partially observable version of the social network is difficult
or even impossible to obtain.

3.2 Features

As illustrated above, it is common in all of our feature as-
pects that they can naturally be represented as graphs, thus
the way features were extracted from them could be treated
in a unified manner. In this section, we introduce various
ways how features were derived from the graphs introduced
in Section 3.1.

First, for every node of our interest, we calculated the sta-
tionary distribution of its rooted random walk. Rooted ran-
dom walks — also referred to as random walks with restarts
(or RWR for short) — simulate a random walk similar to
PageRank [13]. Both RWR and PageRank algorithms con-
tain a parameter [ making the random surfer in any time
to choose a node to traverse to from its direct neighbors
with probability 5. The difference of the RWR and PageR-
ank algorithms lies in the determination of the subsequent
node during the random walk with probability 1 — 8. More
precisely, RWR returns to the dedicated node, i.e. the root
node, while PageRank chooses any of the nodes of the graph
uniformly at random with probability 1— 3. The above char-
acteristic of RWR makes its stationary distribution available
to be interpreted as a measure of similarity between the root
node and the rest of the nodes. During our experiments, we
applied the commonly used value of 0.8 for the parameter 3.

Computing the similarity scores for a graph is an expen-
sive task with the straightforward implementations, how-
ever, fast approximate approaches exist to calculate the sta-



tionary distribution of RWRs. The authors of [16], for in-
stance, claim that their approach might benefit a 150-times
speedup, while the approximate stationary distribution re-
turned by their method preserves 90% of the quality of the
optimal one.

Similarity score. For a graph G = (V, E) and nodes
v;,v; € V, we say that s;—,; € [0, 1], i.e. the similarity score
of v; to v, equals the stationary distribution of the RWR
rooted in node v; with respect node v;.

We also define the similarity vector on the graph G for the
root node v; as sim; = [s;1, ..., Si—n], that is simply the
stationary distribution of the RWR rooted in node v;.

Note that the way similarities are defined makes it pos-
sible to use any of the graphs introduced in Section 3.1 as
G. This way we can generate a feature value to any pair of
users (ui,u;) based on any of the graphs providing differ-
ent views about them. Following, we specify the details how
feature values were derived for the pairs of users. Due to the
fact that our purpose was to define similarity between pairs
of users, we pruned and renormalized the stationary distri-
butions of RWRs calculated for bipartite graphs to include
user-type nodes alone.

To measure the global similarity of the stationary distribu-
tions of the random walks with roots vy, and v, regarding
user pair (u;,u;), we computed the Kullback-Leibler (KL)
divergence of the similarity vectors sim; and sim;. Here,
we expected that if two users behave similarly in the graph,
then their similarity vectors tend to be similar, which results
in their KL-divergence to tend to 0. As the Kullback-Leibler
divergence is asymmetric, we derived features for both the
value Dk (sim; || sim;) and Dk (sim; || simy).

Besides the previous features — taking into account the
entire stationary distributions of the random walks with
restarts — we defined features that specifically considered
the stationary distributions regarding nodes v.,; and vy for
a given user pair (u;,u;). As one further type of feature,
we introduced the rank-based similarity, which did not take
into consideration the exact values of the similarity vectors,
rather focused on the ranks of the nodes according to the
stationary distribution of the RWRs.

Similarity rank. The similarity rank of node v; in the
similarity vector sim; is defined as the number of the ele-
ments with a higher value of stationary distribution being
assigned to them. The similarity rank of v; in sim; is thus
ranksim; (v;) = [{k : sisk > Sij}H-

Based on the definition of rank similarity, we were then
able to measure how ‘close’ two nodes v; and v; were from
each other. For measuring rank similarity, we employed the
formula

ranksimvi (vi) — ranksimvi (v5)

I

n

where n is the number of users in the social network. Upon
determining the feature values for a classification instance
describing a user pair (u;,u;), we also calculated the above
formula as

ranksim, (vj) — ranksim, (vi)

)
n

in order to account for the similarity of the friendship rela-
tion. A value for that feature being close to 1 is intended to
mean that the two users for which the feature was calculated
are similar.
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4. EXPERIMENTAL RESULTS

In this section, we provide statistics about the dataset and
the graphs we derived from it, and also display our empirical
evaluation scores.

4.1 The dataset

The dataset we evaluated our approaches on is the Yelp
Dataset Challenge? (4th edition) containing 42,153 restau-
rants, 252,898 users and 1,125,458 reviews. The dataset con-
tains 955,999 pairs of users who are friends of each other.
There are further information — such as check-ins and busi-
ness attributes — in the dataset, that we did not utilize in
our approach yet, however, we are planning to do so in the
future.

As the dataset contained the reviews in a convenient for-
mat, it allowed us to construct the graphs as described in
Section 3.1. The User-Word graph that was built from the
preprocessed and filtered contents of the reviews, contained
97,705 word-type nodes besides the user-type ones, and it
had more than 34.65 million edges. The User-Restaurant
and the social network graphs had edge counts above 2.17
and 1.91 million, respectively. The two further (dis)satisfac-
tion graphs both had approximately half the number of the
edges of the original User-Restaurant graph they were de-
rived from. For graphs involving user-, and restaurant-types
entities, the number of nodes was directly influenced by the
number of users and restaurants provided in the dataset.

4.2 Results

We now introduce our experimental settings in more de-
tails and also provide our baseline results. As stated previ-
ously, our task was to build a model which is able to decide
whether two users should be connected in the social network.
In order to build a training corpus, we randomly selected
1,000 pairs of users for which the friendship relation held
and another 1,000 pairs of users, who were not friends of
each other. Since there were no timestamps regarding the
formulation of friendships, we did not guide the selection
of the 1,000 edges that we deleted from the social network.
Further 1,000 user pairs not being friends in the original so-
cial network were also selected randomly. These 1,000-1,000
samples then formed our list of instances belonging to the
positive and negative class, respectively.

As links between users — who could otherwise be friends
— might be absent as a result of the incompleteness of the
social network, we can only be certain about the class labels
of the positive instances. Due to the above observation and
the fact that we are essentially interested in identifying in-
stances belonging to the positive class, we only present the
detailed performance measures (i.e. precision, recall and F-
score) for the instances being labeled as positive. In order
to get an overall measure of the classification performance,
we present the accuracy of our classifiers as well.

4.2.1 Baseline results

Note that a random predictor would achieve an accuracy
of 50% and an F-score of 0.5, as the dataset we used con-
tained an equal number of user pairs belonging to the pos-
itive and negative instance classes. As such a baseline is
rather simplistic, we also provide a matrix factorization-
based approach as a baseline. For this, we relied on the

2accessible from http://www.yelp.com/dataset_challenge



d 10 20 50 100 125
Accuracy | 0.545 0.540 0.653 0.661 0.662
Precision | 0.545 0.540 0.616 0.625 0.625

Recall | 0.542 0.537 0.811 0.801 0.807
F-score | 0.543 0.538 0.700 0.702 0.705

Table 1: Baseline results as a function of the latent
dimensions (d) used during the matrix factorization

Information | Accuracy Precision Recall F-score
Word 0.737 0.732 0.750 0.739
Restaurant 0.780 0.755 0.830 0.790
Social 0.935 0.919 0.952 0.935

Table 2: Classification performance obtained relying
on one source of information at a time

rating matrix R € [0...5]"*™, the r;; element of which is
the star rating provided by user ¢ with respect restaurant
j. Our baseline applied the non-negative matrix factoriza-
tion algorithm introduced in [8] to approximate the rating
matrix as a product of matrices W € R"*% and H € R¢*™,
so that ||R — WH||% gets minimized and each element of
W and H are non-negative. Choosing d in a way such that
d < m holds, the rows in W € R"*? can be used as a lower-
dimensional representation of the users in a ‘latent’ space.
Due to its denser nature of the lower-dimensional representa-
tion, the comparison of the user pairs can be obtained more
meaningfully as if it were performed in the original m > d
dimensional space (where most of the values in the vectors
tend to be 0).

For this baseline, a user pair (u;,u;) was predicted as
friends, if the following inequality held:

deos (Wi:, Wj:) < %2 Z deos (Wi:7 Wj’:)7 (2)

3’ ¢4}
where n is the number of total users, w;. € R denotes
the ith row of W — that is the d-dimensional latent space
representation of the user uw; — and the function deos(, )
refers to the cosine distance between two vectors. That is
the user pair (u;,u;) was predicted to be friends, if their
cosine distance did not exceed the average cosine distance
of all the other users compared to user u;. We tried to
modify right side of inequality (2) in such a way that the
average (or the maximum) of the cosine distances compared
to user u; are not taken with respect all the other users, but
only for the friends of u;, however, doing so did not result
in better baseline performances.

As our baseline approach is sensible to the selection of d,
the dimension of the row vectors in W, we experimented
with various values of d. As seen from Table 1, the perfor-
mance measures obtained by choosing low (i.e. < 20) values
of d are not much better than that of a random baseline. Al-
though such small values of d perform poorly, performance
measures seem to improve and stabilize once the reduced di-
mensionality of the user space is increased (i.e. d > 50). Ta-
ble 1 also reveals that it is reasonable to think that increasing
further the value of d above 100, do not yield substantial im-
provements in the results, as only a marginal improvement
can be observed when increasing d from 100 to 125.
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\WY% S | Accuracy Precision Recall F-score
e o 0.807 0.802 0.817  0.809
. . 0.932 0.918 0.947  0.932
. 0.934 0.924 0.945 0.934
e o o 0.932 0.921 0.945 0.933

Table 3: Classification results combining the differ-
ent sources of information. Letters W, R and S refer
to the word, restaurant and social graphs, respec-
tively.

4.2.2  Supervised learning-based results

For the evaluation purposes, we built maximum entropy
models relying on the feature space that were introduced
in Section 3.2. Our models were trained using the Mallet
machine learning framework [10]. In order to reduce the
variability of our estimates for the performance of our mod-
els, we used 10 fold cross-validation during our experiments.
As stated earlier, precision, recall and F-score metrics are
presented for the positive class of instances — besides the
overall classification accuracy.

Table 2 illustrates the classification performance obtained
by relying on one source of information (i.e. word, restau-
rant or social) at a time. Due to the expectations, infor-
mation about the social network turned out to be the most
useful, while the model based on the language use of the
users achieved the worst performance. The word usage fea-
tures being the least informative, we should add that this
approach still outperforms our matrix factorization based
baselines, with a relatively large margin. Furthermore, we
believe that there is still possibility to improve the word
usage-based prediction of links, e.g. by relying on ontolo-
gies or incorporating word-type nodes in some more sophis-
ticated manner. We plan to explore such extension possibil-
ities in our future work.

We were also interested how the different sources of in-
formation about the users interact with each other. The
result of these experiments, i.e. when more than one sources
of information were used at a time, are included in Table 3.
From this table, we can see that relying on more that just
one source of information, we could improve our link pre-
diction performances. This is especially true for relying on
the words and restaurants-related informations at a time.
Models which use the social graph as features did not really
seem to differ from each other. This, however, could be an-
ticipated, since the features derived from the social network
itself are expected to serve extremely valuable information
for link prediction. We should, however, emphasize that
models not utilizing the structure of the social network at
all, was able to achieve an F-score and accuracy above 0.8,
that we regard as a promising result.

S. CONCLUSIONS

In this work, we proposed a supervised learning frame-
work for the task of link prediction. The social network we
evaluated our approach on was that of the restaurant review
portal, yelp.com. In our proposed approach, we successfully
exploited implicit sources of information, such as the lan-
guage use of the reviewers and the restaurants they visited.

Thanks to the alternative sources of information, — not
directly dependent on the structure of the social network
itself — we managed to achieve reliable performances. In
this paper, we also defined different ways to obtain similarity



scores for pairs of users based on the stationary distribution
of rooted random walks on different graphs. These similarity
scores then proved to be useful in the supervised learning of
link prediction.

In our future work, we are planning to explore further im-
plicit sources of information about users to better approxi-
mate the link prediction performance that can be achieved
by relying on the structure of the social network as well.
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