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ABSTRACT 
Text can often be complex and difficult to read, especially for peo­
ple with cognitive impairments or low literacy skills. Text simplifi­
cation is a process that reduces the complexity of both wording and 
structure in a sentence, while retaining its meaning. However, this 
is currently a challenging task for machines, and thus, providing 
effective on-demand text simplification to those who need it re­
mains an unsolved problem. Even evaluating the simplicity of text 
remains a challenging problem for both computers, which cannot 
understand the meaning of text, and humans, who often struggle to 
agree on what constitutes a good simplification. 

This paper focuses on the evaluation of English text simplifica­
tion using the crowd. We show that leveraging crowds can result 
in a collective decision that is accurate and converges to a consen­
sus rating. Our results from 2,500 crowd annotations show that the 
crowd can effectively rate levels of simplicity. This may allow sim­
plification systems and system builders to get better feedback about 
how well content is being simplified, as compared to standard mea­
sures which classify content into ‘simplified’ or ‘not simplified’ 
categories. Our study provides evidence that the crowd could be 
used to evaluate English text simplification, as well as to create 
simplified text in future work. 

Categories and Subject Descriptors 
K.4.2 [Computers and Society]: Social Issues – Assistive tech­
nologies for persons with disabilities 

Keywords 
Text simplification; accessibility; crowdsourcing; NLP 

1. INTRODUCTION 
Simplified text is crucial for some populations to read effectively, 

especially for cognitively impaired and low-literacy people. In fact, 
the United Nations [38] proposed a set of standard rules for the 
equalization of opportunities for persons with disabilities, includ­
ing document accessibility. Given this, there are different initiatives 
that propose guidelines to help rewriting text to make it more com­
prehensible. Examples of these guidelines are Plain Language in 
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the U.S. [41]1 and the European Guidelines for the Production of 
Easy-to-Read Information in Europe [23]. 

Text simplification is an area of Natural Language Processing 
(NLP) that attempts to solve this problem automatically by reduc­
ing the complexity of both wording (lexicon) and structure (syn­
tax) in a sentence [46]. Previous efforts on automatic text simpli­
fication have focused on people with autism [20, 39], people with 
Down syndrome [48], people with dyslexia [42, 43], and people 
with aphasia [11, 18]. 

However, automatic text simplification is in an early stage and 
still is not useful for the target users [20, 43, 48]. One of the main 
challenges of automatic text simplification is its evaluation, which 
frequently relies on readability measures. Traditionally these mea­
sures are computed automatically and take into account surface fea­
tures of the text, such as number of words and number of sentences 
[28]. More recent measures consider other features used in ma­
chine learning techniques [21]. However, these features generally 
do not consider gains for the end user. Most of the human evalu­
ations of text simplifications are done by experts (normally using 
between two or three annotators) and consider their annotations and 
the agreement between them. 

In this paper, we show that crowdsourcing can be used to collect 
input from highly-available, non-expert workers in order to provide 
an effective and consistent means of evaluating the simplicity of 
text in English. This provides a way to go beyond automatic mea­
sures, which may overlook important content changes that actually 
add difficulty to reading text. 

To the best of our knowledge, our work is the first to focus on 
measuring text simplification for English using the crowd. By using 
human intelligence in a structured way, we can provide a reliable 
way of measuring text simplicity for end users. More generally, 
by addressing the simplicity feedback problem, we may be able to 
better facilitate the creation systems that selectively simplify tex­
tual content in previously unaddressed settings on demand, such 
as new content on a web page. This can provide more accessible 
accommodations to those who need it, when they need it. 

2. RELATED WORK 
The work related to our study can be grouped into (a) NLP stud­

ies on measuring text simplification, (b) crowdsourcing for acces­
sibility, and (c) crowdsourcing for NLP. 

2.1 Measuring Text Simplification in NLP 
In NLP text simplification is defined as any process that reduces 

the syntactic or lexical complexity of a text while attempting to 
preserve its meaning and information content. The aim of text sim­
plification is to make text easier to comprehend for a human user, 
1http://www.plainlanguage.gov/ 
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or process by a program [46]. The quality of the simplified texts 
is generally evaluated by using a combination of automatic read­
ability metrics (measuring the degree of simplification) and human 
assessment (measuring the grammaticality, preservation of mean­
ing, and degree of simplification). 

Traditional methods, such as the Flesch Reading Ease score [22], 
have used features like average sentence or word length. More 
recent readability measures have included other type of features. 
These can be classified in four broad categories [14]: (a) lexico­
semantic features, e.g. lexical richness [35]; (b) psycholinguistics­
based lexical features, e.g. word concreteness [50]; (c) syntactic 
features, e.g. syntactic complexity [25]; and (d) discourse-based 
features or higher-level semantic and pragmatic features. Machine 
learning approaches for readability prediction use combinations of 
these features to classify different levels of readability such as the 
feature analyses performed by Feng et al. [21]. 

In order to compare automatic and human assessment, Štajner et 
al. [54] used 280 pairs of original sentences and their correspond­
ing simplified versions and compared the scores of six machine 
translation evaluation metrics with human judgements (three eval­
uators). The measures used were the grammaticality and meaning 
preservation of the simplified sentences. They found a strong cor­
relation between automatic and human measures. 

When using human assessment, the systems can be evaluated ei­
ther by experts or by target groups such as people with autism [20, 
39], people with Down syndrome [48], or people with dyslexia 
[42, 43]. Evaluations by expert annotators are more commonly 
used. Typically, three annotators are asked to grade different out­
puts in terms of its grammaticality, its preservation of the original 
meaning, and its simplicity. The agreement between the annota­
tions is calculated by mean inter-annotation agreement metrics (us­
ing weighted kappa or Fleiss’ kappa) and ranged from 0.49 to 0.69 
[55] and 0.35 to 0.53 [8] for English lexical simplification, 0.33 for 
Spanish lexical simplification [9], and from 0.53 to 0.68 for English 
syntactic simplification [54]. These scores suggest that the agree­
ment in these tasks is still not reliable since it is common practice 
among researchers in computational linguistics to consider 0.8 as a 
minimum value of acceptance [1]. 

2.2 Crowdsourcing Accessibility 
Remote help from people has long been used to assist people 

with disabilities [7]. The ESP Game [52] elicited image labels from 
users, in part, with the goal of creating annotations for blind users 
for images on the web. 

Recently, crowdsourcing has provided a means of supporting on-
demand assistance. VizWiz [6] used the crowd to provide nearly 
real-time answers to visual questions asked by blind users from a 
phone or other mobile device. Chorus:View [31] extended the basic 
VizWiz model by allowing people to interact conversationally with 
a question answering system by viewing a user’s live video stream 
in order to answer questions during a chat conversation. 

More recently, real-time crowdsourcing has allowed for the cre­
ation of on-demand accessibility tools, as well as new tools for 
creating interactive experiences powered by a combination of hu­
man and machine intelligence have been created. Seaweed [13] 
recruited workers and asked them to wait for a task to begin in or­
der to complete tasks synchronously. Adrenaline [3] showed that 
workers could be directed to a task in under two seconds from such 
a model, and with proper optimization, even under a second [4]. 

Legion [30] introduced the idea of continuous crowdsourcing, 
which engaged workers for longer tasks to allow them to maintain 
context and respond even faster. Scribe [29] built on this work to 
create a system that provides real-time captions to deaf and hard­

of-hearing users with a per-word latency of under 5 seconds. 
Our work explores using crowdsourcing as a means of quickly 

and easily evaluating textual simplicity. By building off of prior 
work, our goal is to enable systems that support assistive technolo­
gies by evaluating their performance in real time, allowing them to 
better adapt to the environment in which they are operating. 

2.3 Crowdsourcing for NLP 
Crowdsourcing draws on large highly-available, dynamic groups 

of human workers to solve tasks that automated systems cannot 
yet accomplish alone [34, 51]. Integrating human intelligence into 
computational workflows has allowed problems ranging from im­
age labeling [52], to protein folding [15], taxonomy structuring 
[12], and trip planning [56] to be solved. In NLP crowdsourcing 
has been used to evaluate and edit writing [5], identify textual fea­
tures [49], and even hold conversations [33]. Machine translation, 
which aims to automatically convert one language to another, has 
also been supported by the crowd [10]. Machine translation is in 
many ways similar to the problem of converting complex text into 
simple text. 

Regarding text simplification for Dutch, De Clercq et al. [17] 
used of crowdsourcing to obtain readability assessments. The au­
thors used a corpus of written Dutch generic texts and a tool to ob­
tained readability ranking from the expert readers. From the crowd 
workers the authors obtained pairwise comparisons. Their results 
show that the assessments collected through both methodologies 
are highly consistent. 

Finally, Pellow and Eskenazi [40] used crowdsourcing to gen­
erate simplifications of everyday documents, e.g. driver’s licens­
ing or government documents. They created a corpus or 120,000 
sentences and demonstrated the feasibility of using crowdsourced 
simplifications to simplify documents. 

2.4 What is missing? 
In this paper, we explore how recruiting large groups of people 

to analyze text simplification approaches can effectively measure 
more fine-grained classes of simplification that are usually studied, 
without the need for expensive experts who are not always avail­
able when needed. This is especially important for automated sys­
tems that may need immediate feedback on the simplicity of their 
output. Our approach complements this work addressing whether 
crowdsourcing could be used to measure text simplification in En­
glish for legal texts. 

3. MEASURING SIMPLICITY 
To collect simplicity ratings from the crowd, we created a simple 

text-rating interface (Figure 1) that asked workers recruited from 
Amazon’s Mechanical Turk to rate a series of 10 sentences on a 
7-point Likert scale. 

The system we developed for this evaluation automatically pulls 
sentences that have been added to a queue and serves them to work­
ers as they arrive. This means that response speed is dependent only 
on the arrival speed of workers, which can be increased by using a 
retainer model [3] and/or increasing pay to encourage workers to 
take tasks quicker if a rapid response is desired. In our trials, we 
focus on the ability of workers to accurately evaluate text simplic­
ity, rather than optimizing for response speed. 

3.1 Evaluation Dataset 
Our evaluation explored how well the crowd was able to judge 

the simplicity of sentences. For our evaluation dataset, we chose 
a set of sentences from the PLAIN language guidelines [41]. We 
decided to chose these sentences because they have a considerable 



Figure 1: Our interface for collecting crowd ratings of sentence simplicity asked each participant to rate the simplicity of 10 sentences 
on a 7-point Likert scale. We did not specify the concept of “simple” in terms of rules because we thought this could bias workers’ 
perception of simplicity and may also be too complex. 

level of complexity (legal genre), but at the same time, are used 
quite frequently in official documents. 

Each of the selected sentences could be simplified using several 
of the rules suggested in the guidelines. Because we do not only 
want to determine if people can tell if a sentence has “been sim­
plified”, but also how simple the result is, we apply rules in the 
following ways over five conditions. This allowed us to measure 
the crowd’s ability not only to differentiate simple from complex, 
but also to rate a continual notion of simplicity between extremes. 

•	 0 or original: No rules applied. This is the original sentence 
from the guidelines. 

•	 1: A single rule from the guideline-suggested set, applied 
once in the sentence. 

•	 1: Another single rule from the guideline-suggested set, ap­
plied once in the sentence. This might be a different applica­
tion of the same rule (in a different place from above), or the 
application of a different rule. 

•	 2: Both of the single rules from above applied to the same 
sentence. This may be two applications of the same rule in 
a sentence in difference locations, or the application of two 
different rules. 

•	 3: Three rules applied to the same sentence. We begin with 
the two rules applied in the previous condition, but now add 
a third rule (or repeated instance of a prior rule) to the set. 

Our goal is to create a dataset with incremental simplifications 
that can serve as a gold standard. To illustrate our dataset, we in­



clude two example sentences and simplification change sets below. 
The simplification changes are shown in parentheses. The dataset 
used in the experiment was composed of 60 sentences. See the 
complete dataset in the Appendix. 

Example 1: 

0 or original: The following information must be included 
in the application for it to be considered complete. 

1: You must include the following information in the appli­
cation for it to be considered complete. (must be included → 
you must; Guideline “Use active voice” [41].) 

1: The following information must be included in your appli­
cation for it to be considered complete. (the → your) Guide­
line “Use pronouns to speak directly to readers” [41]. 

2: You must include the following information in your appli­
cation for it to be considered complete. The combination of 
the two previous simplification changes. 

3: You must include the following information in your appli­
cation. (for it to be considered complete → omission) Guide­
line “Omit unnecessary words” [41]. 

Example 2: 

Original: Bonds will be withheld in cases of non­
compliance with all permits and conditions. 

1: Bonds will be withheld if you don’t comply with all permits 
and conditions. (in cases of non-compliance → if you don’t 
comply) Guidelines “Don’t turn verbs into nouns” and “Use 
pronouns to speak directly to readers” [41]. 

1: Your bond will be withheld in cases of non-compliance 
with all permits and conditions. (Bonds → Your bond) 
Guideline “Use pronouns to speak directly to readers” [41]. 

2: Your bond will be withheld if you don’t comply with all 
permits and conditions. The combination of the two previous 
simplification changes. 

3: We will withhold your bond if you don’t comply with all 
permit terms and conditions. (Bonds will be withheld → We 
will withhold your) Guideline “Use active voice” [41]. 

3.2 Rating Results 
We elicited 2,500 individual ratings from 250 workers. Each 

worker was shown a set of 10 randomly-ordered sentence variants 
from two of the sentences from our dataset, that is two complex 
sentences and their corresponding simplifications. 

Figure 2 shows worker ratings of each of the 10 sentences that 
we had rated, over the different number of simplification rules ap­
plied. While at first the results appear mixed, our inspection of the 
dataset shows that the diversity of responses mirrors the diversity of 
the sentences used and changes made to them. To control for differ­
ing complexity and get better insight into the types of text changes 
workers captured in their ratings, we divided the initial dataset into 
two groups: those sentences which were significantly changed (de­
fined as more than 10 changes in terms of word-level edit distance), 
and those that were not. 

Figure 3 shows the aggregated results for the two sets. Sentences 
which changed very little after the standard simplification rules 
were applied saw no significant change overall, growing just 6.6% 
(p > .05). Sentences with more changes, on the other hand, saw a 

Figure 2: Average worker ratings of all 10 trial sentences as dif­
ferent canonical rules are applied. Different rules have differ­
ent effects although generally the trend is to increase simplicity 
as expected. 

significant increase of 76.5% (p < .05). These results confirm that 
workers are able to accurately rate the simplifying changes that we 
added to our set of sentences. Further checks of the data confirmed 
that borderline cases, where roughly 10 changes are made, result in 
a minor but positive increase in simplicity rating. 

Unsurprisingly, the set of sentences with smaller sets of changes 
were also those that were initially rated higher (Figure 3) by the 
higher initial value when 0 changes are present. This further veri­
fies that workers’ ratings are in line with our expected measurement 
outcomes. 

3.3 Rating Consistency 
The results presented above demonstrate that a crowd of 50 

workers can accurately rate the simplicity of text. However, re­
quiring 50 workers to redundantly code each sentence that needs 
to be rated is likely going to be impractical in many cases, even if 
each individual rating is cheap and easy to acquire. We next inves­
tigated the number of workers that might be needed in a real system 
by looking at the variation in answers when sampling a part of our 
full dataset. 

Figure 4 shows the convergence toward the whole group’s an­
swer (separated into large-difference, small-difference, and com­
bined conditions) as we sample a randomly selected 25%, 50%, and 
75% of the contributing workers. The initial separation between the 
two conditions that we observed at a 25% sampling rate is not sig­
nificant (p > .5). After an initially large drop of 0.31 (from .44 to 
.195, a difference of 55.7% of the total average difference), we see 
a more modest drop of 0.1 (22.7% of the total average difference). 
At 75%, we are within 0.1 of the final collective answer. 

To verify these results are not dependant on absolute values, we 
next check for convergence in terms of the percent difference be­
tween answers over the same four worker response sampling rates 
(Figure 5). The first thing to note is that the small difference in 
starting value (shown above to be insignificant) almost completely 
disappears when viewed as a percent of the overall score. This 
suggests that the relative error even at just 25% of workers is rea­
sonably stable. 

We again observed a similar pattern to above – the initial step 
from sampling 25% to 50% of workers results in a relatively large 
step down from 11.5% difference to just 4.5% (a difference of 
61.1% of the overall error), and a smaller decrease of 2.3% (20.3% 
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Figure 3: Average worker ratings (with standard deviation 
shown) of our 10 trial sentences, divided into two groups: high-
change sentences (6) and low-change sentences (4) as different 
canonical rules are applied. A clear effect is observed when ap­
plying each rule in settings where there is a larger difference 
in the resulting sentence, suggesting workers are able to accu­
rately pick up on successful rule-base simplicity changes. 

of the overall difference) is seen between 50% and 75%. The final 
step from 75% to 100% of our 50 workers was again small, at just 
2.1% (18.5% of the overall difference). 

To select a cutoff value, we noted the reduction in convergence 
rate, and concluded that approximately 50%, or 25 workers, is sug­
gested as a reasonable threshold by the data. This analysis con­
firmed that workers collectively provide consistent results, because 
it shows that workers monotonically converge to a more stable an­
swer as more responses are added. 

4. DISCUSSION 
In this paper, we have explored how the non-expert crowd can 

measure the simplicity of text. Our results are consistent with the 
findings of De Clercq et al. [17] for generic texts in Dutch. In their 
study the crowd was presented with pairwise comparisons. Their 
findings suggest that crowdsourcing could be used as an alternative 
to expert text labeling for text simplification. Our results advance 
these findings in two aspects. First previous results can be extended 
to English language. This contribution is not trivial because text 
complexity perception could be language dependent, as different 
languages present different degrees of complexity in different lan­
guage levels (e.g. morphology vs. syntax). Second, we show that 
the crowd is sensitive to different levels of simplicity. This allows 
fine-grained impact of changes to be measured. 

Next, we discuss the results in relationship with target popula­
tions and readability measures. Later we discuss how crowdsourc­
ing applies to text simplification in terms of fine-grained answers, 
workforce, response speed, and potential applications. Finally we 
discuss the limitations of the study. 

4.1 Readability in Target Populations 
The ratings that were given by the crowd are consistent with pre­

vious studies on experimental psychology that have studied how 
word and sentence length impact the performance of readers with 
special needs. As with the crowd, short sentences and short words 
are more readable not only by general readers but also by people 
with cognitive disabilities. For instance, Simmons and Singleton 
show that long and complex sentences have a negative effect on 

Figure 4: Crowd sampling rate vs. the difference from the fi­
nal answer. Overall, the difference from 25% of the 50 crowd 
workers polled to all of them was only 0.5 points. 

the comprehension of people with dyslexia [47]. Similarly, Rello 
et al. [44] demonstrate how text containing longs words were less 
understandable by people with dyslexia than the same texts when 
the long words were substituted by shorter synonyms. Minshew 
and Goldstein [37] present that people with autism spectrum dis­
orders have difficulty understanding complex sentences. Finally, 
Baddeley et al. [2] show how children with Down syndrome can 
remember a greater number of shorter words than long words. The 
more syllables the word have the less words children with Down 
syndrome could retain. 

4.2 Readability Measures 
The crowd measured as simpler the sentences with more simpli­

fication changes, which, in most of the cases, are also the shorter 
ones. Their ratings support the readability measures used in NLP 
to address text complexity. 

There are over 200 readability measures [19]. If we take into 
account four of the most frequently used readability metrics, they 
all account factors related to word and sentence length [53]. For 
instance, the Flesch Reading Ease score [22] and its simplified 
version, the Flesch-Kincaid readability formula [28], consider the 
average sentence length and the average number of syllables per 
word. The Fog Index [26] accounts average sentence length and 
the number of words containing more than two syllables. Finally, 
the SMOG grading [36] take into account the number of words with 
more than two syllables every 30 sentences. 

4.3 Fine-Grained Answers 
One of the advantages of crowd-based simplification measure­

ments is the granularity of responses that are possible elicit. Unlike 
prior approaches, our crowd responses are consistent over varying 
levels of simplicity, allowing fine-grained impact of changes to be 
measured. This may allow for better find-tuning of simplication 
algorithms or other approaches. 

4.4 Workforce 
Our results suggest that a relatively large number of workers may 

be necessary to get reliable results, as smaller samples from our 
data (e.g., 10%) showed high variance. Our task paid 20 cents to 
rate 10 sentences. Workers typically could complete this task in less 
than 90 seconds, making their effective pay rate over $8 per hours 
– a relatively high wage for Mechanical Turk. As such, these tasks 
were taken quickly. Assuming that we need around 25 workers as 
suggested by our results, this brings the total cost per sentence to 



Figure 5: Crowd sampling rate vs. difference from final answer. 
Even a small fraction of the 50 crowd workers polled for this 
study were able to approximate the final result from them all. 

around 50 cents. 

4.5 Response Speed 
Some applications may want to rate the simplicity of content 

quickly and on-the-fly. The method introduced here is able to do 
that well. By dividing up a block of text into multiple pieces and 
asking different workers to assess each in parallel, the overall re­
sponse time can be only a small fraction of the time it would take 
any one person. While the $0.50 USD per sentence that we paid 
is somewhat high (although we did not optimize it), it may still be 
cheaper —and certainly parallelized to be faster than —an expert. 

4.6 Potential Applications 
We believe that our crowd-based measurement of simplicity has 

many applications. For one, it may allow researchers in natural 
language processing to proceed faster than they would otherwise 
be able to by providing a way for them to gauge the simplicity of 
the sentences that they produce. Second, it may allow for new kinds 
of tools that determine on-the-fly the simplicity of text that is being 
viewed and then perform some process to mitigate any problems 
that it may cause, without requiring users to explicitly request this 
additional functionality. 

4.7 Study Limitations 
One limitation of our study is that we did not measure whether 

the crowd actually comprehended the text. This is a common flaw 
of the human evaluations that address text simplification with an­
notators [8, 9, 55], maybe be due to the fact that comprehension 
and readability normally are so closely related that sometimes both 
terms have been used interchangeably [27]. Another limitation of 
the study is that our testing dataset in restricted to the legal domain. 
Since most of the NLP tasks are domain dependent, including text 
simplification [46], our results do not necessarily extend to other 
language domains. However, because the underlying power for our 
approach comes from human understanding, even other domains 
that cannot be accurately measured by Mechanical Turk workers 
might be successfully measured by others crowds with different 
domain expertise or knowledge. 

5. CONCLUSIONS AND FUTURE WORK 
The main conclusion of this study is that the non-expert crowd 

recruited from Amazon Mechanical Turk can perceive and measure 
different levels of simplicity in text – demonstrating that crowd-

sourcing may be a viable tool for evaluating the accessibility of 
text. The measurements of the crowd can support the needs of 
readers with cognitive disabilities, as well measure general read­
ability issues in textual accessibility. This may be due to the large 
overlapping of the language symptoms between different develop­
mental language disorders such as autism spectrum disorders or 
Down syndrome [45]. Since text simplification is beneficial also 
for non–native language learners [16] and low literacy people [24], 
the results of this study could be extended to other fields besides 
accessibility. 

Future work may include defining new readability measures 
based on the crowd’s judgements, as well as the integration of 
crowdsourcing evaluations in NLP simplification methods. By in­
tegrating human evaluations, automatic simplifications could come 
closer to the real needs or users. It would also allow developers of 
these technologies to quickly iterate and test out designs. 

Eventually, it may even be possible to use the crowd to gen­
erate simplified text. The crowd may also bring diverse insights 
into what makes text simpler, and even help formalize the pro­
cess of simplifcation for automated systems, allowing them to more 
quickly learn how to complete this task – similar to how crowd un­
derstanding of tasks has been used in other domains [32]. 

While the goal of this paper was to measure how simple existing 
text is, an obvious next step is to ask the crowd to actually gen­
erate the simplified text itself. Crowdsourcing is likely to be able 
to simplify text more accurately than automated approaches due to 
people’s understanding of the content, and may also be able to tar­
get the text that they produce toward the current context or user 
abilities. 
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APPENDIX 
Dataset used in the experiment. Numbers “1”, “2” and “3” refer 
to the number of manual simplifications performed to the original 
sentence. 

Sentence 1, original: An application for a grant does not become void 
unless the applicant’s failure to provide requested information is un­
reasonable under the circumstances. 

1: An application for a grant does not become void if the applicant’s 
failure to provide requested information is unreasonable under the 
circumstances. 

1: An application for a grant remains active unless the applicant’s 
failure to provide requested information is unreasonable under the 
circumstances. 

2: An application for a grant remains active if the applicant’s failure 
to provide requested information within a reasonable time. 

3: An application for a grant remains active if the applicant provides 
the information we request within a reasonable time. 

Sentence 2, original: The following information must be included in 
the application for it to be considered complete. 

1: You must include the following information in the application for 
it to be considered complete. 

1: The following information must be included in your application 
for it to be considered complete. 

2: You must include the following information in your application for 
it to be considered complete. 

3: You must include the following information in your application. 

Sentence 3, original: Bonds will be withheld in cases of non­
compliance with all permits and conditions. 

1: Bonds will be withheld if you don’t comply with all permits and 
conditions. 

1: Your bond will be withheld in cases of non-compliance with all 
permits and conditions. 

2: Your bond will be withheld if you don’t comply with all permits 
and conditions. 

3: We will withhold your bond if you don’t comply with all permit 
terms and conditions. 

Sentence 4, original: These sections describe types of information 
that would satisfy the application requirements of Circular A-110 as 
it would apply to this grant program. 

1: These sections tell you the information that would satisfy the appli­
cation requirements of Circular A-110 as it would apply to this grant 
program. 

1: These sections describe types of information to meet requirements 
of Circular A-110 as it would apply to this grant program. 

2: These sections tell you the information to meet the requirements of 
Circular A-110 as it would apply to this grant program. 

http:http://www.simplext.es
http:http://www.plainlanguage.gov


3: These sections tell you how to meet the requirements of Circular 
A-110 for this grant program. 

Sentence 5, original: The production of accurate statistics is impor­
tant for the committee in the assessment of our homelessness policy. 

1: Producing accurate statistics is important for the committee in the 
assessment of our homelessness policy. 

1: The production of accurate statistics is important for the committee 
in the assessment of our policy on homelessness. 

2: Producing accurate statistics is important for the committee in the 
assessment of our policy on homelessness. 

3: Producing accurate statistics is important to the committee in as­
sessing our policy on homelessness. 

Sentence 6, original: The applicant shall be notified by registered mail 
in all cases where the permit applied for is not granted, and shall be 
given 30 days within which to appeal such decision. 

1: The applicant shall be notified by registered mail if we reject your 
application, and shall be given 30 days within which to appeal such 
decision. 

1: The applicant shall be notified by registered mail in all cases where 
the permit applied for is not granted. You must file an appeal of that 
decision within 30 days. 

2: The applicant shall be notified by registered mail if we reject your 
application. You must file an appeal of that decision within 30 days. 

3: We will notify you by registered mail if we reject your application. 
You must file an appeal of that decision within 30 days. 

Sentence 7, original: Total disclosure of all facts is very important to 
make sure we draw up a total and completely accurate picture of the 
Agency’s financial position. 

1: Total disclosure of all facts is important to make sure we draw up 
a total and accurate picture of the Agency’s financial position. 

1: Disclosing all facts is very important to make sure we draw up a 
total and completely accurate picture of the Agency’s financial posi­
tion. 

2: Disclosing all facts is important to make sure we draw up a total 
and accurate picture of the Agency’s financial position. 

3: Disclosing all facts is important to creating an accurate picture of 
the Agency’s financial position. 

Sentence 8, original: If the State Secretary finds that an individual has 
received a payment to which the individual was not entitled, whether 
or not the payment was due to the individual’s fault or misrepresenta­
tion, the individual shall be liable to repay to State the total sum of the 
payment to which the individual was not entitled. 

1: If the State Secretary finds that an individual has received a pay­
ment to which the individual was not entitled, the individual shall 
be liable to repay to State the total sum of the payment to which the 
individual was not entitled. 

1: If the State Secretary finds that an individual has received a pay­
ment to which the individual was not entitled, whether or not the 
payment was due to the individual’s fault or misrepresentation, the 
individual shall be liable to repay to State the total sum back. 

2: If the State Secretary finds that an individual has received a pay­
ment to which the individual was not entitled, the individual shall be 
liable to repay to State the total sum back. 

3: If the State Secretary finds that you received a payment that you 
weren’t entitled to, you must pay the entire sum back. 

Sentence 9, original: Most refractory coatings to date exhibit a lack 
of reliability when subject to the impingement of entrained particulate 
matter in the propellant stream under extended firing durations. 

1: The coating of most existing ceramics exhibit a lack of reliability 
when subject to the impingement of entrained particulate matter in 
the propellant stream under extended firing durations. 

1: Most refractory coatings to date get damaged when subject to the 
impingement of entrained particulate matter in the propellant stream 
under extended firing durations. 

2: The coating of most existing ceramics get damaged when subject 
to the impingement of entrained particulate matter in the propellant 
stream under extended firing durations. 
3: The exhaust gas eventually damages the coating of most existing 
ceramics. 

Sentence 10, original: Once the candidate’s goals are established, one 
or more potential employers are identified. A preliminary proposal for 
presentation to the employer is developed. The proposal is presented to 
an employer who agrees to negotiate an individualized job that meets 
the employment needs of the applicant and real business needs of the 
employer. 

1: Once the candidate’s goals are established, one or more potential 
employers are identified. A preliminary proposal for presentation to 
the employer is developed. The proposal is presented to an employer 
who agrees to negotiate a job that meets both his and your employ­
ment needs. 
1: Once the candidate’s goals are established, one or more poten­
tial employers are identified. We prepare a preliminary proposal to 
present to an employer who agrees to negotiate an individualized job 
that meets the employment needs of the applicant and real business 
needs of the employer. 
2: Once the candidate’s goals are established, one or more poten­
tial employers are identified. We prepare a preliminary proposal to 
present to an employer who agrees to negotiate a job that meets both 
his and your employment needs. 
3: Once we establish your goals, we identify one or more potential 
employers. We prepare a preliminary proposal to present to an em­
ployer who agrees to negotiate a job that meets both his and your 
employment needs. 

Sentence 11, original: If any member of the board retires, the com­
pany, at the discretion of the board, and after notice from the chairman 
of the board to all the members of the board at least 30 days before ex­
ecuting this option, may buy, and the retiring member must sell, the 
member’s interest in the company. 

1: The company, at the discretion of the board, and after notice from 
the chairman of the board to all the members of the board at least 30 
days before executing this option, may buy, and the retiring member 
must sell, the member’s interest in the company. 
1: If any member of the board retires, the company, at the discretion 
of the board, and after notice from the chairman of the board to all the 
members of the board at least 30 days before executing this option, 
may buy, and the retiring member must sell. 
2: The company, at the discretion of the board, and after notice from 
the chairman of the board to all the members of the board at least 30 
days before executing this option, may buy, and the retiring member 
must sell. 
3: The company may buy a retiring member’s interest. 

Sentence 12, original: Applicants may be granted a permit to prospect 
for geothermal resources on any federal lands except lands in the Na­
tional Park System, unless the applicant holds valid existing rights to 
the geothermal resources on the National Park System lands listed in 
the application. 

1: You may be granted a permit to prospect for geothermal resources 
on any federal lands except lands in the National Park System, unless 
the applicant holds valid existing rights to the geothermal resources 
on the National Park System lands listed in the application. 
1: Applicants may be granted a permit to prospect for geothermal 
resources on any federal lands. This includes lands in the National 
Park System only if you hold valid existing rights to the geothermal 
resources on the National Park System lands listed in the application. 
2: You may be granted a permit to prospect for geothermal resources 
on any federal lands. This includes lands in the National Park System 
only if you hold valid existing rights to the geothermal resources on 
the National Park System lands listed in the application. 
3: You may be granted a permit to prospect for geothermal resources 
on any federal lands. This includes lands in the National Park System 
only if you hold valid existing rights to the park lands listed in your 
application. 


