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ABSTRACT
Emotion annotations are important metadata for narrative
texts in digital libraries. Such annotations are necessary for
automatic text-to-speech conversion of narratives and affec-
tive education support and can be used as training data
for machine learning algorithms to train automatic emotion
detectors. However, obtaining high-quality emotion annota-
tions is a challenging problem because it is usually expen-
sive and time-consuming due to the subjectivity of emotion.
Moreover, due to the multiplicity of “emotion”, emotion an-
notations more naturally fit the paradigm of multi-label clas-
sification than that of multi-class classification since one in-
stance (such as a sentence) may evoke a combination of mul-
tiple emotion categories. We thus investigated ways to ob-
tain a set of high-quality emotion annotations ({instance,
multi-emotion} paired data) from variable-quality crowd-
sourced annotations. A common quality control strategy for
crowdsourced labeling tasks is to aggregate the responses
provided by multiple annotators to produce a reliable anno-
tation. Given that the categories of “emotion” have charac-
teristics different from those of other kinds of labels, we pro-
pose incorporating domain-specific information of emotional
consistencies across instances and contextual cues among
emotion categories into the aggregation process. Experi-
mental results demonstrate that, from a limited number of
crowdsourced annotations, the proposed models enable gold
standards to be more effectively estimated than the majority
vote and the original domain-independent model.
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1. INTRODUCTION
Humans, by nature, can be emotionally affected by lit-

erature, music, fine art, etc., so “emotion” (also referred to
as affect, feeling, sentiment, mood, etc.) conveyed in digital
contents is essential for enjoying such content. Such informa-
tion is usually provided as emotion annotations provided by
human annotators. The paradigms used for emotion anno-
tation depend on the application. For simple applications,
it is sufficient to annotate whether an instance (such as a
narrative line, a movie clip, or a music piece) is emotive
or the instance’s emotional valence (positive or negative).
Such annotations obviously simplify the complexity of hu-
man emotion and are thus not effective for more complicated
applications such as expressive text-to-speech synthesis [25]
and affective education support [8]. Some researchers in this
area [2, 15] have considered human emotion as a single cat-
egory, with only one particular emotion (e.g., happiness or
sadness) appearing at a time. However, this assumption
has been undermined by the results of psychology studies.
It has been demonstrated that a single emotion category
is unable to represent all possible emotional manifestations
[24] and that some emotional manifestations are a combina-
tion of several emotion categories [33]. For example, Alm



[1] observed that the following sentence from H. C. Ander-
sen’s fairy tale“The Ugly Duckling1”refers to happiness and
sadness simultaneously:

He now felt glad at having suffered sorrow and
trouble, because it enabled him to enjoy so much
better all the pleasure and happiness around him;
for the great swans swam round the new-comer,
and stroked his neck with their beaks, as a wel-
come.

A single emotion category would fail to represent this mul-
tiplicity.

Consequently, much of the recent emotion-oriented re-
search [18, 23, 29] has concentrated on exploiting the mul-
tifaceted nature of emotion so that an instance can be asso-
ciated with a combination of multiple emotion categories.
An enormous number of emotion annotations ({instance,
multi-emotion} paired data) is generally necessary for such
research to be used as input for expressive text-to-speech
synthesis, reference material for affective education support,
training data for machine learning algorithms supporting au-
tomatic emotion detection, etc. Moreover, the annotation
quality directly affects the quality of the research.

One way to obtain an enormous number of emotion an-
notations is to use online crowdsourcing services, which are
being used more frequently in the labeling community. The
state-of-the-art is for each instance to be annotated by one
crowdsourcing annotator. However, the emotion labeling is
more subjective than most other labeling tasks. There are
different tendencies and substantial variations among indi-
viduals when detecting emotions, so high-quality emotion
annotations should be in accordance with the general con-
sensus of large crowds. This means that the annotation
quality greatly depends on the judgment of an annotator,
and is actually problematic in most cases. It is thus neces-
sary to develop quality control strategies.

A promising quality control strategy is to introduce redun-
dancy by asking several annotators (a sub-set of the crowd)
to work on an instance and then aggregating their responses
(crowdsourced annotations) to produce a reliable annota-
tion (crowd’s opinion). This is also called “approximating
the crowd” [12]. The simplest aggregation strategy, major-
ity vote, is valid only if the number of annotators is large
enough. It is based on the implicit assumption that all an-
notators have the same probability of making an error. If
the number of annotators is less than a certain unknown
number, the detrimental effect of the noisy responses is sig-
nificant, so treating responses given by different annotators
equally would produce poor results. However, collecting re-
sponses from a large number of annotators is impractical due
to the high cost (time and expense). To alleviate this prob-
lem, a number of state-of-the-art statistical techniques [7,
10, 22, 31, 32] have been proposed for producing a reliable
annotation from a limited number of annotator responses
used for crowdsourced labeling2.

A crowdsourced labeling task is a form of semantic in-
terpretation in which the instances are signs, the labels are
referents, and the annotators are interpreters, as illustrated
by the triangle of reference [21] (Figure 1). The interpreter
perceives the sign (e.g., a word, a sound, an image, a sen-
tence) and through some cognitive process attempts to find
1http://www.surlalunefairytales.com/uglyduckling/index.html
2For a detailed discussion, see Section 6.2
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Figure 1: Triangle of Reference

the referent of that sign (e.g., an object, an idea, a class
of things). As discussed further in section 6.2, most state-
of-the-art quality control techniques include latent factors
related to these three components, such as annotator bias
[7], annotator expertise [32], and instance difficulty [31, 32].
However, they ignore the internal relationships among in-
stances and among labels.3 In other words, for each repeat-
edly annotated instance, the reliable annotation is produced
separately.

In addition to the subjectivity characteristic as discussed
above, “emotion” has its unique characteristics in compari-
son with other kinds of labels:

• Internal relationships among instances

Emotive expressions can not be divorced from their context
[3]. The media used to convey emotion include (but are not
limited to) narrative, music, cinema, facial expression, and
body language. Take narrative, the main focus of this pa-
per, as an example. As the genre of literature characterized
by description, narrative usually subjects to certain emo-
tional tendency, and characters in a narrative typically have
distinct personalities. Both narrative emotional tendency
and character personality tend to remain consistent across
instances (sentences) in the same context. If they did not,
the emotive expression of the utterances of expressive text-
to-speech synthesis, a potential application, would result in
unnatural pronunciation.

• Internal relationships among labels

Emotions (labels) expressed by a sentence likely relate to the
emotions expressed by the subsequent sentences. For exam-
ple, a boy scolded by his mother for some mistake would
more likely feel sad and disgusted while the mother would
more likely feel angry. It is thus beneficial to know the con-
textual cues among emotions.

In this work, we explore the domain-specific viability of
crowdsourced emotion annotations in narratives. We asked
crowdsourcing annotators to read narrative lines such as
those shown in Figure 2 and spontaneously indicate the

3The relationship among annotators in a collaborative
crowdsourcing task should normally be taken into account,
but this is not relevant here since the annotators made their
decisions independently in our experiments.



Figure 2: Example task input screen (translated
from Japanese). Annotators were native Japanese
language speakers. Both candidate emotions and
lines were presented to annotators in their original
Japanese form.

character’s emotions expressed in each line. The true (gold
standard) emotions for each line were then estimated by
aggregating the obtained multi-emotion responses. As an
extension to our previous work [10] on domain-independent
multi-label estimation, we propose incorporating the inter-
nal relationships among lines (instances) and among emo-
tions (labels) into the estimation process. The two rela-
tionships are respectively specified as the domain-specific
information of emotional consistencies across lines and con-
textual cues among emotions. An expectation maximiza-
tion (EM) based incremental algorithm is used to estimate
the gold standard emotion annotations together with the
parameters of the proposed models. The experimental re-
sults demonstrate that incorporating the domain-specific in-
formation into the estimation process makes the accuracy
rates of the proposed models higher than those of the ma-
jority vote and the original domain-independent model for
the same number of annotations.

The remainder of this paper is organized as follows. Sec-
tion 2 briefly describes the sources of annotated narratives
and candidate emotions. Section 3 reviews the original domain-
independent multi-label estimation model, the foundation of
our study, and introduces the two proposed domain-specific
multi-emotion estimation models. Section 4 describes the
use of the EM algorithm to estimate the gold standard emo-
tion annotations together with the model parameters. Sec-
tion 5 describes the experimental design and discusses the
results obtained by applying the proposed models to real-
world data. Section 6 provides background material by in-
troducing related research. Section 7 summarizes the main
points and suggests several future research directions.

2. DATASET DESCRIPTIONS

2.1 Aozora Library
The Aozora (Blue Sky) Library4 is a Japanese online repos-

itory containing freely available books. It contains over
10,000 books of various genres (philosophy, history, art, etc.)
published in Japanese for which copyrights have expired (50
years after the death of the copyright holder). The chil-
dren’s book genre in Aozora Library includes sub-categories

4http://www.aozora.gr.jp

Table 1: Distribution of separate expressions across
emotions in Nakamura’s dictionary, ordered by num-
ber of expressions per emotion.

Emotion No. of Emotion No. of
expressions expressions

Disgust 532 Fondness 197
Excitement 269 Fear 147
Sadness 232 Surprise 129
Happiness 224 Relief 106
Anger 199 Shame 65

Total 2100

such as history books, beautiful arts and crafts books, and lit-
erature. Children’s narratives are included in the literature
category, which contained 1217 books in December 2014.
From this category we chose two narratives at random for
our experiments, which are discussed in Section 5.

2.2 Emotive Expression Dictionary
Since the chosen narratives were in Japanese, we had to

use a candidate emotion category set proven to be appro-
priate for the Japanese language. The Emotive Expression
Dictionary [19] is a dictionary developed by Akira Naka-
mura over a period exceeding 20 years. It is a collection of
over 2000 expressions describing emotional states that were
collected manually from a wide range of literature. It is
not a tool for emotion analysis per se but was converted
into an emotive expression database by Ptaszynski et al.
[23] in their research on emotion analysis of utterances in
Japanese. This dictionary is a state-of-the-art example of a
hand-crafted lexicon of emotive expressions. In particular,
it uses ten emotion categories that appropriately reflect the
Japanese language and culture. This classification is also
applied in the lexicon itself. Each expression is classified as
representing one specific emotion category, or more if ap-
plicable. The distribution of separate expressions across all
emotion categories is represented in Table 1.

3. STATISTICAL MODELS
Multi-emotion estimation from crowdsourced annotations

can be seen as an unsupervised multi-label classification
problem. Two widely used methods for multi-label classi-
fication are the binary relevance (BR) method and the label
combination or label power-set (LP) method [30].

The BR method decomposes the multi-label classification
problem into several independent binary-label classification
problems, one for each label in the set of candidate labels.
The final labels for each instance are determined by aggre-
gating the predictions from all binary estimators. In other
words, the BR method does not consider dependency among
candidate labels. This is reasonable only in the extreme case
that labels are mutually independent. However, it is obvious
that emotions are interrelated. Some emotions may reveal
clues about others. For example, a line expressing fear may
also express a certain degree of anger and/or surprise.

To take into account the dependency relationship among
candidate emotions, we use the LP method. It treats each
unique subset of labels in the set of candidate labels as
an atomic “label” and defines a new single-label estimation
problem, i.e., estimating each member of the power-set of



the candidate label set. We use the concept of “conjoint-
emotion” to represent a subset of the candidate emotion set.
For example, the two conjoint-emotions {happiness, relief }
and {happiness, excitement} express two different kinds of
“happiness”: one is comparatively mild while the other is
strong.

Problem Formulation:

Let I be the set of lines, J be the set of candidate emo-
tions, and K be the set of annotators. The number of times
that annotator k annotated line i with conjoint-emotion L is

given by n
(k)
iL ∈ N (k ∈ K, i ∈ I,L ⊆ J). The true conjoint-

emotion, namely the multiple true emotions, for line i is
denoted by Ti ⊆ J (i ∈ I). The objective is to aggregate the

set of annotations
{
n

(k)
iL : k ∈ K, i ∈ I,L ⊆ J

}
to estimate

the set of true conjoint-emotions {Ti : i ∈ I}.
We first introduce the original model aimed at handling

domain-independent multi-label estimation in Section 3.1,
and then discuss how we extended it to handle domain-
specific multi-emotion estimation by considering emotional
consistencies and contextual cues in Sections 3.2 and 3.3.

3.1 Original Domain-independent Multi-label
Estimation

The original domain-independent model was proposed in
our previous work [10]. The graphical representation of
the model is illustrated in Figure 3(a). The true conjoint-
emotion for line i is determined by the maximum a posteriori
(MAP) principal:

Ti = arg max
J⊆J

E [Ti = J ] , (1)

where the expectation of the true conjoint-emotion for line
i is estimated as the conditional distribution given the an-
notations for line i:

E [Ti = J ] = Pr
[
Ti = J |

{
n

(k)
iL : k ∈ K,L ⊆ J

}]
. (2)

The bias for annotator k is defined as the probability that
she annotated a line with conjoint-emotion L when the true
conjoint-emotion of the line is J :

π
(k)
JL :=

∑
i∈I γiJ · n

(k)
iL∑

L∈J
∑

i∈I γiJ · n
(k)
iL

,

where γiJ is defined as the prior probability that J is the
true conjoint-emotion for line i:

γiJ := Pr[Ti = J ] .

Since the annotators make their decisions independently,
the numbers of times that an annotator annotated instance i
with different conjoint-emotions when J is the true conjoint-
emotion are distributed according to a multinomial distribu-
tion. Using Bayes’ Theorem, we obtain the expectation in
Equation (2):

E [Ti = J ] =
γiJ
zi

∏
k∈K

∏
L⊆J

(
π

(k)
JL

)n(k)
iL

, (3)

where zi is defined as the normalization constant:

zi :=
∑
J⊆J

γiJ · ∏
k∈K

∏
L⊆J

(
π

(k)
JL

)n(k)
iL

 ,

which ensures that the posterior distribution in Equation (2)
is a valid probability density and can be integrated to one.
The detailed derivation is given elsewhere [10].

3.2 Multi-emotion Estimation Considering Emo-
tional Consistencies

Multi-emotion estimation is a domain-specific aspect of
multi-label estimation. To improve the accuracy of the domain-
independent estimation model described in Section 3.1, we
first propose incorporating emotional consistencies into the
estimation process. As discussed in Section 1, there are emo-
tional consistencies across lines (as well as contextual cues
among emotions) in narrative emotional tendency and in
character personality. We thus define narrative emotional
tendency as the distribution of separate expressions over
conjoint-emotions:

αJ :=

∑
i∈I γiJ

|I| .

It is obtained by maximum-likelihood estimation (MLE) of
the proportion of lines expressing conjoint-emotion J over
all lines.

Let c (i) (i ∈ I) denote the character speaking in line i
and Ic(i) (i ∈ I) denote the lines spoken by character c (i).
Similar to the narrative emotional tendency, the character
personality is also defined as the distribution over conjoint-
emotions:

βc(i)J :=

∑
ı∈Ic(i)

γıJ∣∣Ic(i)∣∣ .

It is obtained by MLE of the proportion of the lines express-
ing conjoint-emotion J over all the lines spoken by character
c (i).

As a domain-specific extension of Equation (2), the ex-
pectation of the true conjoint-emotion for line i is then esti-
mated considering emotional consistencies in the narrative
emotional tendency and in the character personality:

E [Ti = J ] = Pr
[
Ti = J |

{
n

(k)
iL : k ∈ K,L ⊆ J

}
;αJ , βc(i)J

]
.

(4)
This means that the true conjoint-emotion of each line is de-
termined not only by the annotations but also by the narra-
tive emotional tendency and the character personality. The
graphical representation of the model is illustrated in Fig-
ure 3(b). In a manner similar to that for Equation (3), using
Bayes’ Theorem, we obtain the expectation in Equation (4):

E [Ti = J ] =
αJ · βc(i)J · γiJ

zi

∏
k∈K

∏
L⊆J

(
π

(k)
JL

)n(k)
iL

, (5)

where zi is the normalization constant:

zi =
∑
J⊆J

αJ · βc(i)J · γiJ · ∏
k∈K

∏
L⊆J

(
π

(k)
JL

)n(k)
iL

 .

Equation (5) demonstrates that the domain-specific model
considering emotional consistencies automatically assigns
higher weights to the conjoint-emotions that are more con-
sistent with the narrative emotional tendency and with the
character personality, and assigns lower weights to those
that are less consistent.
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Figure 3: Graphical model representation for multi-emotion estimation: (a) original domain-independent
model, (b) model considering emotional consistencies, and (c) model considering emotional consistencies with
contextual cues.

3.3 Multi-emotion Estimation Considering Emo-
tional Consistencies with Contextual Cues

As mentioned in Section 1, the emotions expressed by a
sentence likely relate to the emotions expressed by the sub-
sequent sentences, so it is beneficial to know the contex-
tual cues among emotions. As a statistical measure of those
“cues” we use the possibility of a conjoint-emotion follow-
ing another conjoint-emotion. For example, the conjoint-
emotion {anger, disgust} is more likely followed by {sad,
fear} than {happiness, fondness}. This means that {anger,
disgust} has a closer relationship with {sad, fear} than with
{happiness, fondness}.

As an extension to the model proposed in Section 3.2, we
propose estimating emotional consistencies across instances
by using contextual cues among emotions. We use the idea
of bi-gram to learn the transition distribution over conjoint-
emotions. This means that the conjoint-emotion expressed
by a line is conditional on the conjoint-emotion expressed
by the previous line. Let i − 1 be the line before line i and
J̄ be the true conjoint-emotion of line i− 1, which means

J̄ = arg max
J⊆J

E[Ti−1 = J ] .

The contextual cues are extracted using parameters {α},
{β}, and {γ}, which are the counterparts of the parameters
defined in Sections 3.1 and 3.2. They are estimated consid-
ering the true conjoint-emotions for two consecutive lines:

αJ =

∑
i∈I Pr

[
Ti−1 = J̄ , Ti = J

]∑
i∈I Pr

[
Ti = J̄

] ,

βc(i)J =

∑
ı∈Ic(i)

Pr
[
Tı−1 = J̄ , Tı = J

]∑
ı∈Ic(i−1)

Pr
[
Tı = J̄

] ,

γiJ =
Pr
[
Ti−1 = J̄ , Ti = J

]
Pr
[
Ti−1 = J̄

] .

The annotations for each line are provided by arbitrary an-
notators, but we need to obtain cases in which one conjoint-
emotion followed by another as complete as possible. There-
fore, we use a cross-strategy among annotators to compute

the joint distribution for two consecutive lines:

Pr[Ti−1 = J̄ , Ti = J ]

=

∑
k∈K n

(k)

(i−1)J̄ ·
∑

k∈K n
(k)
iJ∑

k∈K
∑

⊆J n
(k)

(i−1) ·
∑

k∈K
∑

⊆J n
(k)
i

.

The differences among the original domain-independent
model, the model considering emotional consistencies, and
the model considering emotional consistencies with contex-
tual cues are illustrated in Figure 3. The proposed domain-
specific multi-emotion estimation models, (b) and (c), ex-
tend the original domain-independent model (a) by statis-
tically analyzing emotional consistencies in narrative emo-
tional tendency and character personality, which are esti-
mated as probabilistic variables following different distribu-
tions.

4. INFERENCE ALGORITHM
Inference of the gold standard emotion annotations and

the parameters can be greatly simplified if we use the EM
algorithm. The EM algorithm is an efficient iterative pro-
cedure for computing the maximum-likelihood solution in
presence of hidden/missing data. It is widely used in crowd-
sourcing related research [7, 32, 22, 10]. We treat the MLEs
of the parameters

{αJ : J ⊆ J} (narrative emotional tendency) ,{
βc(i)J : i ∈ I,J ⊆ J

}
(character personality) ,

{γiJ : i ∈ I,J ⊆ J} (prior distribution) ,{
π

(k)
JL : k ∈ K,J ⊆ J,L ⊆ J

}
(annotator bias) ,

{zi : i ∈ I} (normalization constant) ,

as the hidden data, with the expectations of the true conjoint-
emotions for each line

{E [Ti = J ] : i ∈ I,J ⊆ J}

as unobserved variables (missing data). The observed vari-
ables {

n
(k)
iL : i ∈ I, k ∈ K,L ⊆ J

}
can be directly calculated from the obtained crowdsourced
annotations.

We therefore proceed as follows.



(1) Initialization

Obtain the initial estimates of unobserved variables {E}:

E [Ti = J ] =

∑
k∈K n

(k)
iJ∑

k∈K
∑

⊆J n
(k)
i

,

which is an intuitive way to assign the MLEs. This approach
can be computationally demanding because it is equivalent
to estimating a |J |-dimensional joint distribution for each
instance over the candidate emotions. Because the emotion
states are binary-valued, the joint distribution requires the
probabilities of 2|J| different assignments of values. For all
but the smallest |J |, the explicit representation of the joint
distribution is unmanageable from every perspective. There-
fore, at the practical level, it is too expensive and nearly
impossible to acquire a sufficient number of samples from
annotators to robustly estimate the high-dimensional joint
distribution. An effective strategy to overcome the adverse
effect of data sparsity is to represent the underlying joint
distribution more compactly. By using the conditional inde-
pendence properties, we can approximate the joint distribu-
tion from a finite number of annotations. Several methods
are available for such approximation [6]. We used a Bayesian
network as it was previously shown to be effective for multi-
label estimation [10].

(2) Maximization

Estimate the MLEs of hidden parameters {α}, {β}, {γ},
{π}, and {z} using the equations in Section 3 with the cur-
rent estimates of {E}, which means

Pr [Ti = J ] = E [Ti = J ] .

(3) Expectation

Estimate the expected values of the unobserved variables,
{E}, using Equation (5) with the current estimates of the
parameters calculated in step (2).

(4) Alternation

Alternately perform steps (2) and (3) until the likelihood for

all annotations Pr
[{
n

(k)
iL : k ∈ K, i ∈ I,L ⊆ J

}]
converges.

Since all lines are independently annotated, we have

Pr
[{
n

(k)
iL : k ∈ K, i ∈ I,L ⊆ J

}]
=
∏
i∈I

zi .

At this point, the J with the maximum E[Ti = J ] is the
true conjoint-emotion for line i, as specified in Equation (1).

One of the characteristics of the EM algorithm is that,
after alternately performing steps (2) and (3), only one of the
unobserved variables for a line has a probability converging
towards 1 while the other unobserved variables for the line
have a probability converging towards 0. In other words, it
is unlikely that any of the expectations {E} is between 0.1
and 0.9.

5. EMPIRICAL STUDY
To evaluate the effectiveness of the proposed models, we

needed narratives in which the lines express clear emotions.
Since children typically have an elementary level of psy-
chological development, narratives written for them usually
have vibrant affection tints and distinct character personal-
ities as the aim is to better attract the attention of children.

Table 2: Annotation frequencies of emotions and
neutral, ordered by total frequency

Emotion “Love” “Apple” Total

Relief 516 362 878
Anger 242 623 865
Sadness 522 298 820
Happiness 458 306 764
Fondness 467 226 693
Excitement 379 270 649
Disgust 279 265 544
Neutral 120 352 472
Surprise 190 243 433
Fear 164 107 271
Shame 84 68 152

Total (except Neutral) 3301 2768 6069

Table 3: Statistics for the experiments

“Love” “Apple” Total

No. of lines 63 78 141
No. of characters 12 9 21
No. of annotators 30 57 84
No. of annotations 1890 2340 4230
Avg. no. of checked labels
per annotation

1.75 1.18 1.43

Avg. no. of annotations
per line

30 30 30

The proportion of speaking lines in children’s narratives is
also higher than that in other narrative genres. Therefore,
children’s narratives are commonly used in emotion-oriented
research [2, 8]. These characteristics of children’s narratives
are also the focal points of our research. We thus chose two
Japanese children’s narratives, “Although we are in love”5

(“Love” for short) and “Little Masa and a red apple”6 (“Ap-
ple” for short), from the Aozora Library7 as the annotated
texts. We conducted the experiments using the Lancers
crowdsourcing service8.

Due to different aspects that emotion-oriented research
looks to capture, the candidate emotion category set used
differs among research efforts. While the six basic emotions
(happiness, fear, anger, surprise, disgust, and sadness) [11]
are typically used [1, 2, 29], we used ten candidate emo-
tions in order to provide more choices to the annotators and
thereby enable us to perform an in-depth study on multi-
emotion estimation. They were taken from the “Emotive
Expression Dictionary”9, which contains emotions proven to
be appropriate for the Japanese language and culture [23].
An example task input screen is shown in Figure 2. If none of
the candidate emotions was felt, the annotator would check
neutral. The candidate emotions are shown in Table 2 with
their annotation frequencies. Other statistics for the exper-
iments are shown in Table 3.

5http://www.aozora.gr.jp/cards/001475/files/52111 47798.html
6http://www.aozora.gr.jp/cards/001475/files/52113 46622.html
7For a detailed description, see Section 2.1
8http://www.lancers.jp
9For a detailed description, see Section 2.2



For the emotion annotations to be reliable, they should
be in accordance with the general consensus of large crowds.
The majority vote strategy most objectively reflects the gen-
eral consensus if the number of annotators is large enough.
Therefore, we obtained gold standards by having each line
annotated 30 times and then taking the majority vote. That
is, the most often annotated conjoint-emotion for a line was
used as the gold standard for that line. For the “Love” nar-
rative, we asked each of the 30 annotators to annotate each
line one time, which ensured that each annotator annotated
the complete set of the lines. For the “Apple” narrative, the
annotation task was divided into small parts and distributed
to the annotators in a nonspecific manner, so the 30 anno-
tations for every line were provided by arbitrary annotators,
and few, if any, of them annotated the complete set of the
lines. This is a more realistic situation since it is not a good
idea to submit a very large task to a crowdsourcing service
because a big task tends to diminish annotator enthusiasm
or even cause annotators to avoid the task. We conducted
the “Apple” task in this way simply to examine the effects
of “arbitrary annotator interference” on the model results.

Although our proposed models can handle a line being
annotated more than once by an annotator, to collect opin-
ions as widely as possible at a fixed cost, it is still best to
avoid this situation even though an annotator may interpret
a line differently at different times. Therefore, in our ex-
periments, all the annotations for a line were obtained from
different annotators. This means that the values of the ob-
served variable n

(k)
iL (k ∈ K, i ∈ I,L ⊆ J) was either 0 or 1.

To determine the effect of the number of annotators per
line on accuracy, we randomly split the 30 annotators who
annotated a particular line into various numbers of groups
of equal size. We used five different group sizes: 3 (ten
groups), 5 (six groups), 10 (three groups), 15 (two groups),
and 30 (one group). The true conjoint-emotion for each line
was estimated given the annotations within each group using
the following four models:

• MV : Majority Vote;

• OL: Original domain-independent multi-Label estima-
tion model;

• EC : domain-specific multi-Emotion estimation model
considering emotional Consistency ;

• EC+: domain-specific multi-Emotion estimation model
considering emotional Consistency with contextual cues.

MV and OL are the baselines to which we compare the
results for EC and EC+.

Both the estimation result and the gold standard for a
line can be regarded as a binary vector. It is unreasonable
to check whether the two binary vectors match exactly. For
example, {happiness, fondness} is closer to {happiness, re-
lief } than {anger, disgust}. Therefore, the average Simple
Matching Coefficient is used to evaluate the performance of
the proposed models, i.e., the average proportion of correct
emotions between the estimation results and the gold stan-
dards for all lines within a group.

The MV results for 30 annotators in Figure 4 represent
the accuracy (1.00) of the gold standard group. For both
narratives, when the group size was 3, 5, 10, or 15, all three
statistical models achieved better average accuracies than
the MV model. Although the accuracies of the statistical

Figure 4: Average accuracy for “Although we are in
love” narrative (upper) and “Little Masa and a red
apple” narrative (lower).

models increased with the group size, the EC and EC+
models consistently outperformed the OL model and had
accuracies greater than 90 % for five or more annotators
per line. This means that considering emotional consisten-
cies in narrative emotional tendency and in character per-
sonality is effective for multi-emotion estimation, and five
would be a reasonable number of annotators for each line
to achieve satisfactory performance. Moreover, the average
accuracy of the EC+ model increased fastest and exceeded
that of the EC model when the group size was five or more.
The reason for this phenomenon is that, when the group
size was 3, the adverse effect of data sparsity was dominant,
and the quantity of annotations was insufficient to well learn
the transition distribution over conjoint-emotions. However,
once the quantity was sufficient, the superiority of the EC+
model, which considers emotional consistencies with contex-
tual cues, became evident. Finally, none of the models was
particularly sensitive to the effect of “arbitrary annotator
interference” in the “apple” narrative.

All the models were run on a workstation with an Intel
Core i7-3770 3.40-GHz 4-core processor, 8-GB RAM, and
the Windows 7 64-bit operating system. We found that even
the most complicated model, the EC+ model, converged in
less than 10 seconds when using the annotations of 30 an-
notators as the input. There are two reasons for this per-
formance. One is that the computational complexity of the
proposed models is linear in the number of lines, the num-
ber of annotators, and the number of candidate emotions
and the dataset used was not so large. The other is that
we did not estimate the expectations {E} over all possible

conjoint-emotions (2|J|) for all the sentences (I). In fact, we



only estimated those of conjoint-emotions that have been
annotated in a sentence by at least one annotator.

6. BACKGROUND AND RELATED WORK

6.1 Emotion-oriented Research
Emotion is an important access point in digital libraries

and online repositories. Analyzing how we are affected is a
vital research direction in digital media processing as it is
potentially applicable to many further emotion-related ap-
plications, including expressive text-to-speech synthesis [25]
and therapeutic education of children with communication
disorders [8]. Many researchers have thus concentrated on
this area. Alm et al. [2] investigated the importance of vari-
ous features for emotion analysis and classified the emotional
affinity of sentences in the narrative domain of children’s
fairy tales. Kim et al. [15] modeled emotion as a continuous
manifold and constructed a statistical model connecting it
to documents and to a discrete set of emotions. A number
of machine learning algorithms have been proposed for clas-
sifying music by mood in the music digital library domain
[4, 14].

Several researchers concentrated on exploiting the mul-
tifaceted nature of emotion. Trohidis et al. [29] modeled
emotion detection in music pieces as a multi-label classi-
fication task. Liu et al. [18] proposed an implicit video
multi-emotion tagging method. Ptaszynski et al. [23] did an
experiment on multi-emotion analysis of certain characters
in narratives. A complete discussion of emotion-oriented re-
search is beyond the scope of this paper but can be found
in Calvo et al. [5].

Traditional emotion classification research is aimed at de-
tecting single or multiple emotion(s) from an instance using
a trained detector. Our work is aimed at estimating multiple
emotions directly from crowdsourced annotations. The goal
is to prepare high-quality emotion annotations at low cost
for use with emotion-related applications and training data
for emotion detectors. To the best of our knowledge, there
is no work comparable to our proposed models, except our
previous work [10] (the OL model in Section 5, introduced
in Section 3.1).

6.2 Crowdsourcing and Quality Control
For the term crowdsourcing, Howe [13] offers the following

definition:

Crowdsourcing represents the act of a company
or institution taking a function once performed
by employees and outsourcing it to an undefined
(and generally large) network of people in the
form of an open call. This can take the form
of peer-production (when the job is performed
collaboratively), but is also often undertaken by
sole individuals. The crucial prerequisite is the
use of the open call format and the large network
of potential laborers.

Simply put, crowdsourcing is an economical and efficient ap-
proach to performing tasks that are difficult for computers
but relatively easy for humans. With the recent expansion of
crowdsourcing platforms such as Amazon Mechanical Turk10

(MTurk) and CrowdFlower11, the concept of crowdsourcing
10http://www.mturk.com
11http://crowdflower.com

has been successfully leveraged in various areas of computer
science research, including natural language processing [27]
and computer vision [28]. There have also been several
attempts in the emotion detection domain. Alm [1] ana-
lyzed the characteristics of sentences with high-agreement
crowdsourced emotion annotations. He tentatively hypoth-
esized that some characteristics of high-agreement annota-
tions may show particular affinity with certain emotions.
Lee et al. [16] compared the music emotion annotations col-
lected from music experts with annotations collected using
MTurk. They showed that the overall distribution of emo-
tions and agreement rates from music experts and MTurk
were comparable.

Although annotations can be obtained from a crowdsourc-
ing service at very low cost (time and expense), there is no
guarantee that all annotators are sufficiently competent to
complete the offered tasks. In fact, crowdsourcing annota-
tors are rarely trained and generally do not have the abil-
ities needed to accurately perform the offered task. Some
annotators may even simply submit random responses as
a means to earn easy money. Therefore, ensuring the an-
notation quality from noisy responses is one of the biggest
challenges in crowdsourcing.

A simple strategy would be to offer incentive programs
for the annotators, such as giving monetary bonuses to high-
performance ones and denying payments to low-performance
ones. In addition, several approaches geared toward efficient
quality control have been applied. For example, MTurk pro-
vides a pre-qualification system to assess the skill level of a
prospective annotator, and CrowdFlower enables requesters
to inject a collection of tasks with known correct answers
into their tasks to automatically measure an annotator’s per-
formance.

Meanwhile, various statistical schemes have been proposed
to aggregate multiple variable-quality annotations from non-
expert annotators to yield results that rival gold standards.
Dawid et al. [7] presented a method for inferring the un-
known health state of a patient given diagnostic tests by
several clinicians, where the biases of the annotators (clin-
icians) were modeled by a confusion matrix. Whitehill et
al. [32] presented a model for simultaneously estimating the
true label of each repeatedly labeled instance, the exper-
tise of each annotator, and the difficulty of each question.
Welinder et al. [31] incorporated into their bird image classi-
fication model all the above factors, along with a normalized
weight vector for each worker, where each weight indicates
relevance to the worker. Snow et al. [27] demonstrated that
by using an automatic bias correction algorithm, MTurk can
be used effectively for a variety of natural language annota-
tion tasks. Lin et al. [17] took a decision-theoretic approach
to estimating the correct answer for a task that can have
a countably infinite number of possible answers. Ertekin et
al. [12] presented an algorithm that works in an online fash-
ion to produce a weighted combination of a subset’s votes
that approximates the crowd’s opinion. Oyama et al. [22]
investigated the use of not only crowdsourced annotations,
but also annotators’ self-reported confidence scores. These
works focused on single-label estimation.

In the multi-label domain, Duan et al. [10] proposed a
method for estimating multiple true labels for each repeat-
edly multi-labeled instance, with flexible incorporation of
label dependency into the label-generation process. Nowak
et al. [20] studied inter-annotator agreement for multi-label



image annotation. They found that using the majority vote
strategy to generate one annotation set from several re-
sponses can filter out noisy responses of non-experts to some
extent.

Some research in the machine learning community ad-
dressed the problem of supervised learning directly from
crowdsourced annotations. Sheng et al. [26] explored several
methods for choosing which instances should get more la-
bels and how to include label uncertainty information when
training classifiers. Donmez et al. [9] proposed simultane-
ously estimating annotator accuracies and training a clas-
sifier using annotator responses to actively select the next
instance for annotating.

7. CONCLUSION
We investigated multi-emotion estimation from crowdsourced

annotations, where an instance (such as a narrative line,
a movie clip, or a music piece) can be associated with a
combination of multiple emotion categories. The original
domain-independent multi-label estimation model ignored
the internal relationships among instances and among la-
bels. To improve the accuracy, we extended it to specify
those two relationships as the domain-specific information
by making use of the characteristics of emotion, the emo-
tional consistencies across instances, and the contextual cues
among emotions. An EM-based incremental algorithm was
devised for estimating the gold standard emotion annotation
for each narrative line together with the model parameters.
The objective was to determine how many crowdsourcing
annotators have to provide annotations in the emotion la-
beling task in order for the aggregated annotation to be ac-
curate. The experimental results demonstrate that incorpo-
rating emotional consistencies across instances enables the
gold standard, i.e., the general consensus of large crowds, to
be effectively estimated from the responses of a limited num-
ber (about five) of annotators. They also demonstrate that
incorporating contextual cues among emotions improves the
accuracy.

Emotion annotations are important metadata for narra-
tive texts in digital libraries and emotion-oriented research.
The annotation quality directly affects the quality of the
research. Collecting high-quality annotations from both ex-
perts and large crowds can be expensive and time-consuming.
The proposed models enable the cost of preparing high-
quality annotations for emotion-oriented research to be re-
duced, with minimal degradation in the quality of the re-
sults.

Our exploration of this human computation issue pro-
duced promising results that encourage us to overcome the
limitations of our present work and continue our study in
this area. We plan to enhance our research efforts in sev-
eral ways. First, our experiments were conducted on a
small dataset, two children’s narratives. We plan to explore
whether the proposed models are also accurate for larger
datasets. Second, bi-grams were used to learn the transition
distribution over conjoint-emotions. It would be worth in-
vestigating whether tri-grams or higher n-grams yield better
results, especially when dealing with larger contexts. Third,
every instance was annotated by an equal number of an-
notators. However, for simple instances, few (one or two)
annotators may be sufficient. This means that taking into
account instance difficulty could further reduce preparation
cost. We thus plan to design an effective mechanism for

automatically identifying the difficulties of instances, such
as using the annotators’ annotation histories and the time
needed for annotating an instance.

Our proposed models are for estimating the gold stan-
dard for crowdsourcing tasks that implicitly contain infor-
mation for “consistency” and “context”. This general idea
may also be applicable to tasks such as art style annotation
(music composers and movie directors generally have dis-
tinctive styles, which generally remains consistent in their
works), parts of speech tagging (a word’s tag may depend
on the tags of neighboring words), and social network anal-
ysis (a text message and the replies often have consistent
emotional tendency, and the feelings of a poster and repliers
may have contextual cues). We plan to perform more ex-
periments to test the feasibility and validity of the proposed
models across different domains.
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