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1 The Current Paradigm and Break-
down

The current paradigm for trusted computer systems
holds that trust is a property of a system. It is a
property that can be formally modeled, specified, and
verified. It can be “designed into” a system using a
rigorous design methodology. For high levels of assur-
ance, the design methodology uses formal models and
methods in order to “prove” that trust is present.

This paradigm underlies The Department of De-
fense Trusted Computer System FEvaluation Criteria
(TCSEC) [3], commonly called the “Orange Book,”
and its companion “rainbow series” reports. In this
paper, we will refer to these documents as the “Crite-
ria.” The Criteria specifies a methodology for model-
ing, designing, and implementing a system that builds
trust into a system, and a process for proving to an
evaluator that the methodology has been followed. For
a description of the Criteria and the evaluation pro-
cess, see Chokhani [1].

Application of the Criteria has been fraught with
problems for both developers and evaluators. Steve
Lipner clearly articulated this breakdown in the
keynote address at IFIP-SEC 91 [4]. The problems
he identified include:

1. Systems are not operated in their evaluated con-
figuration. Evaluated systems are penetrated be-
cause they are not properly configured or oper-
ated.

2. The Criteria apply to operating systems prod-
ucts, whereas actual operating environments in-
clude heterogeneous networks and applications.

]

3. Applications must run with “privilege,” overrid-
ing the operating systems controls. Evaluation
becomes irrelevant. There is no experiential basis
on which to build application-level criteria.
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4. Real systems are vastly more complex than their
security models. The vendors learn what system
settings, tools, and documentation are needed
from the experiences of thetr customers with their
products.

[

The security management. documents are thick
and there is a forest of controls. The paperwork
required of vendors is an enormous burden.

6. By the time a product has heen evaluated. it is
obsolete.

7. The Rating Maintenance Program (RAMP),
which was designed to allow vendors to self-
evaluate new versions of a product. imposes a
plethora of paperwork. checking. burcaucracy.
and mistrust on vendors.

8. No one knows what a class (‘2 system is. Part
of the problem lies in applying an abstract model
of subjects and objects to real systems when it
is not at all obvious what should be subjects and
objects in the system.

Because of these problems. it has heen necessary to
produce “interpretations” of the Criteria. The inter-
pretations grow and change as new systems are eval-
uated, but nonetheless remain ambiguous,

Lipner offers some suggestions for improving the
process. While his suggestions are likely to alleviate
some of the problems, we propose that we also rethink
the question “What is a trusted system?” My initial
investigation into this question suggests that the cur-
rent paradigm, which treats trust as a property. is
Inconsistent with the way trust works in the world.
By shifting to a paradigm that is consistent with the
realities of trust, we may be able to produce trusted
systems at considerably reduced cost, effort. and ag-
gravation. We shall propose such a paradigm here.
and we invite the reader to cxplore its implications
with me.
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The need for a paradigm shift is not limited to the
domain of security. Peter Denning [2] has noted that
software quality is held as a property that can be de-
signed into a system by a four-stage process: formu-
late the requirements, develop formal specifications for
the requirements, develop programs from the specifi-
cations, and demonstrate that the programs meet the
specifications. He proposes a shift in paradigms by re-
framing the question “What is software quality?” to
“How do we satisfy the customers of our software?”

The paradigm for trusted systems presented here
similarly focuses on producing systems that satisfy
customers, in this case, systems that customers trust
in the domain of security.

2 What is Trust?
2.1 Trust is an Assessment

The word “trust” is used with people, organiza-
tions, and objects. It is an assessment that a person,
organization, or object can be counted on to perform
according to a given set of standards in some domain
of action. As an assessment, it is a declaration made
by an observer rather than an inherent property of the
person, organization, or object observed.

For example, we may trust a person to speak truth-
fully, keep promises, arrive on time, give an entertain-
ing talk at a conference, represent our concerns at an
important meeting, lead a project, implement a pro-
gram, fly an airplane, or perform open heart surgery.
We may trust an organization to keep our records con-
fidential, deliver certain types of products or services,
or refund our money if we are unsatisfied. We may
trust an airplane to not crash, a bridge to not collapse,
the groceries we purchase to not be contaminated or
poisonous, or a program to perform its stated function
and not have undesirable side effects.

An assessment of trust is always relative to a do-
main of action. We may trust a person to give a stim-
ulating lecture on computer crime, but not trust them
to fly an airplane or cook a Thai dinner. We may
trust a woodworker to produce a cabinet of excep-
tional quality, but not trust them to deliver it on time.
Thus, people are not simply trusted or not trusted, but
rather trusted or not trusted in a particular domain.
However, we often lose the distinction of domain, gen-
eralizing assessments of trust across domains. For this
reason, we often hear people say things like “This per-
son cannot be trusted.”

Likewise, an assessment of trust is always made
against a set of standards in the domain of action.
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These standards evolve in communities of people who
interact and coordinate action together, and they may
differ from one culture to the next. They are often
loosely defined or subjective, for example, standards
for a “good teacher,” a “good restaurant,” or a “good
department.” They may be so ingrained in our culture
that we are not even consciously aware of their pres-
ence. Yet they play a critical role in our coordinated
actions in the world.

The domains and standards for trust change over
time as new technologies come to market and new
breakdowns occur. A few years ago, nobody was con-
cerned about whether a floppy disk might contain a
computer virus or other form of malicious code. Now
people are reluctant to trust a disk if they are not sure
of its origin. The Tylenol scare led to higher standards
for packaging drugs and other goods.

An assessment ol trust may or may not
grounded. It is grounded if evidence can be pro-
duced that the standards are met. Otherwise it is
ungrounded. In many situations, it is less important
whether an assessment is grounded than whether it
is believed. People act out of their beliefs even when
there is no evidence to support them.

be

2.2 How Assessments of Trust are Made

We make assessments of trust based on our experi-
ences in the world. As we interact with other people,
organizations, and objects, we observe the effects and
form our assessments. I a person consistently keeps
their promises, then we trust that person to keep fu-
ture promises. But if they fail to keep a promise, we
may begin to distrust them. Similarly, if we try a new
restaurant and have a good experience, then we may
make an assessment that the restaurant is excellent.
However, if we go back and have a bad experience,
we will change our assessment and possibly never re-
turn. We often make assessments of trust based on
a single incident; this is why first impressions are so
important.

If we do not have direct experience with a person,
organization, or object, we will make an assessment
of trust based on the declarations of others whoin we
trust. If a person whom we trust says that another
person is an entertaining and stimulating speaker,
then we may accept their assessment and invite the
person to give a talk at a conference. If a restaurant
critic or friend reports on a new restaurant. then we
may use their assessment to determine whether to try
the restaurant. If a popular computing magazine re-
ports that a particular vendor provides hetter service
than a competitor, we may decide to order products



from that vendor. We make purchases, hiring deci-
sions, travel plans, invitations, and other decisions
based on what others say when our own experience
is inadequate.

There has been a growing industry relating to the
buying and selling of assessments of trust. This indus-
try includes organizations such as Consumer Reports;
consultants and consulting firms with expertise in spe-
cialized domains; and magazines, newsletters, and ar-
ticles which evaluate products, services, and organiza-
tions. Although we often rely on the assessments of
others, we give greater weight to our own experiences,
and we will not accept another person’s assessment if
it contradicts our own experience. Instead, we may
lose trust in the other person’s assessments. We are
most influenced when we lack experience of our own.

We thus ground our assessments of trust on our
personal experiences and on the experiences of oth-
ers whom we trust. We seldom base our assessments
on mathematical theories. The Golden Gate Bridge is
trusted, not because someone proved mathematically
that it would not collapse, but rather because it has
withstood over 50 years of service. In 1987, it passed
an impromptu “proof test” by supporting the largest
load ever, 250,000 people. By comparison, the To-
coma Narrows Bridge, which was built using the same
theory, was destroyed by wind in 1940 [5,6].

This does not mean that formalism has no role in
the establishment of trusted products. Formal the-
ories and methods may be used to validate certain
aspects of a product, e.g., to show that a circuit de-
sign or software module will satisfy certain properties.
These methods can help the developers establish trust
in their product before it is released. However, the
product itself will be assessed by users according to
their standards. If a software product shows no evi-
dence of containing malicious code after several years
of use, then it will be trusted to be non-malicious re-
gardless of whether that property was formally proved.

2.3 Trust is a Critical Element of Markets

Assessments of trust are thus formed and shared
in a world where we interact with the people, organi-
zations, and objects around us. This world is also a
marketplace of transactions, and the value of a per-
son, organization, or object in the market will be de-
termined to a large part by the amount of trust that
others have in them. If a person has a reputation of
being a highly talented athlete and of high integrity,
then that person will have many opportunities in the
market. Similarly, if a service provider has a repu-
tation of providing exceptional service at competitive
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prices, then it is likely to do well. But reputations
are volatile. Once a person or organization acquires a
reputation of being untrustworthy, it can be hard to
overcome that reputation even if the assessment was
poorly grounded.

The word “market” is being used in a very loose way
to refer to the space of all transactions, including social
transactions that do not involve money. A transaction
is any exchange between two parties. The transaction
may involve loaning a book in exchange for the right
to borrow one in the future or even for the friendship
that will follow from the loan. A conversation can
be regarded as an exchange where two people share
information, beliefs, thoughts, and emotions.

In this market, people can trade as they choose,
subject only to their own ability to make offers that
are desired by others, and by the regulations and rules
that are imposed by governments and private organi-
zations. The viability of a person, company, or prod-
uct in the world is strongly determined by the trust
they evoke in those they wish to interact and trade
with. The market will eventually weed out people,
organizations, and products that are considered un-
trustworthy, though this may take time il there is lit-
tle or no competition in that domain. In a sense, the
market determines the criteria for trust based on the
needs and demands of the people.

In the domain of aircraft, for example, the market
has demanded planes that do not crash. If a plane
crashes and the cause of the crash can be attributed
to a design flaw, then people will not fly on planes
of that type. This happened to the DC-10 after one
incident, and there are people who still avoid it.

3 The New Paradigm

The current paradigm of treating trust as a prop-
erty is inconsistent with the way trust is actually es-
tablished in the world. It is not a property. but rather
an assessment that is based on experience and shared
through networks of people in the world-wide market.
It is a declaration made by an observer rather than a
property of the observed.

In the new paradigm. we see that a “trusted sys-
tem” is one that produces assessments of trust. These
assessments are based on standards of performance
and are grounded in observable behavior of the prod-
uct in the marketplace. The standards for trust will
change as new technology, new threats, and new prac-
tices are introduced in the market. Moreover. the as-
sessments about a particular system will be continu-



ally remade each time the system is used. Ultimately,
a system is trusted if and only if its users trust it.
The new paradigm has several implications relat-
ing to the Criteria and to producing trusted systems.
The following touches briefly on these implications.
Further study is needed to develop a more complete
understanding of the proposed paradigm shift.

3.1 Security Criteria

At first glance, it might appear that the current
Criteria recognizes that trust is an assessment rather
than a property since the security rating assigned to
a system (C2, B1, etc.) is an assessment. However,
the Criteria are based on the assumption that trust is
a property that can be built into a system following
specified design methodologies rather than the premise
that trust itself is an assessment made by users based
on how well the observed behavior of the system meets
their own standards.

In the new paradigm, security criteria would ar-
ticulate the (possibly unstated) standards that users
employ when making assessments of trust; that is,
they would formulate the concept of customer satis-
faction in the domain of security. They would empha-
size those features that customers are most concerned
about, for example, protection against break-ins and
viruses, simple access controls, ease of use, and prod-
uct support.

Since users do not particularly care how a system is
structured internally or the methodologies used dur-
ing development, the security criteria would not spec-
ify how a system should be modeled, structured, de-
signed, or developed as in the current Criteria. For
example, there would be no concept of security ker-
nel, trusted computing base (TCB), or formal security
policy model. There would be no requirements on sys-
tem architecture, design specification and verification,
or configuration management.

The standards would be specific to different types
of products and stated in terms of actual users, pro-
cesses, and entities rather than abstract subjects and
objects. Thus, they would not require “interpreta-
tion” of an abstract security model and they would be
readily understandable to users and developers alike.

To illustrate, the standards for operating systems
might include discretionary access at the level of in-
dividual files and users, logging of all successful and
failed login attempts, and break-in prevention. The
standards for database systems might include discre-
tionary access at the level of records, attributes, and
individual users, and logging of all database accesses
at the relation level and all updates at the record level.
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The standards for virus protection software might in-
clude the ability to detect any virus in a specified list
and the ability to remove any detected virus. The
standards for networks and communication systems
might include optional encryption using the Data En-
cryption Standard.

There may be a common set of standards applica-
ble to all types of products, for example, standards
for product service and support. Since many secu-
rity problems arise from improper installation or op-
eration, or from flaws that are discovered after the
product has been released, product support is a signif-
icant factor in customer satisfaction and assessments
of trust.

The standards might be classified according to
whether they are required for a certain “level of se-
curity” or for certain types of environments (banking,
hospital systems, etc.). For example, being able to
withstand penetration attacks from legitimate users
might be associated with a higher level of trust than
preventing break-ins. A product could be evaluated
by checking off the standards that it meets.

“Security benchmarks” could be included with
some of the standards. For example, consider a stan-
dard for break-in prevention. This standard could be
assessed through a “break-in benchmark™ that could
be run against a system to see if it succumbs to certain
attacks, for example those that use password cracking
programs or exploit potential network protocol vul-
nerabilities. One can envisage other henchmarks, for
example, to assess the ability of a virus protection
package to detect viruses.

This approach of assessing observable behavior and
of using benchmarks is not new. Indeed, it has arisen
naturally in the market in response to customer needs.
There have been many published articles that rate
or compare security packages in concrete terms, and
vendors and researchers have developed software tools
that can test for the presence of weak passwords, im-
proper defaults and system settings. and various other
vulnerabilities. All of these assessments and tools have
been developed with the goal of meeting the needs of
customers, and are entirely consistent with the way
trust works in the world. Thus, the paradigm de-
scribed in this paper is already practiced in the com-
mercial world, and the existing practices provide a use-
ful starting point for determining security criteria.

Although the Criteria is based on a model of trust
that is inconsistent with the way trust works, it of-
fers much towards the construction of new security
criteria. Many of the requirements relate to function-
ality needed by users. and while many are abstract,



they could be made concrete. The requirements for
penetration and covert channel testing identify areas
where benchmarks could be created, although it is
unclear that protecting against most covert channels
corresponds to any real-world market need. The secu-
rity criteria would be driven by market forces. They
would reflect the current standards for trust in the
market, and they would change with market needs.
They would be developed by or at least with users
representing a variety of different customer bases.

Although there could be more than one set of stan-
dards, a national or international standard has the
advantage of providing industry with a clear set of
guidelines. The standard(s) could be produced by the
government through the current NIST/NSA effort or
by other standards groups, for example, ANSI, the
IEEE, and ISO.

Although security criteria articulate community
standards for trust, a system that meets the criteria
is not necessarily trusted. Ultimately, trust is always
determined by users whose needs may deviate from
the community standards. This underscores the im-
portance of product support from a vendor.

3.2 Pfoducing Trusted Systems

In the new paradigm, vendors would be free to de-
sign and develop systems using any architecture and
methodology they choose. The security criteria would
not impose any particular structure or methodology
on the customers. Security kernels, formal models
and methods, and other developmental requirements
in the current Criteria would be used only to the ex-
tent that vendors perceive that the return on their
investment justifies the cost. The requirements in the
current Criteria, coupled with the costly evaluation
process, have led many vendors to conclude that it
is simply not worth the effort to develop systems at
those levels where formal methods are required. Re-
moving these requirements opens up the possibility of
considerable innovation in the development of trusted
systems. Researchers may be able to uncover struc-
tures and methodologies that produce trusted systems
at considerably reduced cost.

The current Criteria were developed with the ob-
jective of eliminating all security risks, at least at the
higher levels. By adapting a particular architecture
and following a specified design methodology based on
formal specifications and proofs, security risks would
be avoided. This risk-avoidance strategy has the dis-
advantage of inhibiting innovation and progress in sys-
tem architecture and development. If followed to its
extreme, it will guarantee that “trusted systems” are
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archaic and not cost-effective. As illustrated by Pet-
roski [6], progress in engineering comes only when de-
signers take risks. Taking risks is essential in order to
build systems that are more economical, functional, or
aesthetically pleasing than their predecessors. More-
over, we learn more from our failures than our suc-
cesses, and progress depends on failures. A strategy
of creating criteria that eliminate security risks is es-
pecially dangerous because we lack worked examples,
especially for applications such at database systems,
transaction processing sysems, and heterogenous net-
works. A better strategy is to encourage risk taking
while disseminating knowledge about failures through
channels such as CERT and security publications.

4 Summary

The current paradigm for trusted systems holds
that trust is a property of a system. We have ar-
gued that this paradigm, which underlies the Criteria
for trusted systems, is inconsistent with the way trust
works in the world.

We then examined the concept of trust. showing
that trust is an assessment made by an observer about
a person, organization, or object observed. These as-
sessments are formed and shared in a world-wide mar-
ket where people interact with each other, with orga-
nizations, and with objects. Our own assessments are
based on our personal experiences and on the assess-
ments of others whom we trust.

This understanding of trust as an assessment
formed in a market leads to a radically different ap-
proach to the development of security criteria. In this
paradigm, the criteria would be a set of standards di-
rectly related to customer satisfaction. The standards
would reflect current market requirements, he specific
to different types of products. and bhe stated in terms
of actual users, processes, and entities rather than ab-
stractions such as subjects and objects. They would
continually evolve to respond to new technologies, new
threats, and new demands in the market.

The criteria would not impose requirements on
the internal structure of a system or on develop-
ment methodologies. The vendors would be free to
choose their own methods for producing secure sys-
tems. Their systems will be evaluated according to
market-based criteria for customer satisfaction. and
they will be trusted as long as they mect the evolving
standards and needs of the customers.

Further study is needed to determine whether the
proposed approach is sound for at least commercial




systems if not military ones. If it is, then additional
work is needed to identify the current community stan-
dards in order to formulate new criteria. Beyond that,
the approach opens up the possibility of new security
architectures and methodologies, and of news prod-
ucts that support the evaluation process, in particular
security benchmarks.
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