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ABSTRACT
In this paper, we develop a novel probabilistic hybrid inertial
navigation system (INS)/pedestrian dead reckoning (PDR)
measurement tracking algorithm, namely (PHIMTA), that
provides high accuracy tracking in slow pedestrian scenarios.
We then combine it with the latest localization algorithms,
such as grid-based belief propagation (GBP) and stop-and-
go (SnG), that allow for improved accuracy in GPS-denied
environments.
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CCS Concepts
•Mathematics of computing → Bayesian computa-
tion; •Human-centered computing→Mobile devices;
•Computing methodologies → Mixture models;

1. INTRODUCTION
Coping with mobility has been key in localization research.
The typical scenario is to complement GPS with information
from inertial measurement units (IMUs) and odometers to
provide uninterrupted navigation solutions during GPS out-
ages. The integration is typically achieved by a Kalman
filter (KF) [1], or some variants, e.g., the extended Kalman
filter (KF) [2]. Unfortunately, the significant errors of micro-
mechanical systems (MEMS) inertial sensors as well as the
time-varying models cannot be modelled accurately by the
KF linearized models. As an alternative to better capture
the non-linearities, the use of a particle filter has been pro-
posed [3].

The information from the sensors provides all the neces-
sary information required for tracking of human movement.
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There has been much research on pedestrian dead reckon-
ing (PDR) and its applications. In PDR, the frequency of
the pedestrians steps is extracted from the sensor informa-
tion and assuming some statistical model for the length and
course of the steps, the pedestrians direction and distance
travelled are calculated by summing up all the steps, e.g., [4].
There has also been extensive research in the classification
and modelling of sensor outputs with different human move-
ment, e.g., see [5,6], but the reality is that erratic movement,
e.g., walking in slopes, or abrupt movements, that can typi-
cally occur in a battlefield, will make the error grow quickly
out of hand.

Alternatively, pedestrian tracking can be treated as an ap-
plication of a strap-down inertial navigation system (INS).
In this case, the orientation of a sensor module is tracked by
integrating the angular velocities, which are subsequently
used to determine the acceleration components in the GCS.
Then the gravity acceleration is subtracted and the remain-
ing acceleration is integrated over time to find the sensors
displacement. Unfortunately, low cost MEMS-IMUs are sus-
ceptible to errors, such as misalignment errors, scale fac-
tor, bias turn-on error, bias drift error, and etc. Though
deterministic errors can typically be removed via calibra-
tion, stochastic errors cannot be removed and can increase
quickly. Analysis and modelling of the MEMS-IMU errors
can be found in [3, 7, 8].

A solution proposed in [9] has been to provide a synergism
between PDR and INS. Essentially the movement of the
pedestrian will be calculated by finding the orientation and
number of steps as in PDR, but the characteristics will be
derived from the IMU measurements instead of using a sta-
tistical model.

The combination of PDR localization and cooperative local-
ization for GPS denied environments however has not been
well investigated. The SPAWN framework in [10] consid-
ered mobility, but it was demonstrated in [11] that it is too
computationally expensive for real-world hand-helds and a
heuristic cooperative localization algorithm, called stop-and-
go (SnG), was proposed as an alternative. SnG keeps the
computational cost low for mobile devices while synergizing
with PDR. Still due to the heuristics in SnG, the network is
highly susceptible to node placement and if the placement
is not uniform enough, then the whole network localization
will collapse.

This paper’s aim is to develop a robust low-cost algorithm



for pedestrian mobility tracking in GPS-denied environments.
We first devise a dynamic Bayesian network in which we
generalize the INS/PDR pedestrian tracking algorithm in
[9] by using probabilistic particle representations and then
combine it with a recent cooperative localization algorithm,
namely grid-based belief propagation (GBP) [12], to have a
fully distributed and robust probabilistic model for mobile
pedestrian tracking which combines low computational cost,
as well as robustness in different node geometries, and high
localization accuracy.

Our contributions can be summarized as follows:

• We design a probabilistic pedestrian tracking technique
which is referred to as the particle hybrid inertial mea-
surement tracking algorithm (PHIMTA).

• Also, we combine PHIMTA with GBP, creating a novel
dynamic Bayesian network model most suitable for
mobile localization in GPS-denied environments.1

• We conduct Monte-Carlo simulations using the real
data in [13, 14] that show that PHIMTA/GBP pro-
vides consistently equivalent accuracy with drastically
decreased computational cost, compared to the litera-
ture.

2. PROBLEM FORMULATION
We consider a network of nodes in a 2D environment which
consists of N agents and M anchors, where M ≥ 4 and N �
M . Let X = [X1, . . . , Xi, . . . , XN+M ] be the locations of all
nodes, with Xi representing the unique identifier of node i
and Xi ∈ {x1, x2, . . . xk}, where k iterates over all possible
IDs. Also, let Z denote the coordinates of all nodes, with
Zi representing the coordinates of node i, and the domain
of Zi is <2. The nodes communicate wirelessly and it is
assumed that the maximum communication range for each
node is Rmax. Time is slotted and time slots are denoted by
the time index superscript (t) for t = 1, 2, . . . ,∞.

Based on the behaviour of the nodes, there are two types of
time slots. Firstly, the nodes might move and use IMU infor-
mation to update their information, namely IMU time slots,
or they might stay idle and cooperate with their neighbours
to update their location estimate, namely belief propagation
(BP) time slots. The nodes use cooperative localization ev-
ery n time slots, while in between they have a probability
p(W (t)) at each time slot to wait or to move. If a node is
moving during a BP time slot, then it will not participate
in the message passing algorithm. It uses the SHOE filter,
cf. Section 4, to discriminate between being idle or not.

Let p(X
(t)
i ) be the probability density function (pdf), i.e.,

the belief that node i has about its location at time t. We
model p(X

(t)
i ) as a multinomial distribution with parameters

θk, where θk is the probability of node i being in ID xk and∑
k θk = 1. Let p(X(t)) denote the state of the system at

time slot (t). We assume that the system is Markovian and

1We choose Grid-BP due to the low computational cost, but
any message passing variant can be used.

represent it as a pdf. Then we have

P (X(0),X(1), . . . ,X(t)) = p(X(0))

t−1∏
τ=0

p(X(τ+1)|X(τ)),

(1)

where p(X(0)) is the initial system state and p(X(τ+1)|X(τ))
is the transition probability. Depending on the type of time
slot the transition probability will change. Thus, we have

p(X(τ+1)|X(τ))

=

{
p(X(τ+1)|X(τ),R = r), for BP time slots,

p(X(τ+1)|X(τ),O = o), for IMU time slots,
(2)

in which r denotes a vector with all the distance measure-
ments between nodes, and o is a vector with the IMU obser-
vations. The above can be described graphically in Fig. 1.
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Figure 1: A dynamic Bayesian network model.

During the BP time slots, let the set of all nodes within
the range of node i be the neighbourhood Ni. Initially, the
belief for the agents can be a non-informative uniform pdf
over the grid, while the anchors’ pdfs are focused in the IDs
close to the real position, e.g., within 10m. Node i receiving
a message from node j at time slot t can derive, using time-

of-arrival (ToA) measurements,2 a noisy estimate r
(t)
j→i of

the distance between them. For convenience, we assume

r
(t)
j→i = r

(t)
i→j = r

(t)
ji .

Thus, as in [15], for ToA distance measurements, we define

the random variable R
(t)
ji with its value r

(t)
ji modelled as

r
(t)
ji = ‖z(t)

i − z
(t)
j ‖+ ηji, (3)

where ηji is a Gaussian noise with variance σ2
ji = Ke‖z(t)

i −
z
(t)
j ‖

βji in which Ke is a proportionality constant captur-
ing the combined physical layer and receiver effect, and
βji denotes the path loss exponent. In the case of line-
of-sight (LoS), ηji is assumed zero mean, and βji = 2, i.e.,
ηji ∼ N (0, σ2

ji).

2The assumption of using ToA is not restrictive on the pro-
posed algorithm because it can easily be used with other
measurement models.



We define the likelihood of node i and node j measuring

distance R
(t)
ji = r

(t)
ji between them at time t, given Xi, Xj as

p(R
(t)
ji = r

(t)
ji |X

(t)
i , X

(t)
j ),

∝ exp

−(r(t)ji − ‖C(t)
i − C

(t)
j ‖2

h

)2
 , (4)

where h controls steepness, C
(t)
i and C

(t)
j are the coordi-

nates of the centres of the grids’ squares X
(t)
i and X

(t)
j , re-

spectively. Thus, we aim to find the maximum a posteriori
(MAP), i.e., the values that maximize p(X(t+1)|R(t+1),X(t))

given distance measurements R(t+1) = [R
(t+1)
ji ]. For node i,

we have

X̂i = arg max
Xi

p(X
(t+1)
i |R(t+1)

i , X(t)). (5)

Consequently, p(X
(t+1)
i |R(t+1)

i , X
(t)
i ) can be evaluated using

the Bayes’ rule as

p(X
(t+1)
i |R(t+1)

i , X
(t)
i )

∝ p(X(t)
i )

∏
j∈Ni

p(R
(t+1)
ji |X(t+1)

i )

∝ p(X(t)
i )

∏
j∈Ni

∫
p(R

(t+1)
ji |X(t+1)

i , X
(t+1)
j )p(X

(t+1)
j )dXj ,

(6)

in which the sign “∝” means “is proportional to”, and nor-
malization should be done to obtain the pdf.

Similarly, during the IMU time slots, we have

p(X
(t+1)
i |O(t+1)

i , X
(t)
i ) ∝ p(X(t)

i )p(O
(t+1)
i |X(t+1)

i ). (7)

The model is summarized in Algorithm 1.

Algorithm 1 Dynamic Bayesian Network

1: for all i ∈ N do
2: Initialize p(X

(0)
i ),v

(0)
i ,ω

(0)
i ,a

(0)
i ,µ

(0)
i

3: for all t ∈ Time slots do
4: if time slot is BP then
5: calculate (2) using GBP [12, Algorithm 1]
6: else
7: calculate (2) using PHIMTA, Algorithm 2
8: end if
9: end for

10: end for

In the next sections, we will describe how GBP is used to
solve (6) and then how PHIMTA solves (7).

3. BP TIME SLOTS
During the BP time slots, the network can be modelled as a
cluster graph and we adopt a Bethe cluster graph [16]. The
lower factors are composed of univariate potentials ψ(Xi),
while the upper region is composed of factors ψ(Xi, Xj , Rji),
e.g., see Fig. 2.

The lower factors are set to the initial beliefs for the given
time slot (t), and the upper factors are set to the correspond-
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Figure 2: The cluster graph. Lower row factors de-
note the node position beliefs. Upper row factors
denote the ranging interactions between the nodes.

ing conditional pdfs (cpdfs):

ψ(Xi) = p(X
(t)
i ), (8)

ψ(Xi, Xj , Rji = r
(t)
ji ) = p(t)(Rji = r

(t)
ji |Xi, Xj). (9)

Messages are then passed between nodes for multiple iter-
ations until the node beliefs have converged. The message
from node j to node i, at BP iteration (s+ 1) is calculated
by

µ
(s+1)
j→i (Xi) =

∫
ψ(Xi, Xj , Rji = r

(t)
ji )

b
(s)
j→i(Xj)

µ
(s)
i→j(Xj)

dXj , (10)

where intuitively, a message (10) is the belief that node j

has about the location of node i and r
(t)
ji is the observed

value of the distance between the nodes, at time slot t.

Then the belief of node i is updated as

b
(s+1)
i (Xi) = λψ(Xi)

∏
k∈Ni

µ
(s+1)
k→i (Xi)+(1−λ)b

(s)
i (Xi), (11)

where λ is a dampening factor used to facilitate convergence.

BP continues until convergence, or if s reaches a maximum
number of iterations Imax. Then the beliefs, representing ap-
proximations to the true marginals, for each node are found

by (11), i.e., p(X
(t+1)
i ) = b

(s+1)
i (Xi). Each node will need

to perform a marginalization operation (10), and a product
operation (11). Approximations are required for both com-
plex operations. The details of the approximations, as well
as more information on GBP can be found in [12].

4. IMU TIME SLOTS
During the IMU time slots, our is aim is to approximate
the transition probability in (2). This is accomplished by
using a non-parametric particle representation [16]. Assum-

ing at time slot (t) the location pdf for node i is p(X
(t)
i ),

we represent it by a set of L random samples, or particles

S(t)
i = {s(t,l)i }Ll=1, sampled from p(X

(t)
i ). The i-th sample

is denoted as s
(t,l)
i = (x

(t,l)
i , π

(t,l)
i ), where x

(t,l)
i is the value

of the node state and π
(t,l)
i = 1

L
is the respective weight.

Then the motion model is applied to each sample s
(t,l)
i and

we obtain a new sample

s
(t+1,l)
i =

(
x
(t+1,l)
i ,

1

L

)
, (12)

where

x
(t+1,l)
i ∼ p(X(t+1)|X(t)

i = x
(t,l)
i ,O

(t)
i = o

(t)
i ), (13)



where o
(t)
i are the IMU measurements at time (t). Finally,

the same parameter estimation [12, Algorithm 4] is used
to obtain a multinomial parametric form of (2) from the
samples.

4.1 PHIMTA
Our aim now is to derive an updated location particle given

a location particle x
(t+1,l)
i and the IMU observations o

(t)
i .

We will derive the displacement, speed and attitude vec-
tors, from the IMU sensors. We assume a typical MEMS
sensor, consisting of an accelerometer, a magnetometer and
a gyroscope. The measurements provided by the IMU and
the magnetometer comprise the control input

o(t) = [a(t),ω(t),µ(t)
x ],

and we denote their respective noise vector as

w(t) = [n(t)
a ,n(t)

ω ,n(t)
µ ].

We assume that the input signal vectors from each sensor
have length Y . Also, the noise is assumed to be white Gaus-
sian noise and independent of previous states. A rotation
matrix that maps the local coordinate system (LCS) of the
sensors to global coordinates system (GCS) of the node is
required, as the sensor axes may not match the nodes. Then
the accelerometer observations will be mapped to the nodes
coordinate system and used to calculate the displacement
and speed of the node.

To alleviate the noise a number of schemes will be used.
First is the fact that pedestrian walking is cyclical and signif-
icantly consistent. Each stride can be split into two phases.
The stance phase, i.e., when the foot or part of the foot is
placed on the ground, and the swing phase, i.e., when the
foot is mid-air. Both the velocity and the angular velocity
can be reset to zero at each stance phase, thus reducing the
drift error accumulation. As the gyroscopes cannot be used
in the static phase, signals from the accelerometer and mag-
netometer have to be used to calculate the orientations of
the sensor module. To overcome tilt errors, the algorithm
presented in [9] is used. The stance phase can be easily
detected using peak detection, taking into consideration of
the existence of zero crossings, e.g., [5]. In this work, we use
the SHOE algorithm [17].

Hence, the system iterates through the following steps:

• Stance phase

– Reset angular velocity to zero

– Reset velocity to zero

– Use magnetometer and accelerometer data to cal-
culate rotation matrix

• Swing phase

– Use gyroscope data to calculate the rotation ma-
trix

– Calculate the velocity and displacement using ac-
celerometer data

Our derivation follows closely the work in [9]. In subsequent
sections, as everything involves internal calculations at each
agent, the node subscript is dropped for simplicity.

4.2 Coordinate Systems and Transformation
Matrix

The global cartesian coordinate system used is the north-
east-down (NED) frame (xn, ye, zd). Consequently, the ro-
tation matrix derived by using direction cosine representa-
tions is given by (14) (see top of next page), where p, r, a,
correspond to the pitch, roll, and attitude, respectively, and
the time slot superscript has been dropped for simplicity.

4.3 Swing Phase
During the swing phase, the orientation of a moving ob-
ject is tracked by integrating the angular velocity vector

ω(t) = [ω
(t)
x − n

(t)
ωx, ω

(t)
y − n

(t)
ωy, ω

(t)
z − n

(t)
ωz], obtained from

the gyroscope after we correct for noise. Let the sampling
period δt be short and δΨ = [δa, δp, δr] be the rotated angle
vector of the sensors. Then δΨ = ωδt. Assuming a small δt
the rotation matrix for a period can be approximated by

C(t) =

 1 −δa δp
δa 1 −δr
−δp δr 1

 = I + Ω(t)δt, (15)

where

Ω(t) =

 0 −ωz ωy
ωz 0 −ωx
−ωy ωx 0

 . (16)

This allows us to relate the rotation matrix R(t) with the
rotation matrix of the next sampling period R(t+δt). Then

R(t+δt) = R(t) ×C(t), (17)

where we have overloaded the superscript to mean the cur-
rent sampling period besides the time slot. This gives

dR(t)

dt
= R(t) ×Ω, (18)

R(t+δt) = R(t) × exp

 t+δt∫
t

Ωdt

 . (19)

The DCM update equation is obtained as each new angular
velocity samples comes by

R(t+δt) = R(t)

(
I +

sin(‖ω‖δt)
‖ω‖ Ω +

1− cos(‖ω‖δt)
‖ω‖2 Ω2

)
.

(20)
With the DCM updated, at each sample, the accelerometer
data can easily be mapped from LCS to GCS by

a(G,t) = R(t) · a(t), (21)

where G specifies that the vector is the GCS. Finally, the
updated velocity vector is given byv

(t+1)
n

v
(t+1)
e

v
(t+1)
d

 =

v
(t)
n

v
(t)
e

v
(t)
d

+

 a
(G,t)
x − n(t)

ax

a
(G,t)
y − n(t)

ay

a
(G,t)
z − n(t)

az − g

 δt (22)

and the corresponding displacement vectord
(t+1)
x

d
(t+1)
y

d
(t+1)
z

 =

 v
(t)
n δt

v
(t)
e δt

−v(t)d δt

 (23)



R(t) =

cos(p) cos(a) − cos(r) sin(a) + sin(r) sin(p) cos(a) sin(r) sin(a) + cos(r) sin(p) cos(a)
cos(r) sin(a) cos(r) cos(a) + sin(r) sin(p) sin(a) − sin(r) cos(a) + cos(r) sin(p) sin(a)
− sin(p) sin(r) cos(p) cos(r) cos(p),

 (14)

is used in [12, Algorithm 3] to obtain the particle x
(t+1,l)
i .

4.4 Static Phase
During the static phase data from the accelerometer and the
magnetometer are used to derive the pitch, roll, and attitude
required for the rotation matrix, using (14). To compensate
the tilt errors the following algorithm is used as presented
in [9].

First, a linear-phase finite impulse response (FIR) low pass
filter (LPF) is used to filter the accelerometer signal. The
LPF is designed with a cutoff frequency of less than 1Hz, as
a typical human stride takes ≈ 1s. The filtered acceleration
g(L) is then normalized and redefined as a gravity vector in
LCS. The normalized GCS gravity vector is then given by

g(G) = R · g(L), (24)

where g(G) = [0, 0, 1]T .

Solving the above equation for roll and pitch gives

p(t) = atan2

(
g(t)
x ,

√
(g

(t)
y )2 + (g

(t)
z )2

)
, (25a)

r(t) = atan2
(

g(t)
y sign(cos(p(t))), g(t)

z sign(cos(p(t)))
)
.

(25b)

After both pitch and roll have been found from the accelera-
tion data, the attitude can be calculated from the magnetic

field data. Let µ(L,t) = [µ
(t)
x , µ

(t)
y , µ

(t)
z ] be the LCS magne-

tometer readings. Then the compensated magnetic field can
be calculated as

h(t)
x = µ(t)

x cos(p(t)) + µ(t)
y sin(p(t)) sin(r(t))

+ µ(t)
z sin(p(t)) cos(r(t)) (25c)

h(t)
y = µ(t)

y cos(r(t))− µ(t)
z sin(r(t)) (25d)

a(t) = atan2(−h(t)
y , h(t)

x )−D, (25e)

where D is the magnetic declination, or the difference be-
tween the magnetic north and the true north, caused by the
tilt of the earth magnetic field generator relative to the earth
spin axis.

The algorithm is summarized as Algorithm 2.

4.5 Complexity
For the BP time slots, the complexity is due to the message
passing algorithm used. In our case, as GBP is a para-
metric form message passing algorithm, the computational
cost is O(NiL) [12]. This makes the algorithm an order of
magnitude faster than non-parametric BP algorithms, e.g.,
SPAWN [10]. We also compare GBP with the SnG algo-
rithm [11], which has a complexity of O(N̄iL), where N̄i
symbolizes the average pseudoanchors of node i. The num-
ber of particles used in both algorithms is approximately

Algorithm 2 PHIMTA

1: Sample {π(t,l)
i , x

(t,l)
i }Ll=1 ∼ p(X

(t)
i )

2: Detect Stride Phase using SHOE Algorithm
3: if Stride Phase is Stance then
4: Set ω(t) = 0
5: Set v(t) = 0
6: Extract g from a using LPF
7: Calculate p, r, a using equations (25)

8: Calculate Rotation Matrix R(t) using (14)
9: else

10: sample {n(l,t)
ω }Ll=1 ∼ N (nω)

11: For each sample calculate R(t) using (20)
12: end if
13: Sample {n(l,t)

a }Ll=1 ∼ N (na)

14: Sample {n(l,t)
µ }Ll=1 ∼ N (nµ)

15: for each sample calculate {a(l,G,t)}Ll=1 using (21)

16: Calculate {x(l,t+1)}Ll=1 using (23) and [12, Algorithm 3]
17: Convert to parametric form using [12, Algorithm 4]

18: Update belief p(X
(t+1)
i )

L = 100, while the number of average pseudo-anchors will
be less or equal to the average number of neighbors. As
such, the algorithms tend to have similar complexity with
SnG being slightly faster. Even though the two algorithms
seem to have the same computational cost, a step by step
comparsion in Table 1 clearly shows that GBP is faster, as it
has fewer steps and there is no need to optimize the objective
function at every iteration.

Table 1: Complexity of GBP vs SnG

GBP [12] SnG [11]
Step Complexity Step Complexity
sample in-
coming mes-
sage

L sample in-
coming mes-
sage

L

count sample
IDS

|ID| count-sort
likelihoods

N̄iL

multiply
multinomial
pdfs

Ni|ID| sort candidate
points

U log(U)

filter IDs |ID| log(|ID|) get centroid Umax log(Umax)
— —- IWLS N̄iIIWLS

We assume that both algorithms approximately use the
same number of particles, and |ID| is the cardinality of

relevant IDs in GBP, while U and Umax is the number of
candidate points and number of highest likelihood

candidate points respectively. Finally IIWLS is the number
of iterations IWLS can run.

For the IMU time slots, the complexity is due to PHIMTA.



All the steps are proportional to either the number of signals
Y obtained from MEMS, or the number of particles used in
the calculations L. Each step is given with the corresponding
cost in Table 2. Hence the complexity is O(Y L). We com-
pare PHIMTA with the PDR algorithm in [18]. Even if the
complexity scales in the same way, PDR has fewer computa-
tions per iteration than the hybrid algorithm. Essentialy it
is a compromise between computational cost, and accuracy
as will be seen in the sequel. By using GBP though, the
computational increase from PHIMTA can be easily com-
pensated.

Table 2: Complexity of PHIMTA
Step Complexity

sample p(X
(t)
i ) L

SHOE Algorithm Y
Stride phase Y L

Quasi-static phase Y L
update position L

convert to parametric form L

Table 3: Complexity costs of GBP/PHIMTA vs
SnG/PDR

Algorithm Complexity
Grid-BP O(NiLGBP)
PHIMTA O(Y LPHIMTA)

SnG O(N̄iLSNG)
PDR O(Y LPDR)

Note that LGBP = LPHIMTA = LSNG = LPDR ' 100.

5. SIMULATION RESULTS
Our proposed algorithm was evaluated using Monte-Carlo
simulations. We considered a 2D grid 20m × 20m with 4
anchors at the corners of the grid. Ten nodes are randomly
placed inside the grid and are trying to localize. We first con-
sider a static scenario in which the root-mean-square (RMS)
localization error is compared between GBP and SnG and
NBP [19], as an implementation of the SPAWN framework.

In Fig. 3, we illustrate the average RMS error for various
communication ranges. We assume that the number of par-
ticles used is 300 and Ke = 0.001. As expected NBP outper-
forms both SnG and GBP but at a greater computational
cost. While GBP provides similar RMS to SnG for lower
communication range, it is interesting to note that both
NBP and GBP take advantage of the availability of more
neighbors while SnG seems to keep a constant RMS error.
We should also mention that SnG would collapse if the av-
erage number of neighbors is too low. Finally, for the SnG
simulations, we initially ran cooperative least-square (LS),
cf. [10], as it requires initial estimates to run, which is not
required for NBP and GBP.

Now, we consider a mobility scenario where the 10 nodes
move randomly for a period of 180s. Simulation parame-
ters are the same as before with a communication range of
12m. We used the test data in [13, 14], as a pool of possi-
ble movements that a node can follow with the respective

Figure 3: The average RMS error versus the com-
munication range.

MEMS measurements. Each node decides by a stationary
probability Pri(s) if it will wait or not and for how many sec-
onds. If it will wait, then it will be used in the cooperative
localization algorithm. Alternatively, it will pick randomly
a movement from the ones provided in the test data and
move accordingly until the movement time elapses and the
procedure repeats until the simulations finish. The cooper-
ative localization steps occur, to obtain starting locations
and afterwards every 10s. In Fig. 4, we present the aver-
age RMS tracking error results, which is the average RMS
localization error per second for the network. Obviously,
as the stationary probability increases, the nodes move less
and consequently are more readily available in the cooper-
ative localization steps, improving their RMS tracking er-
ror. At the boundary scenario, we have Pri(s) = 0 which
means that all nodes are constantly moving and hence be-
sides the initial cooperative localization step, nodes will only
use MEMS information algorithms. As we can see, the su-
periority of PHIMTA over PDR is evident in all mobility
scenarios. Secondly, SnG slightly outperforms GBP. This is
due to the ability of SnG to filter out nodes that mistakenly
believe they are stationary while in reality their are mov-
ing. Despite that, the difference is small, given the drastic
decrease in computational cost. Finally it is clear that us-
ing cooperative localization is a great addition to MEMS
localization.

6. CONCLUSION
This paper presented a novel hybrid approach to pedestrian
mobility tracking using a hybrid cooperative localization and
MEMS tracking approach. The end result is a powerful and
promising mobility tracking algorithm with very low com-
putational requirements compared to the literature.
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