
Visual Text Analytics for Online Conversations

by

Md Enamul Hoque Prince

B.Sc., Chittagong University of Engineering & Technology, 2007

M.Sc., Memorial University of Newfoundland, 2012

A THESIS SUBMITTED IN PARTIAL FULFILLMENT

OF THE REQUIREMENTS FOR THE DEGREE OF

Doctor of Philosophy

in

THE FACULTY OF GRADUATE AND POSTDOCTORAL

STUDIES

(Computer Science)

The University Of British Columbia

(Vancouver)

May 2017

c©Md Enamul Hoque Prince, 2017



Abstract

With the proliferation of Web-based social media, asynchronous conversations

have become very common for supporting online communication and collabora-

tion. Yet the increasing volume and complexity of conversational data often make

it very difficult to get insights about the discussions. This dissertation posits that by

integrating natural language processing and information visualization techniques

in a synergistic way, we can better support the user’s task of exploring and ana-

lyzing conversations. Unlike most previous systems, which do not consider the

specific characteristics of online conversations; we applied design study method-

ologies from the visualization literature to uncover the data and task abstractions

that guided the development of a novel set of visual text analytics systems.

The first of such systems is ConVis, that supports users in exploring an asyn-

chronous conversation, such as a blog. ConVis offers a visual overview of a con-

versation by presenting topics, authors, and the thread structure of a conversation,

as well as various interaction techniques such as brushing and linked highlight-

ing. Broadening from a single conversation to a collection of conversations, Multi-

ConVis combines a novel hierarchical topic modeling with multi-scale exploration

techniques. A series of user studies revealed the significant improvements in user

performance and subjective measures when these two systems were compared to

traditional blog interfaces.

Based on the lessons learned from these studies, this dissertation introduced an

interactive topic modeling framework specifically for asynchronous conversations.

The resulting systems empower the user in revising the underlying topic models

through an intuitive set of interactive features when the current models are noisy

and/or insufficient to support their information seeking tasks. Two summative stud-
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ies suggested that these systems outperformed their counterparts that do not support

interactive topic modeling along several subjective and objective measures.

Finally, to demonstrate the generality and applicability of our approach, we tai-

lored our previous systems to support information seeking in community question

answering forums. The prototype was evaluated through a large-scale Web-based

study, which suggests that our approach can be adapted to a specific conversational

genre among a diverse range of users.

The dissertation concludes with a critical reflection on our approach and con-

siderations for future research.
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Lay Summary

Since the rise of social-media, an ever-increasing amount of conversations are gen-

erated. Often many people contribute to the discussion, which become very long

with hundreds of comments, making it difficult for users to get insights about the

discussion. This dissertation integrates language processing and visualization tech-

niques to support the user’s task of exploring and analyzing conversations. Lan-

guage processing mines topics and opinions from the conversations, while visu-

alization techniques provide visual overviews of the mined data and support user

exploration and analysis. User studies revealed significant improvements, when

our systems were compared to traditional blog interfaces. This dissertation also

introduces a new human-in-the-loop algorithm that helps the user to revise results

of topic modeling. Two user studies show that these systems outperform their

non-interactive counterparts. Finally, we tailored our previous systems to support

information seeking in community question answering forums. The prototype was

successfully evaluated through a large-scale user study.
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Chapter 1

Introduction

Since the internet revolution and the subsequent rise of social media, an ever-

increasing amount of human conversations are generated in many different modal-

ities [17]. While email remains a fundamental way of communicating for most

people, other conversational modalities such as blogs and microblogs have quickly

become widely popular. These conversations are primarily asynchronous in nature,

where participants communicate with each other at different times.

People engaged in asynchronous conversations to exchange ideas, ask ques-

tions, and comment on daily life events. Often many people contribute to the dis-

cussion, which can quickly become very long with hundreds of comments. The

net result of this phenomena is that an enormous and growing volume of conver-

sational data is generated everyday. Recent statistics from Alexa’s Internet traffic

rating service reveal that the top three blogging and microblogging sites Word-

press, Twitter, and Tumblr are among the top 50 most visited sites in the world [4].

In the Wordpress blogging platform alone, users produce about 80.7 million new

posts and 44.5 million new comments each month and over 409 million people

view more than 24.2 billion pages in the same period [7]. Conversations in social

network platforms also continue to rise at an accelerating pace. A recent study

from Pew Research Center shows that 79% of American internet users use Face-

book, with roughly three-quarters (76%) of these Facebook users report that they

visit the site daily [6].

These collections of online conversations can provide valuable insights in many
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domains including but not limited to marketing intelligence, business analytics,

customer relationship management, journalism, and healthcare analytics. For in-

stance, business analysts may want to analyze text conversations in social media

to uncover consumer sentiment and insights about their products or company and

to draw conclusions about commercial strategies [93]. In online news media, such

as the New York Times, editors are interested to know which of their contributions

generate most comments from their readers in order to make strategic decisions

about how to balance the content of their online news. They may also want to

assess the quality of comments to remove the low quality ones, and to identify

high quality contributions to set community standards [32]. As another example,

administrators in online health communities are interested in continuously moni-

toring the forum in order to foster lively discussions, while at the same time they

need to prevent the propagation of misinformation and abusive comments [76]. Fi-

nally, a casual reader may want to skim through a blog to find out the community

response to a particular topic and to decide whether and how she should contribute

to the discussion.

While the abundance of conversational data opens up a great opportunity for

important discoveries in a variety of domains, exploring and analyzing such large

amounts of data has become a challenging problem in both personal and pro-

fessional contexts. This problem is commonly known as information overload,

where users feel overwhelmed by the vast amount of potentially relevant informa-

tion [14]. To address this problem, this dissertation takes a visual text analytics ap-

proach, where we combine natural language processing methods for understating

and summarizing discussions and information visualization techniques to present

an overview of the conversational data to users.

In the remainder of this introduction, we first discuss some key challenges aris-

ing from the volume and complexity of conversational data, and the short-comings

of existing approaches in dealing with such challenges in Section 1.1. Then, we

outline the research methodology used to tackle these challenges (Section 1.2), fol-

lowed by defining the scope of this work (Section 1.3). Finally, we summarize our

major contributions along with an outline of the dissertation in Section 1.4.
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1.1 The Problem
An asynchronous conversation such as a blog may start with a news article or an

editorial opinion and later may generate a long and complex thread as comments

are added by the participants [17]. When a reader wants to explore such a large

conversation, traditional social media sites provide very limited support. They

simply present the original posts and subsequent replies as a paginated indented

list. Thus the reader needs to go through a long list of comments sequentially,

until her information needs are fulfilled. Going through such an overwhelming

amount of textual data in this way often leads to information overload, i.e., the user

finds it very difficult to get insights about the ongoing or past discussions [69].

The problem becomes even more serious when the user is interested in analyzing

multiple conversations that are discussing similar issues.

To illustrate the problem, let us consider the issue of ‘iPhone bending’ that

went viral on social media, when the iPhone 6 was launched in September 2014.

Soon after the product was released, some people claimed that this new phone can

easily bend in the pocket while sitting on it. This incident triggered a huge amount

of discussions in Macrumors [1], a blog site that regularly publishes Apple related

news and allows participants to make comments. Within a few days, more than

a dozen conversations with thousands of comments were generated in Macrumors

covering various related issues, such as ‘what users reported about the bending

issue’, ‘what Apple says to defend its new product’, and ‘what are the reactions

from the rivals of Apple’ etc. In this situation, we could imagine at least three

different users who would like to explore this set of conversations. First, a potential

customer, who intended to buy an iPhone may want to explore these conversations

to verify whether the bending issue is really serious. Second, a journalist may want

to publish a story about what people are saying about the ‘bending issue’. Finally,

an Apple marketing analyst may want to get a pulse from the online community to

make an informed decision about how to react to the rumors and possibly redesign

the products.

In all three cases, given the large number of conversations/comments, it would

be extremely difficult and time-consuming for a user to explore and analyze all

this information with the current blog interfaces. This is primarily due to the fact
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Figure 1.1: A set of conversations returned for a query ‘iPhone bending’ are
presented as a paginated list by Macrumors (accessed in March, 2015).

that a typical blog site presents both the list of conversations and the comments

as paginated lists and only provides sequential access to conversations/comments

(see Figure 1.1 and Figure 1.2). It neither provides any high-level overview of the

conversations, nor provides sufficient navigational cues. As a result, users often

become overwhelmed by the large amount of conversational data and leave the

discussions without fulfilling their information needs [69].

While both the Natural Language Processing (NLP) and the Information Vi-

4



Figure 1.2: An example of an excerpt from a single conversation, which con-
sists of an initial post followed by a set of comments (accessed in March,
2015).

sualization (InfoVis) community individually attempt to address this and similar

problems, only little efforts have been devoted to integrating NLP and InfoVis
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techniques in a synergistic way. In general, previous work at the intersection of

Infovis and NLP has developed relatively simple and generic approaches to visual

text analytics.

A common visualization technique to help users in analyzing individual docu-

ments is to visually encode the frequency of keywords using font size, such as ap-

plying a tag cloud metaphor [113]. Another way to visually represent a document

is to split it into blocks of text and then use color to indicate some key information

within each block [54, 73]. For instance, TileBars [54] presents the documents re-

trieved from search queries using bars, where widths are relative to the length of the

documents, and heights are relative to the number of query terms. The content of a

document were divided into blocks and the color within each block represents the

frequency of query terms. Similarly, Oelke and Keim extracted some features such

as vocabulary richness or sentence length for each text block and represent them

using color at different levels of granularity ranging from chapters to sentences

to words [73]. However, since the above visualizations did not reveal semantic

relationships among terms, another body of works attempted to capture such re-

lationship using tree representations, such as Word Tree [126], Double Tree [29],

and DocuBurst [25]. Additionally, they mapped term frequency to font size.

In the research presented in this thesis, we have used some of the common

metaphors from the above works, such as colored bars to encode some features

of the text (e.g., sentiment) and mapping frequency of discussion topics to font

size. However, the above works are devised for generic documents, in contrast,

we have considered additional data specific of conversations including the reply-

relationships between comments and the relationships between comments and au-

thors, which introduces more challenges from the visualization perspective that

were not addressed in the above works.

Previous research that specifically focused on visualizing asynchronous con-

versations also have important limitations. Most of these works did not derive their

visual encodings and interactive techniques from task and data abstractions based

on a detailed analysis of specific user needs and requirements in the target domains.

Instead, they either visualize only metadata such as the reply-relationship between

comments that do not reveal any content information (e.g., [101, 123, 125]), or

visualize the results of simple, often inaccurate text analysis techniques that are
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not adequate to support the user (e.g., [109, 124]). Furthermore, these text analysis

methods are not designed to exploit the specific characteristics of asynchronous

conversations, such as reply-relationships and use of quotation; despite recent ev-

idence suggest that NLP methods such as topic modeling [70] are more accurate

when these specific characteristics are taken into account.

In short, most previous works did not integrate text analysis and information

visualization based on considering the specific characteristics of online conversa-

tions and of their users. This dissertation aims to address such short-coming of

existing approaches.

1.2 Approach
The primary goal of this thesis is to develop a comprehensive understanding of

how a combination of text analysis and interactive visualization can support users

in exploring online conversations. The hypothesis is that by tightly integrating

NLP and InfoVis techniques, we can better support the user’s task of exploring and

analyzing conversations. But how NLP and InfoVis techniques can be effectively

integrated? More specifically, I pose the following research questions:

1. What tasks do users want to perform and what metadata and text analysis

results are actually useful to support these tasks?

2. How can useful metadata and content be extracted from the conversation?

3. How should the extracted metadata and contents be visualized to the user?

4. How can we support the user when (she realizes that) the current text analysis

results are not helping her anymore?

5. When we compare our proposed approach for exploring and analyzing con-

versations with traditional interfaces, is there any difference in user perfor-

mance and subjective measures?

6. What specific aspects of the proposed approach are more/less beneficial for

the potential users?
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Figure 1.3: The research presented in this thesis falls into the intersection
between information visualization, natural language processing, and
human-in-the-loop computation.

My research falls into the cross section between three main research areas that

are associated with my research questions: information visualization (Q1, Q3, Q5,

Q6), natural language processing (Q2, Q4), and human-in-the-loop-computation

(Q4). The overlap between these three areas defines the scope of my doctoral

research, i.e., designing and testing visual analytics systems for asynchronous con-

versations (see Figure 1.3). The distinct role played by each area in my research is

as follows:

-Why InfoVis? To address Q1 and Q3, I focus on applying human-centered de-

sign methodologies from the InfoVis literature [91, 111]. Starting from an analysis

of user behaviours and needs in the target conversational domain, such methods

help uncover useful task and data abstractions. On the one hand, task and data ab-

stractions can characterize the type of information that needs to be extracted from

the conversation (Q1); on the other hand, they can inform the design of the visual

encodings and interaction techniques (Q3). More tellingly, as both the NLP and

the InfoVis components of the resulting system are designed by referring to a com-

mon set of task and data abstractions, they are more likely to be consistent and

synergistic. Finally, in order to answer Q5 and Q6, I focus on applying different

techniques for user evaluation established in the InfoVis literature, such as informal

evaluations, controlled studies, case studies and online user studies [78].
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- Why NLP for conversations? To address Q2, I focus on devising and applying

text mining and summarization methods specific to asynchronous conversations.

Most of the existing visual text analytics systems use NLP methods that were orig-

inally devised for generic documents. These methods generally do not exploit the

specific characteristics of asynchronous conversations (e.g., use of quotation, dia-

log acts), while it has been shown that text analysis results are more accurate when

these specific characteristics are taken into account [70]. In order to address this

limitation, I aim to adopt and extend text mining and summarization approaches

that take advantage of the conversational features.

- Why human-in-the-loop computation? To address Q4, I focus on considering

human feedback in the text analysis process. The motivation for such an approach

is that the results of NLP systems can be either too noisy and/or may not match the

user’s mental model, and current tasks. In such situations, I aim to support the user

in providing feedback to the underlying NLP system, so that the results can better

match her information needs.

In essence, my approach to designing visual text analytics systems consists of

apply design study methodology in InfoVis to uncover data and task abstractions;

apply NLP methods for extracting the identified data to support the correspond-

ing tasks; and incorporate human feedback in the text analysis process when the

extracted data is noisy or may not match the user’s mental model and current tasks.

1.3 Scope
In the initial, exploratory phase of my research, I focused on understanding and

characterizing the broad range of domains, users, and data for asynchronous con-

versations with the aim of better defining the scope for the thesis. Here, I provide

an overview of the different types of conversations and users, followed by the de-

sign scope of this thesis.

Types of online conversations: Online conversations can be characterized

from at least three major perspectives, as shown in Table 1.1. First of all, the

phenomenal adoption of novel Web-based social media has led to the rise of asyn-

chronous conversations in many different modalities, ranging from blogs, to mi-
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Dimension Examples

Nature of initial post Article, question, opinion, pro-
posal, review

Genre: The subject of discussions
Politics, business, technology,
education, art, lifestyle, enter-
tainment, health, sports

Conversational modality: It refers to “a
means or mode of communication, where a
particular modality may be associated with
both distinct communication technologies as
well as distinct social conventions and lan-
guage characteristics” [17].

Blogs, conversations in social
networks, microblogs

Table 1.1: Characterizing online conversations from different dimensions.

croblogs, to discussions in social networks. Social news blog sites1, such as Red-

dit, Slashdot, and Digg contain user-generated stories that are ranked based on

popularity 2. Users can comment on these posts and these comments may also be

ranked. Online news sites such as New York Times 3 allow readers to contribute by

commenting on articles on a broad range of topics. Moreover, for many users, mi-

croblogs such as Twitter and Tumblr and social networking sites such as Facebook

and Google Plus have become part of their online life.

Second, an online conversation can be characterized based on the content of its

initial post, which can be an article, question, opinion, or review. Some websites

may focus on a specific type of initial post. For instance, Quora, a community

question answering forum, allows people to start a conversation by asking a ques-

tion.

Third, online conversations can be categorized based on their genre. Some

websites may focus on a broad range of subjects, while others may focus on a

particular genre. For example, Huffington Post and Daily Kos blogs are dedicated

to the discussion of politics4, while Slashdot and MacRumors focus on technology.

1Also known as social news aggregators
2reddit.com, slashdot.org, digg.com
3www.nytimes.com
4 www.huffingtonpost.com, www.dailykos.com
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In this research, we developed a set of visual text analytics systems focusing

on supporting a common set of tasks involved in exploring and analyzing conver-

sations. However, for the purpose of design and evaluation of the approach, we

mainly focused on blog conversations. According to the basic definition, a blog

refers to “frequently updated website consisting of dated entries arranged in re-

verse chronological order so the most recent post appears first” [96]. Over the

years, blogs have evolved in terms of style and content, enabling the production

of diverse content [15, 79]. Based on the broad definition of blogs and its diverse

nature, in this dissertation we refer to blogs as a variety of conversations ranging

from personal blogs, to corporate blogs, to discussions on news articles, to online

forums.

Blogs are appealing over other conversational modalities as an initial design

target of this thesis for various reasons. First, blogging is a common way for people

to freely publish their thoughts about almost any content published on Web [17].

Therefore, they are not limited to any specific type of initial contribution or any spe-

cific subject listed in Table 1.1. Second, blogs are mainly focused on high-quality

content generation and information sharing as opposed to purely social interac-

tions, which are more prevalent in social networking sites. Third, blogs are often

archived and actively read over several years [42]. Finally, unlike microblog [108],

they do not have fixed length comments; furthermore, they have finer conversa-

tional structure as participants often reply to a post and/or quote a fragment of

other comments [70], making it a more challenging problem for users to explore

and analyze such conversations.

Nevertheless, in the later part of this dissertation, we show how our solutions

can be tailored and adapted to specific domain problems. Here, by domain prob-

lems we refer to problems faced by a user or a group of users in a specific con-

versational modality, possibly with a focus on a particular genre. For instance, in

Chapter 5 we present a design study, where our visual text analytics systems were

simplified and tailored to support information seeking tasks in a community ques-

tion answering forum (i.e., a blog where the initial post is a question) for a user

population possibly having low visualization expertise. Furthermore, in Chapter 6,

we report how several other researchers have applied or partially adopted our data

abstractions and visual encodings to address specific domains problems, such as
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Table 1.2: User categorization for asynchronous conversation.

problems faced by administrators of online health forums and instructors of educa-

tional forums.

Users: As shown in Table 2.2, users in a conversational domain can be catego-

rized into two groups based on their activities: (a) participants who have already

contributed to the conversations, and (b) non-participants who have not contributed

to the conversations yet. Depending on different user groups the tasks might vary

as well, something that needs to be taken into account in the design process.

For example, imagine a participant who has expressed her opinion about a

major political issue. After some time, she may become interested to know what

comments were made supporting or opposing her opinion, and whether those com-

ments require a reply right away. In contrast, a non-participant, who is interested

in joining the ongoing conversation on that particular political issue, may want to

decide whether and how she should contribute by quickly skimming through a long

thread of blog comments. Another group of users may include analysts who do not

wish to join the conversation, but may want to analyze and gain insights from con-

versations. For instance, a journalist may want to summarize the major arguments

that were used to support or oppose the political issue. Another example is an ana-

lyst who wants to discover important insights from conversations and present those
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to a policy maker for supporting her decision-making process.

In this dissertation, we have mainly focused on supporting the non-participant’s

activity on archived conversations as opposed to ongoing ones. However, as we

will discuss in Chapter 6, in future work our text analysis methods and visual-

ization techniques could be extended to support other types of users and ongoing

conversations.

1.4 Thesis Contributions
The fundamental contributions of this research have arisen from devising the ap-

proaches for tightly integrating natural language processing and information vi-

sualization techniques for interactive exploration of conversational data. In order

to evaluate the effectiveness of these approaches, we explore a two-dimensional

design space, as shown in Figure 1.4. These dimensions are: the scale of conver-

sations (a single conversation vs. a set of conversations) and the topic modeling

choice (static model vs. human-in-the-loop model). Here, a single conversation

consists of an initial post followed by a set of comments, where these comments

and the initial posts are connected by reply-relationships, as exemplified in Fig-

ure 1.2. A collection of conversations consists of two or more conversations that

share some common themes. For instance, these conversations may be retrieved

from a blog or forum site given a search query, as shown in Figure 1.1.

Along the two different dimensions of our design space, four different visual

text analytics systems have been developed to explore and validate our fundamen-

tal approaches. After designing these systems, in Chapter 5 we have shown how

our visual text analytics solutions can be applied and tailored to a specific domain

problem. The resulting system, CQAVis, was designed for supporting information

seeking tasks in a community question answering forum for a user population pos-

sibly having low visualization expertise. A summary of the available resources for

our systems is provided in Table 1.3.

At different stages of designing the systems, we conducted user studies to val-

idate our approach. Table 1.4 provides a complementary summary of these user

studies organized by thesis chapters. As we can see, a variety of user studies were

conducted ranging from informal evaluation, to more formal summative studies in
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Figure 1.4: The design space explored in this research.

lab settings, to a web-based study in the wild.

We now provide an overview of the visual text analytics systems we developed

followed by the summary of contributions that have emerged from designing and

evaluating these systems.

1.4.1 Exploring Conversations with Static Model

In the initial work, we proposed a visual text analytics system that supports users

in exploring a single asynchronous conversation (Chapter 2). Following the de-

sign study methodology in InfoVis, we started with a user requirement analysis

for the domain of blog conversations to derive a set of design principles. Based

on these principles, we designed an overview+detail interface, named ConVis that

provides a visual overview of a conversation by presenting topics, authors and the

thread structure of a conversation (see Figure 1.5). The underlying topic modeling

approach was specifically designed for asynchronous conversations that takes into

account the unique features of conversations, namely reply relationships and use of

quotation. By using this approach, we group the sentences of a conversation into a

number of topical clusters using a graph-based clustering technique and label each

14



System Resource url
ConVis Video demo Short: https://goo.gl/gBQE3e

Long: www.cs.ubc.ca/group/iui/convis.mp4
Live demo Long:www.cs.ubc.ca/ enamul/convis/

MultiConVis Video demo Short: https://goo.gl/ZmVYks
Long: www.cs.ubc.ca/group/iui/multiconvis.mp4

ConVisIT Video demo Short: https://goo.gl/QALDvw
Long: www.cs.ubc.ca/group/iui/convisit.mp4

MultiConVisIT Video demo Short: https://goo.gl/edT69x
Long: www.cs.ubc.ca/group/iui/multiconvisit.mp4

CQAVis Video demo Short: https://goo.gl/IM3Gez
Long: www.cs.ubc.ca/group/iui/cqavis.mp4

Live demo http://iyas.qcri.org

Table 1.3: A summary of the available resources for our systems.

Table 1.4: Summary of user studies conducted in the dissertation.

cluster by generating semantically meaningful descriptors. The visual interface

provides various interaction techniques such as brushing and highlighting based

on multiple facets to support the user in exploring and navigating the conversation.

We performed an informal user evaluation, which provides anecdotal evidence

about the effectiveness of ConVis as well as directions for further design. The

participants’ feedback from the evaluation suggests that ConVis can help the user to

identify the topics and opinions expressed in the conversation; supporting the user
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Figure 1.5: The ConVis interface (see Figure 2.2 for further description)..

in finding comments of interest, even if they are buried near the end of the thread.

The informal evaluation also reveals that in few cases the extracted topics and

opinions are incorrect and/or they may not match the mental model and information

needs of the user. To address this problem, we introduced a human-in-the-loop

model as discussed in Section 1.4.2.

In subsequent work, we focused on supporting readers in exploring a collection

of conversations related to a given query (Chapter 3). Exploring topics of interest

that are potentially discussed over multiple conversations is a challenging prob-

lem, as the volume and complexity of the data increases. To address this challenge,

we devised a novel hierarchical topic modeling technique that organizes the topics

within a set of conversations into multiple levels, based on their semantic similar-

ity. For this purpose, we extended the topic modeling approach for a single con-

versation to generate a topic hierarchy from multiple conversations by considering

the specific features of conversations. We then designed a visual interface, named

MultiConVis that presents the topic hierarchy along with other conversational data,

as shown Figure 1.6. The user can explore the data, starting from a possibly large

set of conversations, then narrowing it down to the subset of conversations, and

eventually drilling-down to the set of comments relating to one conversation.

We evaluated MultiConVis through case studies with domain experts and a

formal user study with regular blog readers. Our case studies demonstrate that the
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Figure 1.6: The MultiConVis interface (see Figure 3.1 for further descrip-
tion).

system can be useful in a variety of contexts of use, while the formal user study

provides evidence that the MultiConVis interface supports the user’s tasks more

effectively than traditional interfaces. In particular, all our participants, both in the

case studies and in the user study, appear to benefit from the topic hierarchy and

the high-level overview of the conversations. The user study also shows that the

MultiConVis interface is significantly more useful than the traditional interface,

enabling the user to find insightful comments from thousands of comments, even

when they were scattered around multiple conversations, often buried down near

the end of the threads. More importantly, MultiConVis was preferred by the major-

ity of the participants over the traditional interface, suggesting the potential value

of our approach for combining NLP and InfoVis.

Contributions:
1) We performed a user requirements analysis based on extensive literature

review in the domain of blogs to inform our interface design for both a single

conversation as well as a set of conversations. The analysis reveals the data and

task abstractions for the problem domain and a set of design principles to support

the user requirements.

2) We adopted a topic modeling method for effectively extracting topics from

a single conversation. We also extended this method for creating a topic hierar-

chy for a whole collection of conversations, by aggregating the topics extracted

from each conversation in the collection. The novelty of our approach is that in
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both extracting the topics and organizing them into a hierarchy, our methods takes

advantage of conversational features to enhance the quality of the topic model.

3) We presented the design and implementation of two novel visual interfaces:

ConVis and MultiConVis. Unlike previous approaches which either visualize some

metadata or only one type of content information from the conversations (e.g., the

topics covered but not opinions), our interfaces visualize both topic and opinion

mining results along with a set of metadata, such as authors and position of the

comments. We also proposed a way to seamlessly integrate the two interfaces

to allow users to switch from exploring a collection of conversations to a single

conversation.

4) We designed and conducted a series of user studies, namely an informal

evaluation, a formal lab-based study, and three case studies, which revealed the

differences in user performance and subjective opinions when our systems were

compared to traditional blog interfaces for exploring conversations. These studies

also provide further directions for our subsequent research, including the need for

a human-in-the-loop model.

1.4.2 Exploring Conversations with Human-in-the-loop Model

A preliminary evaluation of ConVis suggested that while the participants were gen-

erally positive about the interface, the results of the topic model were sometimes

noisy and/or did not match their current information needs. This was particularly

evident from the interviews, where users expressed a pressing need for enhancing

their ability to revise the topic model according to their own information needs.

This was also revealed by spontaneous users’ comments, while they were perform-

ing the experimental tasks.

Motivated by this experience, we proposed a novel interactive topic modeling

approach in Chapter 4 that revises the topics on the fly on the basis of users’ feed-

back. We then designed a visual interface, named ConVisIT, by extending ConVis,

where the user can explore long conversations, as well as revise the topic model

when the current results are not adequate to fulfill her information needs (see Fig-

ure 1.7). By analyzing the tasks of exploring online conversations, we devised a

set of topic revision operations that are critical to the user. For instance, the user
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Figure 1.7: Our interactive topic modeling framework

could perform a merge operation on two topics if these topics are talking about

similar issues. In other cases, if a topic is too generic the user could split this into

further smaller sub-topics. For example, splitting ‘ObamaCare’ would create three

subtopics namely ‘health insurance’, ‘drugs’ and ‘healthcare cost’. By dynamically

revising the topic model, the user could build a topic model that better matches her

mental model and current information needs.

A similar human-in-the-loop model was investigated for exploring a set of con-

versations in Chapter 4. The motivation is that while a topic hierarchy is useful to

organize the discussion themes within a set of conversations into a coherent struc-

ture, such a hierarchy may be too noisy and/or may not match the user’s current

tasks or her mental model. To support the user in this situation, we devised an

approach for revising the topic hierarchy based on users’ information needs. Ac-

cording to this approach, the user can provide the feedback to the system through

the visual interface MultiConVisIT, which incorporates a set of features for re-

vising the topic hierarchy. The system then updates the topic hierarchy, which is

visualized in the interface for further exploration.

We ran two summative user studies in lab-based settings to compare ConVisIT
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and MultiConVisIT with interfaces that do not support human-in-the-loop topic

modeling. In essence, both studies suggest that most users benefit from getting

more control over the topic modeling process while exploring conversations. The

first study, as described in Section 4.6.1, reveals that ConVisIT outperformed both

a traditional interface as well as ConVis along several subjective metrics. Similar

results were found in the second study reported in Section 4.6.2, where MultiCon-

VisIT was found to be more useful and was also preferred over its counterpart that

does not provide interactive topic revision operations.

Contributions:
1) We proposed a novel interactive topic modeling approach specifically de-

vised for asynchronous conversations. Existing systems for interactive topic mod-

eling (e.g., [19, 66, 81]) were mainly devised for generic documents without con-

sidering the unique features of conversations.

2) We designed a set of interactive features that allow the user to revise the

current topic model. In response, the interface updates and re-organizes the mod-

ified topics by means of intuitive animations, so that the user can better fulfill her

information needs.

3) We conducted two lab-based summative studies, which revealed the poten-

tial utility of our human-in-the-loop topic modeling approaches.

1.4.3 Applying and Tailoring the Solutions to Specific Domains

After designing the visual text analytics systems, we have analyzed how our solu-

tions for generic blog conversations can be applied to specific domain problems in

Chapter 5 and Chapter 6. To answer this question, we conducted a design study in

the domain of community question answering (CQA) forum, in which the initial

post is a question. Here, our generic visual text analytics solutions were applied

and tailored to support information seeking tasks for a user population possibly

having low visualization expertise. Figure 1.8 shows a screenshot of our interface,

presenting the results for a user-provided query.

Our system was evaluated by deploying it in an online study, in which it was

tested with hundreds of real users. This large-scale Web study underlines the po-

tential for tightly integrating NLP and InfoVis in practice, offering the users a new
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Figure 1.8: CQAVis is a visual interface to support information seeking tasks
in a community question answering forum (See Figure 5.3 for further
description).

way of seeking information in CQA forums. It also reveals important lessons for

designing and studying such systems for real users with varying levels of exper-

tise, which can arguably be generalizable for the design and evaluation of visual

analytics systems for other conversational domains.

In addition to our own work, we also conducted a survey focusing on how

other researchers have recently applied or partially adopted the data abstractions

and visual encodings of MultiConVis and ConVis in a variety of domains, such as

to online health forums and educational forums. In Section 6.2, we analyze these

research works to understand the potential applicability of our systems to different

domain problems.

Contributions:
1) We characterized the CQA forums by identifying user tasks and some key
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design needs.

2) We designed and implemented a visualization tool that demonstrates how

our generic solutions for integrating NLP and InfoVis techniques presented in

Chapter 2 and 3 can be applied and tailored to the information seeking tasks in

CQA.

3) We evaluated the new CQA forum tool in the wild in an ecologically valid

testing by deploying the system among real forum readers.

4) We identified and summarized generalizable lessons that can be useful to

design visual interfaces for online conversations in other domains, as well as to

design for user population possibly having low visualization literacy.
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Chapter 2

Supporting Users in Exploring a
Single Conversation

In this chapter, we present a visual text analytic system that tightly integrates inter-

active visualization with novel text mining and summarization techniques to fulfill

information needs of users in exploring a single conversation. At first, we perform

a user requirement analysis for the domain of blog conversations to derive a set

of design principles. Following these principles, we present an interface that visu-

alizes a combination of various metadata and textual analysis results, supporting

the user to interactively explore the blog conversations. Finally, we conducted an

informal user evaluation, which provides anecdotal evidence about the effective-

ness of our system and directions for further design1. A further evaluation of our

system, which was conducted in the form of a summative user study in a controlled

setting, is described in Chapter 4.

2.1 Introduction
A single asynchronous conversation such as a blog conversation consists of an ini-

tial post such as an article or a question, followed by a set of subsequent replies.

Often many people contribute to the discussion, which can quickly become very

1This chapter is a slightly modified version of our paper ConVis: A visual text analytic system
for exploring blog conversations, by Enamul Hoque and Giuseppe Carenini; in Journal of Computer
Graphics Forum (Proceedings of EuroVis), 33(3):221230, 2014 [59].
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long with hundreds of comments. Traditional social media sites present the origi-

nal posts and subsequent replies as a paginated indented list (see Figure 1.2). Thus

the reader needs to go through a long list of comments sequentially, until her in-

formation needs are fulfilled. Going through such an overwhelming amount of

textual data in this way often leads to information overload, i.e., the user finds it

very difficult to get insights about the ongoing (or past) discussion. The end result

is that the readers start to skip comments, generate simpler responses and leave the

conversation without satisfying their intent [69].

To illustrate the problem, consider a scenario where Sarah is interested in

technology-related blogs. She opens a blog discussion about a news article of

hacking in US army servers. She is curious to know what are the different opin-

ions about the US cyber security lapses. She finds that the top few posts blame the

‘shoddy work’ done by the contractor companies, while others believe that the in-

cident was merely ‘a honeypot for hacker’. Sarah wants to know more about what

other people are saying about the hacking issue, but soon realizes that the topic

of discussion is shifted to ‘US involvement in the Vietnam war’, which she is not

interested in. So Sarah keeps on skimming comments and notices that some others

are discussing the technical details of hacking. At this point, Sarah is quite ex-

hausted; she does not know whether the long list of remaining comments discuss

the reasons for cyber security lapses; but she decides to end the reading without

fulfilling her information needs.

To support readers in dealing with similar situations, we have developed Con-

Vis: a visual exploratory text analytic system for blogs that tightly integrates in-

teractive visualization with text mining techniques that are especially devised to

deal with conversational data. Motivated by the nested design model [91], we

started by characterizing the domain. While asynchronous conversations comprise

emails, blogs, microblogs (e.g., Twitter), and messaging; in this chapter we focus

on the domain of blogs. In fact, blog conversations often have finer conversational

structure as participants often reply to a post and/or quote a fragment of other com-

ments [70], making it a more challenging problem for users to explore and analyze

such conversations. Once we have characterized our domain, we derive a set of

design principles, which then guide the visual encoding and interaction techniques

of ConVis. The primary contributions of this work are as follows:
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1) We performed a user requirements analysis based on extensive literature

review in the domain of blogs, as described in Section 2.2. The analysis includes

data and task abstractions for the problem domain and a set of design principles to

support the user requirements.

2) To the best of our knowledge, ConVis is the first visual text analytic system

for blog conversations that visualizes both topic and opinion mining results along

with a set of metadata such as authors and position of the comments, which were

identified as primary means for browsing and navigation from the user requirement

analysis. Existing systems either visualize some metadata or only one type of con-

tent information from the conversations (e.g., the topics covered but not opinions),

thus limiting the ability of the user to explore and analyze the conversation.

3) We present the design, implementation, and evaluation of ConVis. ConVis

visually represents the overview of a blog and then allows the user to explore this

conversation based on multiple facets (e.g., topics and authors). This is a major

shift from traditional blog reading interfaces which provide a long list of paginated

comments, thus only supporting linear navigation.

2.2 From User Requirements to Design Principles
Blog reading has been extensively studied in the fields of computer mediated com-

munications (CMC) [35, 72, 135], social media [48, 57], human computer interac-

tion (HCI) [13, 30, 90], and information retrieval [69, 74, 83, 87, 119]. This liter-

ature provides a detailed analysis of the motivations and goals for reading blogs,

along with the unique behaviours of blog reading. Based on this analysis, we

characterize the data and tasks in the domain of blogs and then identify the user

requirements (UR), which are finally translated into a set of design principles.

2.2.1 Why and How People Read Blogs?

Over the years, several studies have been conducted to identify the motivations and

goals for reading blog conversations [9, 30, 72, 74, 87]. Kaye performed a web sur-

vey among active bloggers to find the reasons why they access blogs [72]. These

reasons were grouped into 10 general motivational blocks, including information

seeking, fact checking, guidance/opinion seeking, and political surveillance. In
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particular, the users reported that often they read blogs to seek information about

their area of interests such as education, technology, and politics [30, 72]. Blogs

also help users to quickly verify and compare accounts of news and information

and check the accuracy of traditional media (fact checking) [72, 74]. Frequently,

users read blogs to seek a wide variety of opinions and to help them make up their

minds about important issues [30, 72, 74, 87]. Mishne noted that the information

in blogs is often subjective or opinionated [87]. In fact, it has been found that

readers consider blogs with a mixture of positive and negative posts more credi-

ble [9]. Overall, this suggests that the interface should facilitate a visual overview

of the diverse range of opinions covering positive and negative sentiments about

important topics, allowing the user to understand various viewpoints (UR-1).

The people-centric nature of the domain of blogs was reported in various stud-

ies [30, 87]. Dave et al. reported that Blog readers are looking to find ideas or

information, take the pulse of a community and meet people [30]. In other words,

blogging can promote a sense of belonging in the blogosphere among others who

try to publicly express their opinions and to affiliate with like-minded individu-

als (“find people who think like I do”) [72, 74]. This indicates the importance of

identifying the key participants and their opinions (UR-2).

In reality, users do not always look for important information or opinions, they

may read blogs simply for enjoyment or personal fulfillment [13, 72]. An ethno-

graphic study reveals that “the participants visit blogs for information, inspiration,

entertainment, and to a certain extent because it is just what they have always

done” [13]. Kaye suggests that blogs bring more novelty and thus users find blogs

to be more fun and interesting than formal media content [72]. This aspiration for

novelty and fun should be encouraged by the interface by promoting exploration

and serendipitous discoveries (UR-3).

Previous studies suggest that many blog readers are inherently variety-

seekers [90, 119], i.e., they are often looking for a variety of opinions and dis-

cussion themes. Singh et al. found the individual’s tendency to switch from one

set of topics to another [119]. Even in the case when a reader may read only con-

tent on the same topic, she essentially reads distinct posts leading to some variety

within a topic. Thus, being able to browse the conversations based on different pos-

sible topics and sub-topics can effectively support this variety seeking behaviour
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(UR-4). Many users also exhibit skimming tendency [95, 135], i.e., they seek to

quickly scan through a set of posts to understand what the authors are saying. This

behaviour might be explained by the exploratory nature of blog reading. It has

been found that readers remain in an exploratory state (intermediate state) before

entering into a focused state from another focused state [119]. The reading in this

exploratory state provides clues of what the reader may expect to find if she focused

on the comments she is currently skimming. In other words, the reader needs to

quickly skim through (i.e., explore) a few posts about a topic before delving deeper

into its details (i.e., entering into a focused state). Therefore, the interface should

facilitate open-ended exploration within the conversation space, by providing navi-

gational cues that help the user to seek interesting comments and to quickly decide

whether they are worthwhile to read (UR-5).

2.2.2 Data and Tasks Abstraction

From the analysis of primary goals of blog reading, we compile a list of tasks and

the associated data variables that one would wish to visualize for these tasks. In ad-

dition, we analyze the Blog track in the Text REtrieval Conference (TREC), which

defines a set of tasks on opinion finding (e.g., What do people think about X?) and

blog distillation (e.g., Find me a blog with a principle interest in X) [83]. Based on

these analyses, we create a set of tasks (phrased as questions) that the blog reader

might ask, along with the possible associated variables as listed in Table 2.1. Most

of these questions involve topics and the sentiment expressed in the conversation,

which are relevant to some of the key goals of the users, including information

seeking, fact checking, and guidance seeking. Q1 and Q2 are related to finding

topics, while Q3 through Q6 can involve both topic and sentiment information. Q7

through Q9 may additionally require to know the people-centric information and

relate such information with other data such as topics and sentiment (extending

UR-2). The last question (Q10) reflects the motivations for personal fulfillmen-

t/enjoyment. Finally, to reflect the exploratory behaviour associated with most of

the tasks listed here, both thread (to support exploratory state) and comments (to

support focused state) are included as data variables.

Upon identifying the data involved in the list of tasks, we abstract them in
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No Questions (Q) Topic Author Opinion Thread Comment
1 What this conversation is

about?
X X

2 Which topics are generat-
ing more discussions?

X

3 What do people say about
topic X?

X X X X

4 How controversial was the
conversation? Were there
substantial differences in
opinion?

X X X X X

5 How do other people’s
viewpoints differ from my
current viewpoint on topic
X?

X X X X

6 Why are people support-
ing/opposing an opinion?

X X X

7 Who was the most domi-
nant participant in the con-
versation?

X X X

8 Who are the sources of
most negative/positive
comments on a topic?

X X X X X

9 Who has similar opinions to
mine?

X X X

10 What are some interesting/-
funny comments to read?

X X X X

Table 2.1: A set of tasks (phrased as questions) that a user may likely have to
perform/answer while exploring a blog conversation to satisfy her infor-
mation needs.

terms of scale and type. Table 2.2 lists a comprehensive set of conversational data

to be visualized and their abstract types. We also compute average and maximum

counts for different types of data to better understand what scale the visualization

needs to deal with. These values are computed based on a set of 20 Slashdot

blogs which comes with human generated topic annotations [70]. Here, the topics

and the sentiment are added since they can be useful for performing almost all

of the tasks in Table 2.1. The position of the comment in the discussion space

and comment length are added since they have been found to be useful cues for
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Attributes
from data

Abstract
type

Counts

Avg. Max.
Thread
structure

Tree Depth: 4.3
nodes: 60.3

Depth: 5
nodes: 101

Topic Categorical 10.77 23
Author Categorical 57.71 92

Derived
Attributes

Abstract
type

Range

Topic length Quantitative [0.0,1.0] (normalized)
Comment
length

Quantitative [0.0,1.0] (normalized)

Position of
the comment

Ordinal [1,101]

Sentiment Ordinal [-2,-1,0,+1,+2]

Table 2.2: Set of conversational data to be visualized and their abstract types.
The avg. and max. counts for different types of data are provided based
on the Slashdot dataset.

navigation [13, 95] (UR-6).

Another study suggests that the exact timestamp of a comment is much less

important to users than its chronological position with respect to the other com-

ments [13] (UR-7). Therefore, we wanted to encode the position of the comments

(ordinal) as opposed to their timestamps (quantitative).

2.2.3 Design Principles

Based on the user and tasks analysis, we have identified the following key design

principles (DP) that form the basis of our visualization system. Each design prin-

ciple is derived from one or more of the User Requirements, as follows:

1. Show comprehensive set of relevant data: The visual interface should dis-

play a comprehensive set of user/system generated metadata namely com-

ment length, position of the comment, and moderation score ( UR-6, UR-7),

as well as the results of text analysis (UR-1) as listed in Table 2.2.

2. Provide faceted exploration: Considering the exploratory nature of blog
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reading, the interface should provide various facets (e.g., topics and authors)

as a means for navigation and browsing. Once these primary facets are ef-

fectively presented, users will arguably take a more active role in exploring

conversations in a non-linear fashion, by quickly navigating through com-

ments of a particular facet (addressing UR-3, UR-4, UR-5).

3. See relationship between multiple facets: Many of the common tasks for

browsing conversation require the user to perceive the relations between

multiple facets and comments. For example, to perform the task in Q8, the

user needs to know how the author, opinion, and topic facets are related to

each other. Thus, we aim to effectively reveal the relation between multi-

facets to the user, to better support the critical tasks identified in Table 2.1

(UR-2).

4. Provide overview at multiple granularity levels: We aim to integrate the

high level summarized view of the conversation (e.g., topics), the visual

overview of the thread (showing sentiment information of all the comments),

and the actual comments (detailed content) in a seamless way, so that the user

can easily switch between the different levels of overview and the actual con-

versation (UR-1, UR-5).

5. Lightweight interactions: To enhance learnability, the interface should fa-

cilitate the open-ended exploration of conversations through a set of low-cost

interactions [77], that can be easily triggered and reversed without requiring

much cognitive overload (UR-5). Low cost interactions, along with interface

metaphors that are easily understood, can make the exploration process more

enjoyable (UR-3).

2.3 Related Work
Previous work on visualizing asynchronous conversations can be classified into two

categories: metadata-based and content-based visualization; depending on whether

the focus of the research was more on visualizing the system and user generated

metadata (e.g., thread structure), vs. the results of some text analysis (e.g., finding

topical clusters).
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2.3.1 Metadata-based Visualization

Earlier works for visualizing asynchronous conversations primarily focused on

revealing the structural and temporal patterns of a conversation [34, 101, 125].

Typically, the goal was to effectively represent the thread structure of a conversa-

tion using tree visualization techniques, such as thumbnail metaphor (a sequence

of rectangles) [125] and radial tree layout [101]. Various interaction techniques,

such as highlighting user-specified search terms [125] and zooming into an area of

the thread overview [101] were proposed to deal with space constraints for larger

threads. Other works visualize various system and user generated metadata such as

timestamp [34]; comment length and moderation score [95]. Metadata-based visu-

alization has also been applied to blog archives [68], as opposed to a single blog

conversation, which shows the history of social interactions to help users identify

potentially useful blog entries.

Even though metadata-based visualizations help to understand the social in-

teraction patterns or the quality of the comments in a conversation, they may be

inadequate to support users in most of the tasks shown in Table 2.1. For exam-

ple, if the user is reading a political blog to know “what do people think about

Obama’s recent healthcare policy?”, knowing how nested the thread structure is

or how many replies are made to a particular post would be insufficient. Also,

the type of metadata can vary among different forums or blog sites, hence it is

hard to generalize the utility of some metadata in supporting the browsing and ex-

ploration processes. Therefore, in this work, we are interested in complementing

useful metadata by analyzing the textual content and conveying the results to the

user. The aim is to provide insights that are based on a more comprehensive view

of the conversation.

2.3.2 Content-based Visualization

Some early works aimed to identify and visualize the primary themes or topical

clusters within conversations [30, 109]. In contrast, [131] focused more on the

organization of the discussion by creating a tree layout, where the parent comment

is placed on top as a text block, while the space below the parent node is divided

between supporting and opposing statements. In general, the main limitation of
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these approaches is that they rely on simple, generic text analysis methods, which

do not consider the structure of the conversation. More recently, the TIARA system

proposes an enhanced Latent Dirichlet Allocation (LDA)-based topic modeling

technique, which automatically derives a set of topics to summarize a collection of

documents and their content evolution over time [127]. Each layer in the graphical

representation represents a topic, where the keywords of each topic are distributed

along time. From the height of each topic and its content distributed over time, the

user can see the topic evolution. In contrast to visualizing topics, Opinion Space

visualizes the differences in opinions in an online conversation [44] by projecting

users on a two-dimensional map based on Principal Component Analysis(PCA),

where the participants with similar opinions are positioned near to each other. The

expectation is that by exploring the map, users can better understand a broad range

of viewpoints.

While there has been a clear trend of moving beyond using only metadata to an

increasing use of text analysis within the interactive visualization process, current

systems generally suffer from two fundamental limitations. First, they use generic

text analysis techniques. Secondly, current systems only convey one type of mined

information (e.g., either topic or opinion), thus limiting the user’s ability to perform

most of the tasks in Table 2.1. In this work, we aim to address both limitations.

2.3.3 Faceted Exploration

Faceted browsing has been widely used in general text and multimedia search [55].

According to this approach, various metadata and content information can be used

as facets for exploring and filtering content. Various techniques have been de-

veloped to interactively explore the faceted datasets [16, 38, 80, 132]. SolarMap

arranges entities of the topic facet as cluster nodes and interactively highlights the

relations with other facets located in the surrounding circular ring to this cluster

region [16]. FacetLens introduces linear facets (e.g., year) and integrates richer

faceted navigation techniques to expose trends and relationships between attribute

values within a facet [80]. PivotSlice allows the user to construct a series of dy-

namic queries using facet values to divide the entire dataset into different subsets

in a tabular layout, while directed edges are drawn between related items upon
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selection [132].

In general, the above methods require the user to apply some interactive tech-

niques (e.g., dynamic queries [132], context switching [16]) in order to explore

the relationships between facets. In contrast, our work is more similar to [38],

where all relationships between facets are permanently displayed and are directly

accessible to the user.

2.4 Mining and Summarizing Conversations
We now discuss the two computational approaches that were applied for mining

and summarizing conversations: topic modeling and sentiment analysis.

2.4.1 Topic Modeling

In topic modeling, the sentences of a blog conversation are first grouped into a

set of topical clusters/segments (segmentation). Then, representative key phrases

are assigned to each of these segments (labeling). We adopt a novel topic model-

ing approach that captures finer level conversation structure in the form of a graph

called Fragment Quotation Graph (FQG) [70]. All the distinct fragments (both new

and quoted) within a conversation are extracted as the nodes of the FQG. Then the

edges are created to represent the replying relationship between fragments. If a

comment does not contain any quotation, then its fragments are linked to the frag-

ments of the comment to which it replies, capturing the original ‘reply-to’ relation.

Here, we briefly describe how topic segmentation and labeling can take advantage

of the FQG, interested readers are directed to [70] for a more detailed description.

Topic Segmentation:

First, a Lexical Cohesion-based Segmenter (LCSeg) [49] is applied to find the seg-

mentation boundary within each path (from roots to the leaves) of a FQG (see Fig-

ure 3.4). Then an undirected weighted graph G(V,E) is constructed, where each

node in V represents a sentence within the conversation, and each edge w(x,y) in

E represents the number of segments on different paths in which the two sentences

appear together. If x and y do not appear together in any segment, their cosine

similarity (always between 0 and 1) is used as edge weight. By construction, any
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Figure 2.1: a) Reply-to relationships between the initial post A and the com-
ments C1,C2, ...,C6 (left). Here, ‘>’ represents the quotation mark and
each lowecase letter corresponds to a text fragment that may comprise
one or more sentences. b) the corresponding FQG (right) where each
node represents a text fragment and the edges represent replying rela-
tionships between fragments.

subgraph of G whose nodes are strongly connected represent a set of sentences that

should belong to the same topical segment.

To identify subgraphs whose nodes are strongly connected, a k-way min-cut

graph partitioning algorithm is applied on the graph G(V,E) with the normalized

cut (Ncut) criteria. Since Ncut is an NP-complete problem, an approximate solu-

tion is found following an efficient method proposed by Shi and Malik [118]. At

the end of this process, each sentence of the conversation is assigned to one of the

topical segments.

Topic Labeling

Topic labeling takes the segmented conversation as input and generates keyphrases

to describe each topic in the conversation. The conversation is first tokenized and

a syntactic filter is applied to select only nouns and adjectives from the text. Then

a novel graph-based ranking model is applied that exploits two conversational fea-

tures: information from the leading sentences of a topical segment and the FQG.
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For this purpose, a heterogeneous network is constructed that consists of three

subgraphs: the FQG; the word co-occurrence graph (GW ) that captures the co-

occurrence of each word in the topic cluster with respect to the words in the leading

sentence of that cluster; and a bipartite graph that ties these two graphs together. A

co-ranking method [134] is then applied to this heterogeneous network to generate

the ranked list of words for each topic. The top-M selected keywords from the

ranked list are then marked in the text, and the sequences of adjacent keywords

are collapsed into keyphrases. Finally, to achieve broad coverage of the topic, the

Maximum Marginal Relevance (MMR) criterion is used to select the labels that are

most relevant, but not redundant.

2.4.2 Sentiment Analysis

For sentiment analysis, we applied the Semantic Orientation CALculator (SO-

CAL) [121], which is a lexicon-based approach for determining whether a text

expresses a positive vs. negative opinion. SO-CAL computes polarity as numeric

values. Its performance is consistently good across various domains and on com-

pletely unseen data, thus making a suitable tool for our purpose. At first, we apply

SO-CAL to generate the polarity for each sentence of the conversation. We define

5 different polarity intervals, and for each comment in the conversation we count

how many sentences fall in any of these polarity intervals. Then, we normalize the

value in each polarity interval by the total number of sentences in the comment to

compute the polarity distribution for that comment.

2.4.3 Corpora and Preprocessing

While designing and implementing ConVis, we have been mainly working with

two quite different blog sources: Slashdot [2] (a technology related blog site) and

Daily Kos [3] (a political analysis blog site). The Slashdot corpus, which was

collected from [70], consists of 20 conversations annotated with topics by three

human annotators. The other corpus was created by crawling blog conversations

from the Daily Kos site.

After obtaining the conversations, we converted them into a common format

(representing various metadata and the actual conversation) that our text mining
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methods can process. Then, we applied topic modeling and sentiment analysis

to each conversation. For the Slashdot corpus, we automatically generate a topic

model comprising of x topics, where x represents the average number of topics

produced by the annotators for that conversation. Since the Daily Kos corpus was

not annotated by any human rater, we simply used the average number of topics

(i.e., 11) among all the blog conversations annotated in [70]. Finally, the results of

topic modeling and sentiment analysis along with different metadata are mapped

to the abstract data type as shown in Table 2.2.

2.5 ConVis Design and Implementation

2.5.1 Visual Encoding

ConVis is designed to support multi-faceted exploration of blog conversations2.

The visual encoding was guided by the design principles presented in Section 2.2,

and the information to be presented is generated by the text mining techniques

described in Section 2.4. A high-level design decision for the interface was to fol-

low an overview+detail approach to deal with the space constraints. The rationale

is that several studies have found the overview+detail approach to be more effec-

tive for text comprehension tasks than other approaches such as zooming and fo-

cus+context [24]. Overview+detail also allows us to provide information at multi-

ple granularities (DP-4) by displaying a high-level overview of what was discussed

by whom (i.e., topics and authors), a visual summary of the whole conversation (in

the Thread Overview) and the most detailed view representing the actual conver-

sation (see Figure 2.2). The interactions between these views are performed in a

coordinated way. Below, we describe the design of each component along with

careful justification of crucial design decisions.

The Thread Overview hierarchically represents a visual summary of the whole

conversation, and allows the user to navigate through the comments (see Figure 2.2,

middle). It displays each comment as a horizontal stacked bar. Each stacked bar

encodes three different metadata (comment length, position in the thread, and depth

of the comment within the thread) and the text analysis results (i.e., sentiment) for

2A video demonstration of ConVis is available here https://goo.gl/gBQE3e.
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Figure 2.2: A snapshot of ConVis for exploring blog conversation: The
Thread Overview visually represents the whole conversation encoding
the thread structure and how the sentiment is expressed for each com-
ment(middle); The Facet Overview presents topics and authors circu-
larly around the Thread Overview; and the Conversation View presents
the actual conversation in a scrollable list (right). Here, topics and au-
thors are connected to their related comments via curved links.

a comment, which are identified to be potentially useful navigational cues (DP-1).

The stacked bars are vertically ordered according to their positions in the thread

starting from the top with indentation indicating thread depth, allowing the user

to see the whole thread structure at a glance. The height of each bar encodes the

normalized comment length, while the width of all the bars remain equal. Thus

one could easily notice the differences in length among comments. The current

implementation can reasonably show up to 200 comments when the visualization

is used on a 1920×1080 screen. This scale was sufficient for all the conversations

we have examined (see Table 2.2) and is plausibly adequate for the vast majority

of blog conversations.

The distribution of sentiment orientation of a comment is encoded using color

within each stacked bar, where width of each cell of a stacked bar indicates the

number of sentences that belongs to a particular sentiment orientation. A set of five

diverging colors was chosen from ColorBrewer [5] to visualize this distribution in a

perceptually meaningful order, ranging from purple (highly negative,−2) to orange

37



(highly positive, +2). Thus, the distribution of colors in the Thread Overview

can help the user to perceive whether this conversation is mainly neutral /positive

/negative, or very controversial. For example, if the Thread Overview is mostly in

strong purple color, then the conversation has many negative comments.

Facet Overview: To support multifaceted exploration of the conversation (DP-

2), the primary facets, namely topics and authors are presented in a circular layout

around the Thread Overview (see Figure 2.2). Topics and authors are presented to

the left and right side of the Thread Overview respectively, creating a symmetric

view. Both topics and authors are positioned according to their chronological order

in the conversation starting from top, allowing the user to understand how the con-

versation evolves as the discussion progresses. Two distinctive qualitative colors

are used to encode the facet links and the facet elements. The font size of a topic

encodes how much it has been discussed when compared to the other topics within

the whole conversation. Likewise, the font size of an author encodes how many

times a participant has posted in a conversation. Thus, the font size of both facets

helps the user to quickly identify what are the most discussed themes and who are

the most dominant participants within a conversation.

To convey how facets and comments of the conversations are inter-related (DP-

3), the facet elements are connected to their corresponding comments in the Thread

Overview via subtle curved links indicating topic-comment-author relationships

(the relation between topic and comments can be many-to-many). While a com-

mon way to relate various elements in multiple views is synchronized visual high-

lighting, we choose visual links because it has been found that users can locate

visually linked elements in complex visualizations faster and with greater satisfac-

tion than plain highlighting [120]. By default, these visual links are drawn in the

de-saturated tone of the corresponding facet’s color.

The design decision of arranging facet elements in a circular layout is moti-

vated by two primary reasons. First, more elements can be accommodated in this

way than in a linear fashion. In fact, the current implementation can reasonably

show up to 100 topics /authors when the visualization is used on a 1920× 1080

screen. Second, a circular layout helps to encode the curved links between facets

and comments without much visual clutter.

The Conversation View displays the actual text of the comments as a scrol-
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Figure 2.3: Hovering the mouse over a topic element (‘major army security’)
causes highlighting the connecting visual links, brushing the related au-
thors, and providing visual prominence to the related comments in the
Thread Overview.

lable list (see Figure 2.2, right). Like in the Thread Overview, comments are in-

dented according to their depth in the thread hierarchy, thus revealing the reply-to

relationships. At the left side of each comment, the following metadata are pre-

sented: title, author name, photo, and a stacked bar representing the sentiment

distribution (mirrored from Thread Overview). Overall, the Conversation View

provides a familiar web discussion interface to the user, thus potentially enhancing

the learnability for those who are accustomed to the current blog interfaces (DP-5).

2.5.2 User Interactions

ConVis provides a set of lightweight interactions [77]. These interactions are de-

signed so that they can be easily triggered without causing drastic modifications

to the visual encoding, thus allowing the user to comprehend their effect without

much cognitive overload (DP-5).

Both overviews and the Conversation View interact in a coordinated way. Hov-

ering the mouse over a facet element causes a rectangular border to be drawn

around that element and subsequently highlights the connecting curved links by

changing their color to a darker tone. This also causes brushing the elements in the
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other facet, and provides visual prominence to the related comments in the Thread

Overview by de-saturating the rest of the stacked bars (see Figure 2.3). As such, the

user can perceive relations between multiple facets (DP-3). If the user becomes

further interested in a facet element (e.g., a specific topic), she can subsequently

select that item by clicking on it, resulting in drawing a thick vertical outline next

to the corresponding stacked bars in the Thread Overview (see Figure 2.4). As a

result, the comments of a particular topic/author remain persistently selected. The

color of the vertical outlines is the same color as its facet, thus distinguishing be-

tween the selections of different types of facets. This encoding is also mirrored in

the Conversation View (see Figure 2.4, right). Moreover, the user can select multi-

ple facet items so that the comments shared among them become more apparent.

Highlighting and selection is also possible for each individual comment both

from the Thread Overview and the Conversation View. Hovering the mouse over

the stacked bar representing a comment causes it to be highlighted by drawing hor-

izontal outlines on the top and bottom of the bar. It also causes the related topic(s)

and author to be brushed along with the visual links connecting the comment to

be highlighted. This highlighting is also mirrored in the Conversation View. Con-

versely, hovering the mouse over a comment in the Conversation View highlights

the corresponding stacked bar in the Thread Overview. The user can subsequently

select a comment either in the Thread Overview (see Figure 3.5) or in the Conver-

sation View, so that this highlighting remains persistent unless the user toggle the

state by clicking on it again.

A selection of a comment in the Thread Overview or of a facet in the Facet

Overview causes scrolling to the relevant comment in the Conversation View via a

smooth animation. In this way, the user can easily locate the comments that belong

to a particular topic and/or author. Moreover, the keyphrases of the relevant topic

and sentiments are highlighted in the Conversation View upon selection, providing

more details on demand about what makes a particular comment positive/negative

or how it is related to a particular topic. The user can also scroll through the

comments with traditional interactions using the mouse wheel, or standard arrow

and page keys. Finally, any branch of the conversation can be expanded/collapsed

by clicking the up/down arrow to the left side of parent posts.
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Figure 2.4: Clicking on a topic results in drawing a thick vertical outline next
to each of the related comments.

2.5.3 Implementation

A server-side component (in PHP) retrieves conversations annotated with topics

and sentiment information. The visualization component, on the other hand, is

implemented in JavaScript (using the D3 and JQuery library), which is sufficiently

fast to respond in real time to the user actions3.

2.6 Informal Evaluation
During the design and implementation of ConVis, we conducted formative evalu-

ations to identify potential usability issues and to iteratively refine the prototype.

Once the prototype was completed, we ran an informal evaluation [78] with a dif-

ferent set of target users to evaluate the higher levels of the nested model [91]. In

this evaluation, we aimed to: 1) understand to what extent the overall visualization

and its specific components are perceived to be useful by the potential users; 2)

identify differences among users in how they performed the tasks; and 3) solicit

ideas for improvements and enhancements.

3A live demo of ConVis is available here www.cs.ubc.ca/enamul/convis

41



(a) (b)

Figure 2.5: An example showing: (a) The user clicked on a comment (the
one with horizontal outlines) in the Thread Overview. (b) As a result,
the system automatic scrolled to the actual comment in the Conversation
View.

2.6.1 Procedure and Participants

A pre-study questionnaire was administered to capture demographic information

and prior experience of participants with blog reading. Then the ConVis interface

was demonstrated to the participants. After that, they were allowed to choose three

conversations of their interest from a set of six blogs from Slashdot, all of them

having similar length (avg. number of comments is 91.33). Instead of asking some

abstract questions (such as the ones in Table 2.1), we provided an open-ended

task to reflect the exploratory nature of blog reading. We asked the participant to

explore the conversations according to her own interests and write down a summary

of the key insights (if any) gained while exploring each conversation. During the

study, we primarily focused on gathering qualitative data such as observations,

user-generated summaries, and semi-structured interviews.

We conducted the study with five participants (age range 18 to 24, 2 female),
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Figure 2.6: Comparison of uses patterns between two participants using the
two different strategies on the conversation titled “Music Streaming to
Overtake Downloads”.

who are frequent blog readers (four of them reported to read blogs at least several

times a day and one reported several times a week). The three most common

reasons for them to read blogs are information seeking, guidance/opinion seeking,

and enjoyment. They are primarily interested in blogs about technology, politics,

and education.

2.6.2 Results and Analysis

Browsing strategies: From the interaction log data and semi-structured inter-

views, we identified two main strategies for reading comments: exploring by topic

facets, and skimming through detailed comments. Figure 2.6 shows the sequence

of interface actions made by participant P2, who followed the former strategy, and

P5 who followed the latter, on the same conversation. Overall, of the five partici-

pants, two followed the exploration by topic strategy, while the other three followed

the skimming comments one. The two participants who followed the former strat-

egy, reported that they would begin by quickly scanning the topics and selecting

either the most discussed topic first or the ones that were interesting to them, and

then reading the comments linked to that topic. We also observed that to find the

comments of interest in the selected topic, they often relied on the sentiment and
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comment length encoded in the Thread Overview. After going through the com-

ments on a specific topic, they either went on reading the next topic that appeared

in the conversation, or went back to scan the topic list to find the next topic of in-

terest. This navigational behaviour can be observed from the sequence of actions

made by Participant P2 (see Figure 2.6(left)). The other three participants followed

the traditional way of blog reading, primarily skimming through the comments in

the Conversation View. This is illustrated in Figure 2.6 (right), where P5 mainly

hovered over different comments. However, at the same time these participants

acknowledged that they tended to coordinate with the topics and Thread Overview

where the related items were highlighted so that they could get a sense of what

part of the conversation they were reading and when the topic was about to change.

Supporting evidence came from interaction log data, where those who followed the

first strategy, on average clicked on different topics 13 times and hovered 68 times

for each conversation. On the contrary, those who followed the second strategy

hovered only 11 times on average per conversation and never clicked on a topic.

Interface features: In general, all participants, independently of their pre-

ferred browsing strategy, agreed that showing the set of topics and then visually

linking them to the comments in the Thread Overview helped them to quickly un-

derstand what a conversation is about and to focus on its most interesting parts. P2

said: “I just try to find topics that are interesting to me which is really useful. I

could look into a comment of that topic and then look at other comments replying to

that comment, so this navigation feature was really good.” Another useful feature

according to the participants is the Thread overview displaying the comments and

sentiment. P1 said: “In the visualization, it is very clear to see what kind of article

I am going to dealing with... the last conversation has lot of purple, indicating

its something going to have many negative comments”; however, P3 reported that

the sentiment classification was incorrect in some cases, making it less reliable.

Encoding the comment length was found to be useful to P4: “The height of the

bar was really useful, cz the thicker comments were generally more interesting and

insightful than the shorter ones.”.

Users were also interested in seeing how much an author contribute to a specific

topic. According to one participant, “My primary interest with the author would

be to see how much they have participated back into the topic and that happens
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in various occasions, so I found the linking between topics and authors quite use-

ful’. P2 also found some utility of the author facet: ‘“If I find someone’s comment

interesting, then I wanna know what other comments she made, and how people re-

acted to that.” In such scenario, linking the comments to the corresponding author

is valuable. But participants also emphasized that if they would have been part of

the community, the author facet would have been much more useful: “If I would

know some people, I would be really interested in what they are saying. But since

these are random people, I don’t know if I would incline to care” (P1). The par-

ticipants also acknowledged that if they had been participants in the conversation,

they would have been interested to know who is replying to their posts.

Preference: When the participants were asked to compare their experience us-

ing ConVis with their regular blog reading interface, the answers were generally in

favour of ConVis, due to its ability to show a visual overview of the whole conver-

sation and allowing the user to explore through facets. Moreover, the visualization

tool was found to be easy to learn by the participants. According to P1: “Seeing

the sort of pagination in current interfaces, you don’t get the overall. I have to

read through all of them.” On the contrary, “Using ConVis I would read more im-

portant parts of the conversation as opposed to just people talking. I can navigate

through the comments without actually reading them, which is really helpful.” P5

who followed the strategy of skimming through the conversation mentioned: “I

am so much used to scroll up and down in the list of comments, but using this ad-

ditional visual overview, I had a sense of where I am reading right now and what

topic I am currently reading”. P2 said that ConVis provides a quicker way to ex-

plore comments: ”It allows me to navigate through the most insightful stuff out

of five minutes which could take say 15 minutes otherwise. Actually I found many

comments to be interesting towards the end of conversations, which I probably

wouldn’t notice if I would use my blog interface.”

2.6.3 Revisiting Task Abstraction

Analyzing the user-generated summaries from the evaluation helps us to reflect on

the task abstraction in Section 2.2. After mapping each sentence of the summaries

to one or more possible tasks in Table 2.1, we find that some of the tasks were
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performed more frequently than others. All of the participants answered Q1 and

Q2 in their summaries, suggesting that understanding the topics is a fundamental

task. A substantial portion of each summary answers questions Q3 through Q6,

which are related to the opinion variable. We also realize that the exploratory

behaviour can be largely influenced by participant’s own viewpoints (Q5) and what

they perceive as interesting/funny (Q10). However, the summaries reveal very little

interest of the participant in looking for questions specific to authors (Q7 through

Q9), suggesting that being a part of the community might be highly relevant for

these tasks as mentioned by a participant. Thus, it is important to consider the

characteristics of the target blog community into the design process.

2.7 Discussion
Based on the results and analysis of the informal evaluation, we discuss more gen-

erally various visualization design issues and directions for future improvements.

Improve faceted exploration: An important aspect of our visualization was to

explicitly depict the relations between multiple facets of the conversation with the

related comments. However, depending on the tasks additional facets can become

more useful to the participants (e.g., moderation scores, named entities), while an

existing facet being less useful (e.g., author). In the future, we plan to devise an

interactive visualization technique that allows the user to dynamically change the

facets of interest and reveal relations between them.

Enhance scalability: On scalability, while ConVis can deal with conversations

with hundreds of comments, additional techniques are needed for longer conver-

sations. In some cases when the discussion topic is very popular, the conversation

can become very large with thousands of comments. To deal with such situations,

we suggest integrating additional computational methods such as detecting high

quality comments [45] to guide the way of filtering and aggregating comments, as

well as to apply focus+context techniques to the Thread Overview.

Need for human-in-the-loop model: In general, the utility of visual text an-

alytic systems can be substantially improved if more accurate natural language

processing techniques are adopted. Even though the text analytic methods used

in this chapter achieve significantly higher accuracy than traditional methods [70],
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the informal evaluation reveals that still in few cases the extracted topics and opin-

ions are incorrect. In particular, during the interviews users expressed a pressing

need for enhancing their ability to revise the topic model according to their own

information needs.

In such cases, a promising approach could be to incorporate users feedback

in the text mining loop, so that the underlying models can be iteratively refined.

Motivated by this experience, we have designed ConVisIT (an extended version of

ConVis), by incorporating an interactive topic modeling approach. This extended

interface supports the user in revising the topic model, while she is exploring the

conversation. We discuss this interactive topic modeling approach in details in

chapter 4.

Further user evaluation: While the informal evaluation provided some pre-

liminary feedback from users about ConVis, further evaluations were necessary to

compare this interface with regular blog reading interface. For this purpose, later

we conducted a summative evaluation [78] using a lab-based study to understand

the effectiveness of ConVis compared to traditional blog reading interfaces as well

as an interface that supports interactive topic modeling (i.e., ConVisIT). We discuss

the results of this study in Chapter 4.

2.8 Summary
We have presented ConVis, a visual text analytic system designed to support the

exploration and analysis of blog conversations. Our approach incorporates novel

mining methods that take advantage of conversational features, with interactive vi-

sualization that supports multifaceted exploration. The participants’ feedback from

our informal evaluation suggests that ConVis can help the user to simultaneously

explore the topics and opinions expressed in the conversation; supporting the user

in finding comments of interest, even if they are buried near the end of the thread.

Interestingly, ConVis is beneficial also to users who follow the traditional strat-

egy of scrolling through the Conversation View, because the other views provide

situational awareness (e.g., what topic is expected next).

Exploring a large set of conversations is arguably an even more challenging

task than exploring only one conversation, because the volume and complexity
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of the textual data may drastically increase and the information overload problem

could be even more prevalent and serious among users [69]. Therefore, in our

subsequent work, we have extended our approach to handle a large collection of

asynchronous conversations, where the user is able to explore topics that are dis-

cussed over many different threads. In the next chapter, we discuss this approach

for exploring a set of conversations in detail.
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Chapter 3

Supporting Users in Exploring a
Set of Conversations

In Chapter 2, we presented ConVis, a visual text analytics system for exploring

a single conversation. We now describe how we have extended the ConVis sys-

tem, that we called MultiConVis, to support users in exploring and analyzing a

collection of conversations. The resulting system supports the user exploration,

starting from a possibly large set of conversations, then narrowing it down to a

subset of conversations, and eventually drilling-down to comments of one conver-

sation. Similarly to what we did for ConVis, the development of MultiConVis is

based on the integration of NLP techniques for topic modeling and sentiment anal-

ysis with information visualizations, by considering the unique characteristics of

online conversations. Later in this chapter, we present a set of case studies with

domain experts and a formal user study with regular blog readers, which illustrate

the potential benefits of our approach, when compared to a traditional blog reading

interface1.
1This chapter is a modified version of our paper MultiConVis: A visual text analytics system

for exploring a collection of online conversations, by Enamul Hoque and Giuseppe Carenini; in
Proceedings of the ACM International Conference on Intelligent User Interfaces (IUI), pp. 96-107,
2016 [60].
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3.1 Introduction
With the proliferation of web-based social media, there has been an exponential

growth of asynchronous online conversations discussing a large variety of popular

issues like ‘ObamaCare’, ‘US immigration reform’, and ‘Apple iWatch release’.

Given a query, traditional blog sites only present the set of relevant blogs as a

paginated list ordered by their recency, without providing any high-level summary

of the conversations. This navigational support is often inadequate to explore a set

of blogs that may be of great interest to readers [68].

To understand the problem, let us recall the ‘iPhone bending’ query example

introduced in Chapter 1. After the iPhone 6 was launched, some people claimed

that this new phone can easily bend in the pocket. This incident triggered a lot

of discussions in Macrumors [1], a blog site for Apple-related news. Within just

a few days, more than a dozen conversations with thousands of comments were

generated in Macrumors covering various related topics. In this context, we could

imagine three different users who would like to explore this set of conversations.

First, a potential customer, who intended to buy an iPhone may want to explore

these conversations to verify whether the bending issue is really serious or not.

Second, a journalist may want to publish a story about what people are saying

about this issue by analyzing this set of conversations. Finally, an Apple marketing

analyst may want to know how the online community is responding to this issue to

make an informed decision about how to react to the rumors and possibly redesign

the products. In all these cases, given the large number of conversations/comments,

it would be difficult and time-consuming for a user to explore and analyze all this

information with traditional blog interfaces, which only provide sequential access

to conversations/comments.

In this work, we tightly couple NLP techniques for topic modeling and senti-

ment analysis with interactive visualizations to support the exploration and analy-

sis of a large set of conversations by considering the specific characteristics of blog

conversations. As we have pointed out in Chapter 1, blog conversations exhibit sev-

eral unique characteristics: unlike microblog or messaging [108], they do not have

fixed length comments; furthermore, they have finer conversational structure as

participants often reply to a post and/or quote a fragment of other comments [70].
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Figure 3.1: The MultiConVis interface, showing a subset of blog conver-
sations returned by the query ‘iPhone bending’ from Macrumors in
November 2014. Here, the user filtered out some conversations from
the list using the Timeline located at the top, and then hovered on a
conversation item (highlighted row in the right). As a consequence, the
related topics from the Topic Hierarchy were highlighted (left).

In this chapter, we consider these unique characteristics in devising our novel NLP

and InfoVis techniques.

We built the MultiConVis system on top of ConVis (described in Chapter 2).

As we move from a single conversation to a collection of conversations, critical

challenges emerge from the fact that users need to deal with a much larger amount

of data, with different levels of granularity. For instance, the number of topics

increases drastically for a set of conversations, therefore understanding and explor-

ing these topics can be much more time consuming and cumbersome. Since some

of these topics are similar in their semantic meaning, grouping them into a hierar-

chical topic organization may support the understanding and navigation of topics

more effectively.

To address this challenge, we devise a hierarchical topic modeling technique

that organizes the topics within a set of conversations into multiple levels, based on

their semantic similarity. The resulting topic hierarchy is intended to better support

user’s understanding and navigation of the topics. We then design a visual interface

that presents the hierarchical topic structure along with other conversational data

as shown in Figure 3.1. The main contributions of this work are:
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1) A hierarchical topic modeling method over a collection of conversations.

While Chapter 2 describes how to effectively extract topics from a single conversa-

tion, here we propose a method which creates a topic hierarchy for a whole collec-

tion of conversations, by aggregating the topics extracted from each conversation

in the collection.

2) The design and implementation of the MultiConVis interface, which sup-

ports exploration of a collection of blog conversations based on the topic hierarchy

and sentiment. In essence, MultiConVis can be seen as an interface built on top

of ConVis to allow the user to seemingly switch from exploring a collection of

conversations to a single conversation. In particular, MultiConVis initially visual-

izes all the conversations in the whole collection, next supports the user in filtering

out conversations that are irrelevant to her information needs, and then allows the

user to drill down to a specific conversation, which is visualized with the ConVis

interface.

3) The evaluation of MultiConVis through a set of case studies, and a user
study to investigate how the system influences user performance and subjective

opinions when compared to a sample, traditional blog reading interface similar to

existing interfaces, like Slashdot [2] and Macrumors [1].

3.2 Related Work
In Chapter 2, we have already provided an overview of related work which primar-

ily focused on visualizing a single online conversation. Here, we discuss research

prototypes that aim to support the exploration of a large collection of conversations.

These prototypes can be categorized based on the information they extract and vi-

sualize: (a) metadata of the conversations, such as timestamps, tags, and authors,

(b) the results of text analysis, such as topic model and opinion.

3.2.1 Metadata Visualization

Some earlier works have focused on how to support the exploration of a blog

archive using only metadata, for example, by visualizing tags and comments ar-

ranged along a time-axis [68], or by providing faceted visualization widgets for vi-

sual query formulation according to time, place, and tags [36]. While these works
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may assist users to find the blogs they are looking for, they are not designed to sup-

port users in understanding the actual content (i.e., the text) of these conversations.

However, many tasks for blog readers, that we have identified in Chapter 2, require

the user to get overviews of the actual content of a collection of conversations, such

as “Find out what are people feeling about X over time.” Therefore, our goal is to

visualize a combination of various metadata and textual analysis results that are

identified as important in our user requirements analysis.

3.2.2 Topic Modeling and Visualization

In contrast to simply showing the metadata of the conversations, recently there

have been some attempts to visualize the topics discussed within a collection of

conversations [37, 124, 127]. A common approach is to use probabilistic topic

models such as Latent Dirichlet Allocation (LDA), where topics are defined as dis-

tributions of words and documents are represented as a mixture of topics. Many of

these works also consider the temporal aspects of topics by showing the evolution

of topics over time. For example, Themail visualizes how topics in a collection

of email conversations develop over time by arranging keywords selected based

on term-frequency inverse document-frequency (TF-IDF) along a horizontal time

axis [124]. TIARA [127] represents the temporal evolution of topics from an email

collection by applying the ThemeRiver visualization [53], where each layer in the

stacked graph represents a topic and the keywords of each topic are distributed over

time. From the height of each topic and its content distributed over time, the user

can see the topic evolution.

More recent works have tried to move beyond visualizing topics as a flat list,

by organizing them into a hierarchy [28, 40, 82]. For example, HierarchicalTopics

organizes a large number of topics into a tree structure by considering the distance

between the probability distributions of topics [40]; and then utilizes a hierarchical

ThemeRiver view to explore temporal trends of topics. Using the same algorithm,

TopicPanorama builds topic hierarchies from multiple corpora (i.e., news, blogs,

and microblogs), followed by matching these hierarchies using a graph-matching

technique, so that the common and distinctive topics from different corpora can be

visualized [82]. It combines a radially stacked tree visualization with a density-
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based graph visualization to facilitate the examination of the matched topic graph

from multiple perspectives. Compared to these approaches that generate static

topic hierarchies, RoseRiver focused on exploring the evolutionary patterns of hi-

erarchical topics generated at different timeframes by conveying topic merging and

splitting relationships over time using Sankey diagrams [28].

Organizing topics into a hierarchy can be very useful to our work as well, be-

cause the number of distinct topics in a collection of conversations may be quite

high, compared to a single conversation. However, existing hierarchical topic mod-

eling approaches are not designed specifically for conversational data. In contrast,

MultiConVis creates a topic hierarchy for a collection of conversations by aggre-

gating the topics of each conversation. And such topics are generated by taking

specific characteristics of asynchronous conversations such as reply-relationship

into account [59].

3.2.3 Opinion Visualization

There is a growing interest in visualizing the opinions expressed in conversations,

mostly focusing on microblogs [33, 85, 129]. Diakopoulos et al. presented Vox

Civitas [33] that displayed sentiment and tweets volume over time for events dis-

cussed in microblogs to support the tasks of journalistic inquiry. TwitInfo [85]

was also designed for visualizing microblogs with a focus on providing more ac-

curate aggregation of sentiment information over a collection of tweets. Unlike

these works, OpinionFlow focused more on visualizing the spreading of opinions

about a particular topic (e.g., ‘US government shutdown’) among participants with

a combination of a density map and a Sankey diagram [129]. Often the opinion

information is summarized with other important aspects of information spreading

such as temporal information, and the connections among conversation threads and

authors [133].

A critical issue when abstracting data for sentiment analysis is how to aggre-

gate sentiment information across sentences, comments, and conversations. While

all the works described above dealt with twitter data, in which tweets are only

organized as a list, here we focus on a set of much more structured blog conversa-

tions, where each conversation consists of a set of comments organized in multiple
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threads with reply-relationships. We exploit this additional structure when we vi-

sually represent sentiment over multiple, different levels.

3.3 User Requirements Analysis
In Chapter 2, we analyzed why and how people read blogs and used this analysis

to derive the data and task abstractions. Here, we are going to identify useful data

abstractions for a set of conversations and compare them with data abstractions for

a single conversation.

In essence, the primary goals of reading blogs include information seeking, fact

checking, and opinion seeking [30, 72], which require the reader to understand

what topics are discussed in the conversations and what opinions are expressed on

those topics. Furthermore, users often exhibit a variety seeking behaviour, i.e., they

tend to switch frequently from a topic to its sub-topics or to a completely different

topic [119].

Blog readers also care about temporal aspects of the conversations [31, 57],

for instance, the start and end time of a conversation, the chronological position

of a comment with respect to the other comments within a conversation [13], and

the volume of comments over time when exploring multiple conversations. In-

formation about authors of the comments is also considered to be valuable [57],

especially for blogs in which the same users participate frequently.

Table 3.1 summarizes our design choices for what information our interface

should display, in light of the current literature on blog readers. The row in the

table corresponds to data facets and the columns to whether the facet is for multiple

conversations vs a single one.

Since the number of topics for a collection of conversations is potentially much

larger than for a single conversation, all the topics within a collection are organized

into a hierarchy, while the topics of each single conversation are organized as a flat

list and are explicitly connected to the comments of that conversation. To support

the goals related to the time facet, the volume of comments over time is computed

for each conversation in the collection of conversations, whereas within each con-

versation the chronological position of the comments is used. For the sentiment

facet the distribution of sentiments across five polarity intervals, ranging from -2
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Table 3.1: A summary of how facet elements are abstracted for a collection
of conversations vs. one conversation.

to +2, is computed by counting how many sentences fall in each of these intervals.

Here, for a collection of conversations, we compute the sentiment distribution for

each conversation, whereas for one conversation, we compute this distribution at

a finer level, i.e., for each comment. Finally, for the authors facet, while for a set

of conversations only counts of authors are computed without providing the de-

tailed list of authors, for one conversation the list of authors for that conversation

is shown.

Current literature on blog reading not only inspired our data choices, but also

guided the development of MultiConVis interactive visualization techniques. Con-

sidering the exploratory nature of blog reading, MultiConVis supports the user in

browsing the set of conversations and comments by means of all the key facets,

namely topics, sentiment, and authors. Furthermore, the interface facilitates the

exploration through the facets at different levels of granularity: from all conversa-

tions, to a subset of conversations, to one conversation. For consistency, elements

of the same facet across different levels of granularity have similar visual mappings
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Figure 3.2: Overview of the MultiConVis system.

in terms of color, shape, and other visual encoding channels. Finally, to facilitate

the exploration and filtering of conversations, important attributes of each conver-

sation, namely the number of topics/authors, the number of comments, and the

overall sentiment distribution are encoded as information scent [128].

3.4 System Overview
The MultiConVis system consists of four major components as shown in Fig-

ure 3.2. Given a specified query (e.g., ‘iPhone bending’), the data acquisition

module invokes a blog site such as Macrumors to crawl the set of conversations

obtained from the first page of the search results returned by that site. Next, the pre-

processing module performs data cleaning to retain only the conversational data in

the crawled pages, followed by extracting the conversational structure, i.e., reply-

relationships and quotation. We also use a state-of-the-art tagger [8] to tokenize

text and annotate the tokens with their part-of-speech tags. After that, the analy-

sis module performs topic modeling and sentiment analysis over the whole set of

conversations. It then aggregates both metadata and results of text analysis at dif-

ferent granularity levels as described in the user requirements analysis. Finally, the

visualization module displays the results obtained from the analysis module, and

supports the user to interactively explore the conversations.

57



Figure 3.3: Hierarchical topic model generation.

3.5 Text Analysis

3.5.1 Topic Hierarchy Generation

Our topic modeling approach takes a collection of n blog conversations

C = {c1,c2, ...,cn} that satisfies a user query and generates a topic hierarchy fol-

lowing a bottom-up approach. In the resulting hierarchy, each node represents the

cluster of sentences in the conversations that discuss the topic described by the

label of the node. One could think of a top-down approach to be more suitable

for generating the topic hierarchy, as it considers the whole set of conversations

while generating the initial set of clusters (the roots of the hierarchy); however, we

choose a bottom-up approach because in this way we are able to take into account

the conversational structure extracted from each conversation. In other words, we

first generate a set of topic clusters for each conversation by taking advantage of

its conversational structure, and then we organize these topic clusters from all the

conversations into a hierarchy. More specifically, our topic hierarchy generation

involves two primary steps as shown in Figure 3.3: 1) generate a set of topics Ti for

each conversation ci ∈C; 2) aggregate all the Ti into a hierarchical topic structure

for the whole collection.

58



3.5.2 Topic Modeling Over Each Conversation

In order to generate a topic model over each conversation, we adopt the method

described in Chapter 2. We briefly summarize it here, because our topic model-

ing method for a collection of conversations exploits similar data structures and

techniques. Topic modeling of a single conversation starts by grouping the sen-

tences of the conversation into a number of topic clusters (segmentation). Then,

representative key phrases are assigned to each of these clusters (labeling).

In essence, topic segmentation applies a Lexical Cohesion-based Segmenter

(LCSeg) [49] to each thread in the conversation as shown in Figure 3.4, where

each thread represents a path from the initial message to a leaf message. Notice

that after running the LCSeg algorithm, two sentences (e.g., s1 and s4) may appear

together in the same segment in one thread (A,C1,C2), while falling into different

segments in another thread (A,C1,C5). To consolidate all the (possibly conflicting)

segmentation decisions made on each thread, we apply an efficient min-cut graph

partitioning algorithm [118]. The optimal number of topics for each conversation is

automatically determined by maximizing a clustering objective function proposed

in [97].

Topic labeling takes the segmented conversation as input and generates a set of

keyphrases to describe each topic cluster in the conversation. This is done by adapt-

ing the co-ranking method proposed in [134], in which a list of the top keyphrases

is extracted from a graph of words that captures the co-occurrence of each word

in the topic cluster with respect to the words in the leading sentence of that clus-

ter, as well as the position of each word with respect to the thread structure of the

conversation.

Creating the Topic Hierarchy Over the Collection

This is the key computational contribution of this chapter. Once the sets of topics

Ti for each conversation ci are generated, we organize all of them into a single topic

hierarchy to create a structured overview of the whole collection of conversations.

To achieve this, we have devised a graph-based method similar to the one that we

apply to single conversations. The main difference here is that the nodes of the

graph we create are not sentences anymore, but topics.
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(a) (b)

Figure 3.4: a) Reply-to relationships between the initial post A and the com-
ments C1,C2, ...,C6 of a conversation (left). Each post may comprise
of one or more sentences as denoted by s1,s2,s3, ...,s10. b) the corre-
sponding list of threads along with segmentation results after running
the LCSeg algorithm on each of these threads. Here, the segmentation
boundary is denoted by ‘|’ (right).

In particular, we create a weighted undirected graph G(VC,EC), where the

nodes VC represent the union of all the topics Ti from the set of conversations

C = {c1,c2, ...,cn} and the edge weight w(x;y) in EC, between any two given topic

nodes x and y, are generated by computing the average similarity between all pairs

of sentences, in which one sentence belongs to topic x and the other one belongs

to topic y. More formally, consider Sx is a set of l sentences and Sy is a set of m

sentences for topics x and y respectively. Then we compute the edge weight w(x;y)

as follows:

w(x;y) =
1

l×m ∑
si∈Sx,s j∈Sy

sim(si,s j) (3.1)

Here, sim(si,s j) is the measure of similarity between a pair of sentences si and

s j. This measure is based on cosine similarity between si and s j, if topic x and topic

y belong to two different conversations cx and cy. Also, the same cosine similarity

measure is used when si and s j are from the same conversation, but never appear in

the same segment in the segmentation results of the LCSseg algorithm. However,

if si and s j are both from the same conversation and they appear together in the

same segment at least once, then the similarity is determined by k, where k is the

number of times (k >= 1) in which si and s j appeared in the same segment. This
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is based on the intuition that two topics that are from the same conversation and

have stronger cohesion in the threads of that conversation should be more likely to

be clustered together than those that do not. More formally,

sim(si,s j) =


{

CosineSim(si,s j) if cx 6= cyk if k >= 1

CosineSim(si,s j) if k = 0
else

(3.2)

CosineSim(si,s j) =
∑w∈si,s j tfw,si · tfw,sj√

∑p∈si tf 2
p,si
·
√

∑q∈s j tf 2
q,s j

(3.3)

0≤CosineSim(si,s j)≤ 1 (3.4)

Here, tfa,b denotes the term frequency of term a in the sentence b 2.

Once we have built the graph G(VC,EC), we apply the same graph partition-

ing algorithm used in topic segmentation for single conversation, i.e., approximate

solution to n-Cut [118] on G(VC,EC). As a result, topic nodes that are mostly sim-

ilar i.e., strongly connected in G(VC,EC) will form n different clusters. Each of

these clusters can be interpreted as a parent topic (in the topic hierarchy) of all the

topic nodes that form that cluster. Here, the number of clusters n is automatically

determined by maximizing a clustering objective function proposed in 4.1 [97].

For the final step of topic labeling, we assign a set of keyphrases to each parent

topic by taking all the sentences from all the children topic nodes under it, and by

then extracting and ranking keyphrases from all those sentences. This process is

similar to the topic labeling method described for a single conversation, except that

given the absence of a thread structure between multiple conversations, we modify

the ranking process by creating a graph that only captures word co-occurrence

relationships.

2For the sake of simplicity, we measured the cosine similarity between two sentences based on
word frequency. Nevertheless, one could replace this simple representation with more recent neural
embeddings for sentences like [75] to obtain better performance.
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3.5.3 Sentiment

For sentiment analysis, we apply the Semantic Orientation CALculator (SO-

CAL) [121], which has been shown to work well on user-generated content. SO-

CAL computes sentiment polarity as numeric values. At first, we generate the

polarity for each sentence of the conversation using SO-CAL. We defined five dif-

ferent polarity intervals (-2 to +2), and aggregate the results at various levels. For

instance, at the level of a single conversation for each comment, we count how

many sentences fall in any of these polarity intervals to compute the polarity distri-

bution for that comment. Similarly, when dealing with a set of conversations, for

each conversation we count how many sentences fall in any of these five polarity

intervals to compute the polarity distribution for that conversation.

3.6 MultiConVis
In order to explore various design choices, we carried out an iterative design pro-

cess, starting from early mockups and prototypes, to a fully functional system.

Throughout this process, we performed formative evaluations [78] to identify po-

tential usability issues and to iteratively refine the prototype. We now present the

final design of the MultiConVis interface3, along with justifications for the key de-

sign decisions based on our user requirements analysis and the InfoVis literature.

3.6.1 Visual Encoding

Facets: As mentioned earlier, a key design goal of MultiConVis is to facilitate

the exploration of a set of conversations at multiple levels of granularity, while

maintaining consistent visual mapping across different levels. We maintained con-

sistency in the visual encodings across different levels as follows: 1) Sentiment

distributions are represented in the same way (as a stacked bar) for a conversa-

tion, for a topic as well as for a comment (see Figure 3.5a). A set of five diverg-

ing colors was used in a perceptually meaningful order purple (highly negative)

to orange (highly positive) to visualize the distribution of sentiment orientations

3A video demonstration of MultiConVis is available here https://goo.gl/ZmVYks.
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(a) Sentiment distribution (b) Topic in four different states with respect to
user interaction

(c) Conversation

Figure 3.5: The main visual encodings in MultiConVis: a) Sentiment distri-
bution is shown as stacked bar; b) Visual encoding of topics changes
according to different user interactions; c) Visual encoding of a set of
aggregated metadata and text analysis results for a conversation.

at all the three different levels of granularity4. 2) For all the attributes related to

topics/authors facet, the same color coding was used across different levels (see

Figure 3.5b).

All conversations: Initially, when the user starts exploring the whole collec-

tion of conversations MultiConVis displays three components as shown in Fig-

ure 3.6: 1) a Topic Hierarchy; 2) an overview of the set of conversations (Con-

versation List); and 3) a Timeline View showing the volume of comments of the

whole collection over time. These three components are interactively coordinated,

so that any operation in one view is reflected in the other views.

The Conversation List shows the current set of conversations, where each item

in the list represents a set of aggregated metadata and the results of text analysis

for the corresponding conversation (See Figure 3.5c). In particular, we encode the

following attributes of each conversation: 1) the overall sentiment distribution us-

4The orange and purple colors were selected instead of the standard green and red to avoid the
color blindness effects.
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Figure 3.6: A snapshot of MultiConVis for the ‘iPhone bending’ dataset: the
Topic Hierarchy represents the set of topics and their sub-topics as an in-
dented tree (left); the Conversation List shows a set of aggregated meta-
data and text analysis results for each conversation (row); the Timeline
at the top shows the volume of comments over time for all conversa-
tions.

ing a stacked bar, 2) the number of comments, which is encoded as the height of

this stacked bar, 3) the count of topics and authors as horizontal bars, and 4) a

sparkline that represents the volume of comments over time in a more space effi-

cient way [50]. In addition, the title and a text snippet of the conversation are shown

to the right side of its visual summary. Overall, these attributes summarize the set

of conversations, facilitating the discovery of interesting subsets of conversations

that are of interest to the user.

The Topic Hierarchy visually conveys all the topics in the whole collection of

conversations using an indented tree representation. Here, topics are sorted chrono-

logically within each level of the hierarchy. Each topic node is represented by its

top keyphrase label returned by the topic modeling method, however, when the

user hovers on a topic additional keyphrases are also shown to provide more con-

text about that topic. The font size of a topic node represents how much it has been

discussed compared to other topics. We present the Topic Hierarchy as an indented

tree, where the parent-child relationship is represented by relative vertical position
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along with the horizontal position. We made this choice because an indented tree

representation is much more compact than explicitly showing hierarchical links

between topic nodes.

3.6.2 Multi-level Exploration

From the whole collection to subsets of conversations: While the user initially

gets an overview of all the conversations in the collection, her subsequent goal is

to find the subset of conversations that are more interesting or relevant, given her

current information needs. We support this goal by providing a set of interactive

features: linked highlighting, selection, filtering, and reordering. The Timeline

View, shown in Figure 3.6, allows the user to quickly filter out conversations that do

not fall within the time range in which the discussions were more active or relevant.

In addition to filtering, the user can reorder the set of conversations based on the

following attributes: number of topics/authors/comments, sentiment distribution,

and date of the first post of a conversation.

To promote exploration based on the topic facet, we provide coordinated high-

lighting and selection of conversations by topic. For example, hovering on a topic

highlights all the conversations where this topic was discussed, and conversely

hovering on a conversation temporarily highlights topics in the Topic Hierarchy.

Moreover, when the user selects a topic by clicking on it, a vertical outline is drawn

alongside the related conversations, allowing the user to see the conversations in

which this topic was discussed, even when she is exploring different conversation-

s/topics. Throughout the filtering and selection processes, the representation of var-

ious attributes from both topics and conversations serve as information scent, thus

enhancing the ability of the user to navigate and filter data more effectively [128].

Often, as the user finds a subset of conversations that are relevant to her infor-

mation needs, she may become interested to know more detailed information about

them, for instance, to see the temporal evolution of sentiment over time for each

conversation. We provide such feature based on user interactions, i.e., as the user

clicks on the ‘Show timeline’ button, the sentiment distribution of comments over

time is represented as a stacked area chart, within each conversation item in the list

(See Figure 3.7). This helps the user to understand temporal patterns of sentiment
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Figure 3.7: A conversation from the ‘iPhone bending’ dataset, showing
stacked area chart to represent how sentiment distribution evolves over
time.

in different conversations, supporting her to fulfill information needs related to the

time facet.

Drill down to one conversation: As the user continues her exploration, she

may become particularly interested in a specific conversation. In this case, she can

drill down into that conversation with the ConVis interface, which was designed to

explore a single conversation (described in Chapter 2) [59]. Here, an important de-

sign question arises: once the exploration has reached a single conversation, should

we show ConVis along with both the Conversation List and the Topic Hierarchy

so that the user can simultaneously glance at all of them? Notice that showing all

the levels would be extremely challenging because of horizontal space limitations.

However, we found this not even to be necessary. Our initial formative evaluations

and case studies indicate that users do not need to jump back and forth to the Con-

versation List while exploring a single conversation. On the contrary, users tend

to spend most of the time reading specific comments of the conversation they have

decided to focus on before going back to the Conversation List. In light of this,

when the user drills down into one conversation the Conversation List is replaced

with the ConVis interface, as shown in Figure 3.8.

Now, we briefly describe how the visualization components of the ConVis in-

terface interact with other views of MultiConVis (a more detailed description of

ConVis is provided in Chapter 2). Recall that ConVis consists of an overview

(Thread Overview) of the conversation along with two primary facets, topics and

authors, which are presented circularly around this overview. Once ConVis is dis-

played within MultiConVis, the Topic Hierarchy over the whole collection is still

shown to provide helpful context to the user in understanding the relationship be-

tween the topics of the selected conversation and the topics of the other conversa-
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Figure 3.8: As the user selects a particular conversation, the Conversation
List is replaced by the ConVis interface, where the Thread Overview
visually represents the whole conversation encoding the thread struc-
ture and how the sentiment is expressed for each comment(middle);
The Facet Overview presents topics and authors circularly around the
Thread Overview; and the Detail View presents the actual conversation
in a scrollable list (right). Here, topics a are connected to their related
comments as well as to their parents in the Topic Hierarchy via curved
links.

tions. As shown in Figure 3.8, the topics of the selected conversation displayed

with ConVis are explicitly linked to the ones in the Topic Hierarchy.

The user can explore a conversation using the interactive features of ConVis,

such as hovering and selecting a topic of interest. While exploring a topic, she

might become interested to know whether similar topics are discussed in other

conversations. At any point, the user can look at the Topic Hierarchy to see what

are the other similar topics to her current topic of interest, but not discussed in this

conversation. For instance, when the user is exploring the topic ‘Thin metal’ in the

current conversation, she may select a related topic labeled ‘Structural issue’ in the

Topic Hierarchy, which results in abandoning the ConVis interface and switching

back to the Conversation List, where the conversations related to ‘Structural issue’

would be highlighted. Finally, at any time the user can return to the Conversation
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List by clicking on the ‘Back’ button.

3.7 Implementation
The data acquisition, preprocessing, and analysis components were developed us-

ing python and a server-side component (in PHP) which feeds the data to the vi-

sualization pipeline. The visual interface was implemented using a combination of

HTML and JavaScript (using the D3, JQuery, crossfiter, and dc.js libraries).

3.8 Evaluation
We evaluated the MultiConVis interface in two different ways: 1) case studies with

different domain experts, 2) a formal user study with regular blog readers. While

the case studies provided qualitative evidence for the utility of the MultiConVis

system, the user study allowed us to compare the system with a traditional inter-

face. Note that ConVis, the interface for single conversations embedded in Multi-

ConVis, had already been evaluated (described in Section 2.6 and Section 4.6.1),

which showed that ConVis outperformed traditional interfaces along several sub-

jective metrics (e.g., usefulness, enjoyable).

3.8.1 Case Studies

We conducted case studies with three users, whose professions are quite diverse,

but who come from populations that could all arguably benefit from MultiConVis:

U1: a regular blog reader who visits the Macrumors blog site several times a

week. Therefore, he was interested in exploring the conversations returned by our

‘iPhone bending’ query. His primary goal was to verify whether the problem of

‘iPhone bending’ reported by some customers was really serious or not.

U2: a graduate student in the school of Journalism, who contributes to local

newspapers about recent political issues. He had strong interest in our dataset about

the recent ‘ObamaCare health reform’. His primary goal was to understand and

summarize the key opinions expressed by the participants about the ObamaCare

health reform.

U3: a business analyst in a social media company, where she often needs to an-
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alyze a large amount of conversations to understand how customers react to newly

released products. So, her goal in the study was to explore conversations about

the ‘iWatch release’ to identify comments that express negative opinions about the

product, which is a task that matches what she performs on a regular basis for her

company.

For the purpose of case studies, we have collected three different datasets from

two different blog sources: Macrumors [1] (a technology news related blog site

dedicated to the discussion of recent news and opinion relating to the Apple Inc)

and Daily Kos [3] (a political analysis blog site) between September to December

2014. To create each dataset, we provide a query to the blog site to retrieve the set

of conversations that appear on the first page of the search results.

For each case study, we analyzed the results by triangulating between multiple

data collection methods, including observations, notes taken by participants dur-

ing the analysis session, and semi-structured interviews. In addition, we logged

interface actions to better understand the usage patterns.

We now report the primary results of the case studies. The key findings were

that: (a) all three users relied on the topic hierarchy to accomplish their task, (b)

each user used the hierarchy differently, (c) all users found the topic hierarchy

extremely useful. For instance, while the blog reader started his exploration by

quickly scanning through the topics in the hierarchy and then going back and forth

between topics and conversations, the journalist explored the topics in the hierarchy

more systematically, exploring all the comments about one topic before moving to

a new one. Still differently, the business analyst started by skimming through the

titles of the conversations. But, as she was skimming through the conversations,

she also kept an eye on the topics that were highlighted for each conversation in the

topic hierarchy. In this way, she identified controversial topics that were intensely

debated in recent conversations.

Overall, the semi-structured interviews revealed that users were very satisfied

with the interface. In particular, U1 said “The comments about that chemical acid

bath was buried down in the middle of one conversation, which I don’t think I

would have noticed with a regular interface. Using MultiConVis, I was able to

pick this topic from the hierarchy and then jumped into the related comments with-

out having to read the entire conversations....”. U2 found the topic hierarchy to
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be very helpful in supporting a systematic exploration of the conversations by or-

ganizing the key opinions into meaningful topical groups. More interestingly, he

realized the potential utility of MultiConVis system for other exploratory tasks that

he would like to perform, “This tool could be not only useful when I want to write a

story, but also to prepare for interviewing a policy maker, or a politician by quickly

understanding what topics are triggering the most interesting or controversial dis-

cussions in the public spheres.” Finally, U3 anticipated that this tool could be very

useful to understand what features of their products worked (or didn’t work) and

then revise the products accordingly, “The MultiConVis interface would definitely

help me to understand the requirements and needs of my customers more effec-

tively. Our current way is just to skim through the comments, often missing the

important feedback from customers ...but this interface can help me identify what

are the biggest concerns from the customers and get clues about the ways to satisfy

their needs.”

3.8.2 User Study

We ran a formal user study to evaluate the effectiveness and usability of the Mul-

tiConVis interface compared to an interface that represents the traditional inter-

faces for blog reading. The aim of the user study was to answer the following

two questions: (1) When we compare MultiConVis with the traditional interface

for exploring a set of conversations, is there any difference in user performance

and subjective reactions? (2) What specific features of the MultiConVis interface

are perceived as more/less beneficial by the potential users (e.g., Topic Hierarchy,

Timeline)?

Methodology

Since the first research question requires comparisons among two different user

interfaces, we conducted a summative evaluation through controlled experi-

ments [78]. The study was designed with two interfaces as conditions: a) the

traditional interface for blog reading, and b) MultiConVis. Here, the traditional in-

terface shows a set of blog conversations as a linear list, where each item represents

a set of metadata of the conversations, such as title, the number of comments, and
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Figure 3.9: The baseline interface, which initially presents the collection of
conversations as a linear list, showing a set of metadata for each conver-
sation in the list.

posting date (see Figure 3.9). The user can click on any conversation in the list,

which results in showing all the comments of that conversation using an indented

list representation. In addition, we provided a set of interactions that are common

in most blog reading interfaces, i.e., searching for terms and sorting conversations

by attributes (e.g., number of comments). A within-subject design was used with

interface as the within-subject factor, allowing us to directly compare the measures

of each participant with respect to both interfaces. Finally, all study aspects, in-

cluding instructions and setup, went through several iterations of evaluation and

pilot testing.

Procedure and task

At first, a pre-study questionnaire was administered to capture demographic in-

formation and prior experience with exploring blog conversations. Then, the par-

ticipant went through the following steps for each of the two interfaces: 1) In a

scripted warm-up session, the interface was introduced to the participant using a

sample dataset. 2) The participant was then asked to perform a task based on a set

of conversations. For each interface, a different set of conversations was provided.

Task: Considering the open-ended nature of blog reading, no specific set of
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questions was given. Instead, the participant was asked to explore a set of conver-

sations about the given query and then write a single summary of what she thought

were the major discussion points and most insightful comments within the conver-

sations. The study lasted approximately 60 minutes and each participant was paid

$15 to participate.

We selected two different datasets crawled from the Macrumors site for testing

(‘iPhone bend’ and ‘iPad release’). The number of conversations in the datasets are

kept the same (16 conversations in each dataset) to avoid potential variations due to

the amount of conversational data. Also, to counterbalance any potential learning

effects due to the order of exposure to specific interfaces and dataset, the order was

varied using a 2 x 2 Latin square. During the study, we collected both quantitative

data such as task completion time and qualitative data such as observations and

questionnaires. Finally, a post-study questionnaire followed by a semi-structured

interview were administered regarding the user’s experience with two interfaces5.

Participants

We conducted the study with 16 users (aged 18-37, 6 females) who have consid-

erable experience with reading blogs. The participants held a variety of occupa-

tions ranging from journalists, engineers, system analysts and students from both

graduate and undergraduate levels. They were recruited through emails and social

networks (Facebook and Reddit posts).

Results Analysis

After completing the task with each interface, participants rated six different mea-

sures in the form of in-study questionnaires. Since these measures were rated using

a standard 5 point Likert scale, standard parametric analysis was not suitable due

to the lack of normality [71]. Instead we performed nonparametric analysis i.e.,

Mann-Whitney’s U tests on the responses for each of these measures.

The results of these questionnaires are presented in Figure 5.6. The pairwise

comparisons using Mann-Whitney’s U tests indicate that MultiConVis was supe-

rior on five different measures out of six: usefulness (Z =−1.823; p < .05); enjoy-

5The study materials for the user study can be found in Appendix A
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Figure 3.10: Average rating of interfaces by the participants on six different
measures. Longer bars indicate better rating.

able to use (Z =−3.697; p < .01); find insightful comments (Z =−3.95; p < .01);

find major points (Z = −2.909; p < .01); and enable to write more informative

summary (Z = −3.915; p < .01). For the other measure i.e., ease of use, Multi-

ConVis was still rated higher over the traditional interface, however the results was

not significant. This is interesting, because MultiConVis appears to be as easy to

use as the other interface in spite of its complex interface features.

Interface features: Each participant was also asked a set of questions regard-

ing the usefulness of specific features of the MultiConVis interfaces. From Fig-

ure 3.11, we can readily see that the majority of the responses were dominated by

positive ratings. Among the interface features, the Topic Hierarchy received the

most positive ratings (strongly agree:9, agree:6), followed by the visual summary

of each conversation, and interactive filtering by timeline.

Time: The average time required to complete the tasks was not significantly

affected by the interfaces, with MultiConVis and the traditional interface requiring

1065±249 and 1029±204 secs respectively.

73



Figure 3.11: Responses to statements regarding specific features of the Mul-
tiConVis interface.

Overall Preference: In the post-study questionnaire, participants were asked

which system they prefer for exploring a collection of conversations. 75% of the

participants indicated a preference for MultiConVis, whereas 25% preferred the

traditional interface. Many of the participants who chose MultiConVis indicated

that the utility of Topic Hierarchy was the primary reason for their preference:

“By having a topic hierarchy of the relevant topics, as well as highlighting which

conversation refers to which topic, it was very easy to filter out the blogs that

were not relevant.’ (P8). They also found the visual summary provided for each

conversation was very useful, “The summary offered by this visualization is quite

impressive and throws a lot of instant information.” (P2). Additionally, for the

sentiment distribution over time “...made it very easy to see how opinions changed

over time. While investigating bend gate it was clear how the community opinion

changed after the event had played out in the media” (P4).

Those who preferred the traditional interface indicated that they like its famil-

iarity “I preferred the older style of interface mainly because it’s what I’m more

familiar with...” (P1). They also pointed out that sometimes the topic hierarchy was

inaccurate, for instance, topic labels did not always make sense to them: “..maybe

with better tagging I’d find it (MultiConVis) more useful...” (P1), and “the key-
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words weren’t necessarily the most useful ones or the relevant ones” (P5). We

have considered these comments to improve our approach in Chapter 4, by intro-

ducing a human-in-the-loop topic model.

3.9 Discussion
We now discuss the summary of findings from the user study, as well as the limi-

tations of this type of user study.

3.9.1 Summary of Findings

Our case studies demonstrate that the system can be useful in a variety of contexts

of use, while the formal user study provides evidence that the MultiConVis inter-

face supports the user’s tasks more effectively compared to traditional interfaces.

In particular, all our participants, both in the case studies and in the user study,

appear to greatly benefit from the topic hierarchy and the high-level overview of

the conversations. The user study also shows that the MultiConVis interface is

significantly more useful than the traditional interface, enabling the user to find

insightful comments from thousands of comments, even when they were scattered

around multiple conversations, often buried down near the end of the threads. More

importantly, MultiConVis was preferred by the majority of the participants over the

traditional interface, suggesting the potential value of our approach for combining

NLP and InfoVis.

3.9.2 Evaluation Methodology

In this work, we conducted a lab-based user study to understand the potential effec-

tiveness of the MultiConVis interface. Even though a controlled study is suitable

for comparing different interfaces, it may not accurately capture real-world sce-

narios [78]. Although we carefully recruited participants who were frequent blog

readers, still different settings were controlled to make a fair comparison among

interfaces (e.g., they were not allowed to choose a conversation according to their

own interest).

In order to enhance the ecological validity of our evaluations [18], a possible

approach would be to perform Web-based studies to observe how the system is
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used by real users to satisfy their information needs. In Chapter 5, we will describe

how we ran a user study in Web-based environments, where participants worked

in their own settings performing their own task. This study was conducted among

hundreds of users who performed information seeking tasks by exploring a set of

conversations in a community question answering forum. This study also gives us

the advantage of collecting interaction logs from a large number of users to get

deeper insights that are arguably more generalizable than a lab study.

3.10 Summary
MultiConVis is an interactive visual text analytics system for exploring a collection

of blog conversations. Unlike traditional systems, MultiConVis takes the unique

characteristics of online conversations into account to tightly integrate NLP and

InfoVis techniques. The resulting visual interface aggregates data across different

levels, supporting a faceted exploration starting from a whole set of conversations,

to a subset of conversations, to one conversation.

While the topic hierarchy was found to be very useful, still in a few cases the

extracted topics were either noisy or did not match the user’s current information

needs. To deal with this problem, we have devised an interactive topic hierarchy

revision approach, where the user can provide feedback to the system so that the

revised topic hierarchy better matches her tasks and mental model. In the next

chapter, we will discuss this interactive topic revision approach in details.
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Chapter 4

Interactive Topic Modeling for
Exploring Online Conversations

In Chapter 2 and 3, we presented two visual text analytics systems for exploring

online conversations. In both systems, we have applied topic modeling techniques

to summarize the primary themes discussed in a conversation (or a set of conver-

sations). However, from the evaluations with real users, we found that the results

of the topic model were sometimes noisy, or even if accurate did not match their

current information needs.

To address this problem, in this chapter we propose novel topic modeling meth-

ods for asynchronous conversations that revise the model on the fly on the basis of

users’ feedback. We then integrate these methods within our visual interfaces (i.e.,

ConVis and MultiConVis) to create two new interfaces ConVisIT and MultiCon-

VisIT, where IT stands for Interactive Topic modeling. The goal of incorporating

the user’ feedback within the visual interface is to support the user in exploring

conversations, as well as in revising the topic model when the current results are

not adequate to fulfill the user’s information needs. Finally, we discuss two lab-

based studies with real users that compared ConVisIT and MultiConVisIT with

interfaces that do not support human-in-the-loop topic modeling1.

1Portions of this work were published in ConVisIT: Interactive Topic Modeling for Exploring
Asynchronous Online Conversations; Proceedings of the ACM International Conference on Intelli-
gent User Interfaces (IUI), pp. 169-180, 2016 [60]. An extended version of this paper has also been
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4.1 Introduction
While topic models can provide an attractive solution to understanding large con-

versations, they may not always be useful to the end users [17, 59, 66]. This could

be due to different reasons. For instance, the current information seeking tasks

may require a topic model at a different level of granularity, e.g., if the user needs

more specific information about ‘ObamaCare’ she might be interested in exploring

its potential sub-topics such as ‘health insurance’, ‘healthcare cost’, and ‘drugs’.

Also, the interpretation of topics may vary among users according to their exper-

tise and mental model. In a topic annotation study of blog conversations, human

annotators sometimes disagreed on the number of topics and on the assignment of

sentences to topic clusters [70]. For instance, for one of the conversations from

their corpora, one annotator produced 22 topics, while another annotator reported

only 8 topics. Furthermore, the results of automatic topic modeling can be sim-

ply incorrect, in the sense that the generated topics would not make sense to any

user [22, 70]. For example, two semantically different topics ‘Obama health pol-

icy’ and ‘job recession’ might be wrongly grouped together with the misleading

topic ‘Obama recession’.

Similarly, when we organize topics into a hierarchy, the resulting organiza-

tion may not be always useful to the users. For example, when a new product is

launched, a business analyst may want to organize topics based on people’s opin-

ions about the ‘sales’ and ‘customer service’, whereas a potential buyer may want

to categorize topics based on ‘new features’ of the product. In other cases, the topic

organization might not be accurate i.e., two semantically different topics might be

wrongly placed under the same parent topic. For example, a parent topic named

‘iPhone bending vulnerability’ may have two children‘iPhone 6’ and ‘longer bat-

tery life’, which might be completely unrelated in the context of the discussion.

In this chapter, we present an interactive topic modeling framework, that can

support the user in exploring conversations by relying on topics that make sense

to her, that are semantically coherent and match her expertise, mental model, and

current task. In our framework the user can revise the topic model, while she is

appeared as a jounral paper: Interactive Topic Modeling for Exploring Asynchronous Online Con-
versations: Design and Evaluation of ConVisIT, by Enamul Hoque and Giuseppe Carenini; ACM
Transactions on Interactive Intelligent Systems (TiiS),6(1):7:17:24, Feb. 2016 [61].

78



Figure 4.1: Interactive topic modeling framework for exploring asyn-
chronous conversation.

exploring conversations. To achieve this, user feedback is incorporated within the

topic modeling loop in real-time through the visual interfaces. In particular, we

incorporated user feedback by extending the ConVis and MultiConVis interfaces.

The re-designed interfaces support the user in revising both a list of topics as well

as a topic hierarchy.

Figure 4.1 illustrates our interactive topic modeling framework. Given the

asynchronous conversation(s), the system generates an initial topic model (a lin-

ear list of topics, or a set of topics organized into a hierarchy), which are presented

in the visual interface along with other conversational data. The interface then

supports the user in exploring the conversation. However, whenever the user real-

izes that the current topic model is not helping her, she can provide topic revision

feedback to the system through interactions. Subsequently, the system updates the

topic model accordingly and the new results are shown in the interface.

The primary contributions of our work are three-fold:

1) A novel interactive topic modeling approach specifically devised for asyn-
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chronous conversations. Existing systems (e.g., [19, 66, 81]) were mainly devised

for generic documents without considering the unique features of conversations. In

contrast, we analyze the information seeking tasks in our target domain to select

a minimum set of topic revision operations that are critical to the user. Then, we

devise computational methods for each of these operations to be performed by the

system.

2) We designed a set of interactive features that allow the user to revise the

current topic model. In response, the interface updates and re-organizes the mod-

ified topics by means of intuitive animations, so that the user can better fulfill her

information needs.

3) We conducted two lab-based summative studies to assess how user perfor-

mance and experience change when a human-in-the-loop topic modeling approach

is introduced in our visual interfaces for exploring both a single conversation and

a collection of conversations.

The remainder of this chapter is organized as follows. First, we provide an

overview of related research on interactive topic modeling. Next, we present our

approach for interactive topic modeling and the specific interactive visualization

features by which the user can revise the topic model. This is followed by a de-

scription of the user study along with a detailed analysis of the results. Finally, we

discuss the overall findings and outline directions for future work.

4.2 Related Work
Several approaches and tools have been proposed in the literature for incorporating

human feedback within the topic modeling generation process, which we discuss

below.

4.2.1 Human-in-the-loop Topic Model

Since system-generated topic models can be noisy and and/or may not match users’

current information needs, some recent works have investigated how user supervi-

sion can be introduced to improve the results. The main focus has been on answer-

ing the following two research questions: 1) How to revise the topic model given

the user feedback? 2) How to best support the user in expressing such feedback
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within a visual interface?

To answer the first question– in the dominant LDA topic modeling framework,

the original unsupervised LDA method was modified to allow for the introduction

of human supervision [11, 66, 105]. For instance, Andrzejewski et al. incorporates

user’s domain knowledge in LDA by adding constraints in the form of must-link

(enforces that sets of words must appear together in the same topic) and cannot-

link (enforces that sets of words must be in different topics) using Dirichlet forest

prior [11]. However, this method requires to rerun Gibbs sampling from scratch

after a set of constraints is added, leading to high latency. Since such latency is

undesirable for real-time interactions, Hu et al. propose a more efficient inference

mechanism that aims to minimize user’s waiting time [66]. More recently, another

variant of LDA was proposed that also incorporated must-link and cannot-link con-

straints [130], however these constraints are applied at the document level instead

of at the word level. The purpose of applying such constraints is to improve the

topic model stability, by minimizing the changes to the topic assignments of old

documents when the model is updated to take new documents into account.

Unfortunately, all these approaches were designed for non-conversational doc-

uments. In contrast, an asynchronous conversation has some unique features such

as participants often reply to a comment or they quote a portion of comments, cre-

ating a conversational structure. It has been shown that by utilizing these unique

features, the accuracy of the topic model on conversations can be improved over

traditional document-centric topic model [70]. Therefore, we devise a new interac-

tive topic modeling framework that is designed to take advantage of conversational

features.

Previous work has addressed the question of how a visual interface can sup-

port the user in revising text analytic models, while exploring a set of documents

[19, 23, 81]. In their seminal work, Pirolli et al. presented the Scatter/Gather sys-

tem, where the user could select a document cluster and then ask the system to

re-cluster it to analyze its sub-clusters [102]. More recently, Chuang et al. ex-

tend Termite [20], which visualizes the term-topic distributions produced by LDA,

and allows the user to revise the model by clicking on words to promote or de-

mote their inclusion/prominence in a topic [23]. Similarly, Lee et al. visualize

topic modeling results from LDA, and allow the user to interactively manipulate
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the topical keyword weights and to merge/split topic clusters [81]. Even more

recently, user feedback was incorporated through a scatter plot visualization, that

steers a semi-supervised non-negative matrix factorization (NMF) method [100]

for topic modeling [19]. The authors show that the NMF-based approach has faster

empirical convergence and offers more consistency in the results over traditional

LDA-based approaches. They visually present each topic cluster and then allow

the user to directly manipulate the documents and keywords within each cluster to

specify topic revisions. A fundamental limitation of most of these works is that

the visual interfaces for interactive topic model were not evaluated with real users.

Therefore, a set of critical research questions remained unanswered. For instance,

would users be really interested in performing all the operations provided with

such a complex interactive visualizations? What operations are actually useful to

the users for performing exploratory tasks in a specific domain? To answer these

questions, we applied a systematic design approach, where we first identified a set

of topic revision operations which are most useful according to our tasks analysis,

and then performed a user study to measure the utility of these operations.

4.2.2 Interactive Topic Hierarchy Revision

There have been some earlier works to design systems for revising hierarchical

structures such as taxonomies and ontologies [10, 99]. For instance, ReTAX is a

taxonomy revision system which takes a pre-established taxonomy as input and

some new items, and then uses a set of consistency rules to determine the incon-

sistency in the hierarchy and generate refinement to the hierarchy to resolve the

inconsistency. More recently, Nikitina et al. presents a technique for ontology re-

vision, where the system presents a set of propositions, for example, a is a subclass

of b, to the user, and then based on user’s feedback revises the underlying ontology

accordingly [99].

Unlike revising taxonomies or ontologies, the revision of a topic hierarchy has

rarely been studied. One notable exception is the the work from Dou et al. [40],

which allows the user to modify a hierarchical topic structure from a visual inter-

face. However, such modification does not invoke the underlying topic modeling

system; instead, the revised topic structure simply becomes visible in the interface.
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Moreover, even though they considered split operation as critical for improving the

current topic model, this operation was not supported in their work.

4.3 Interactive Topic Modeling System
As illustrated in Figure 4.1, our interactive topic modeling system performs two

primary functions: 1) generating the initial topic model, 2) revising the topic model

based on user feedback. We have already discussed how to generate the initial topic

model in Chapter 2 and 3. We now discuss in detail how the system revises the topic

model generated from a single conversation, as well as the topic model generated

from a collection of conversations.

4.3.1 Interactive Topic Revisions of Topic Models for a Single
Conversation

Although the initial topic model generated by our approach has been found to be

more accurate than models generated by traditional methods for non-conversational

text [70], still the extracted topics may not always match the user’s information

needs. Depending on the user’s mental model and current tasks, the topic modeling

results may not be adequate. For instance, more specific topics may be more useful

in some cases, while more generic ones in other cases. Therefore, we incorporate

a set of topic revision operations by which users can iteratively modify the initial

topic model to better fulfill their information needs.

Since it may take some effort from the users to express different topic revision

operations, it is important to identify the minimal set of operations that would be

both intuitive and sufficient to support user’s tasks [23]. For this purpose, we first

considered eleven different possible topic revision operations listed in Table 5.1

based on reviewing existing work on interactive topic modeling [11, 19, 66, 81].

Next, we prioritized the operations based on the following criteria ordered by their

importance: 1) Task relevancy: To what extent this operation is relevant to the

tasks involved in exploring a conversation as identified in [59]? 2) Topic model rel-

evancy: Is this operation applicable to our topic model approach? 3) Redundancy:

Is this operation already covered by other operations, which are stronger on the

previous two criteria?
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No Operation Why?
Criteria

Reference

Task
relevancy

Topic
Model

relevancy

Redun-
dancy

1 Split a topic This topic is too generic high yes no [19, 81]

2 Merge by joining These topics are talking about similar
things high yes no [19, 81]

3 Merge by absorption A sub-topic is more related to a different
topic than its current parent topic high yes no [19]

4 Split by keyword This keyword should be separated into a
new topic medium yes yes [19]

5 Change the overall granular-
ity level of topics

Too few topics/ too many specific topics
are generated medium yes yes [81]

6 Remove the topic from the
display

This topic does not make any sense (i.e.,
off-topic) low yes yes [81]

7 Assign a label for this topic The current label of this topic does not rep-
resent the actual topic low yes yes [43]

8 Increase the weight of this
keyphrase

This keyphrase should be included in the
topic label list low yes yes [43]

9 Apply must-link constraint Those words must be in the same topic low no no [11, 66]

10
Apply cannot-link constraint Those words must not be in the same topic low no no [11, 66]

11
Change keyword weights This keyword is more related to the topic low no yes [19, 81]

Table 4.1: Different possible topic revision operations.
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The three operations at the bottom of Table 5.1 (9-11) are eliminated based

on both task and topic model relevancy criteria. Not only are these operations

designed to fix the term-topic distribution, which is not applicable to our topic

modeling approach; but more importantly, they are arguably not very useful to

support the high-level exploratory reading tasks as identified in 2 and therefore the

users may not be motivated to perform such operations. In the end, we selected

the top three operations in Table 5.1 namely, ‘split a topic’, ‘merge topics by join’,

and ‘merge topics by absorption’, because we identified them as the most relevant

to our exploratory reading tasks in which the user may benefit from dynamically

changing the granularity level of different topics. Also, by selecting them some

other candidate operations with lower task relevancy become redundant and are

therefore eliminated. These are ‘change the overall granularity level of topics’

(covered by topic splitting and merging) and ‘split by keyword’ (covered by topic

splitting).

Figure 4.2 illustrates the three selected topic revision operations. In the remain-

der of the section, we describe how each of these operations supports the user’s

tasks, and how the underlying topic model is revised according to these operations.

Split a topic

Topic splitting allows the user to explore more specific sub-topics of a given topic,

thus changing the topic granularity to a finer level. Consider an example, where

initially the system creates a topic named ‘military security’. As the user starts

exploring this topic, she finds it to be too generic with respect to her information

needs and therefore she wants to split it into more specific sub-topics.

Method: Assume that the user wants to split a topic A into multiple sub-topics,

as shown in Figure 4.2. Upon user’s request, the underlying topic model creates a

sub-graph GA(VA,EA) ⊂ G(V,E) from the original graph G(V,E) generated in the

initial topic segmentation (see Section 2.4.1 for details), where VA represents the

vertices (sentences) of topic A, and each edge w(x,y) in EA represents the weighted

edges of topic A.

Next, the system splits the chosen topical cluster A into further n sub-clusters

A1,A2, ...,An, by applying the same graph partitioning algorithm used in the initial
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Figure 4.2: Three different user operations for topic revision

topic segmentation phase, i.e., approximate solution to n-Cut [118] on GA(VA,EA).

Here, n is the optimal number of sub-topics, which is automatically determined by

finding the value of n for which an objective function Q is maximized according to

the formula proposed by Newman and Girvan [97],

Qn(A) =
n

∑
c=1

∑x∈Vc,y∈Vc w(x,y)

∑x∈VA,y∈VA
w(x,y)

−
(

∑x∈Vc,y∈VA
w(x,y)

∑x∈VA,y∈VA
w(x,y)

)2
. (4.1)

Qn(A) measures the quality of a clustering of nodes in the graph GA(VA,EA)

into n groups, where ∑x∈Vc,y∈Vc w(x,y) measures the within-cluster sum of weights,

∑x∈VA,y∈VA
w(x,y) measures the sum of all edge weights in the graph, and

∑x∈Vc,y∈VA
w(x,y) measures the sum of weights over all edges attached to nodes in

cluster c. In essence, according to Equation 4.1, the nodes in high-quality clusters

should have much stronger connections among themselves than with other nodes

in the graph.
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We apply Equation 4.1 for increasing value of n = 2,3,4,5 and select the value

of n, for which Qn(A) is maximum. The highest possible value of n is capped to

5 because of time constraint imposed by the interactive nature of the operation.

Notice, however, that this limitation is not too penalizing. Our analysis of the

Slashdot corpus shows that in 86% cases of splitting a topic, the best value of

Qn(A) is with n≤ 5 and in the cases for which this is not the case the improvement

for n > 5 is minimal.

Once the parent topic is segmented into n different sub-clusters, representative

keyphrases are generated for each sub-topic. This is done by running our topic la-

beling method, as described in Section 2.4.1, only on the sub-conversation covered

by A.

Merge by joining

This operation allows the user to aggregate multiple similar topics into a single one.

Opposite to topic splitting, the result is a topic with coarser granularity. Consider

an example, where the initial topic model produces two different topics namely

‘secure code’ and ‘simple sql server injection’. The user may find that both topics

are too specific, therefore joining them into a more generic topic may help her to

better perform subsequent tasks.

Method: Assume that the user decides to merge by joining two topics A and

B (see Figure 4.2). To perform this operation, the topic modeling system creates

another topic C and assigns its vertices as VC =VA
⋃

VB and edges as EC = EA
⋃

EB.

After that, a label for C is generated. This is done by running our topic labeling

method, as described in Section 2.4.1, only on the sub-conversation covered by C.

Merge by absorption

If a sub-topic is more related to a different topic than its current parent topic, merge

by absorption allows the user to separate this sub-topic from its current parent

and merge it with the one to which it is more related. Unlike the previous merge

operation (which joins two independent topics), this operation allows a sub-topic

that is already placed under a topic to be absorbed by a different parent topic.

Consider an example, where the sentences related to two different topics, namely
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‘Obama health policy’ and ‘job recession’ are wrongly grouped together under the

topic ‘Obama recession’. The user may realize that the sub-topic ‘job recession’

should be separated from its parent topic and merged with the ‘unemployment’

topic to which it is more related.

Method: Upon receiving a merge by absorption feedback from the user on Ak

and B, the topic modeling system removes the sub-topic Ak from its current parent

A and merge it with the topic B (see Figure 4.2). The system then creates a new

parent topic C and then assigns vertices such that,

VC =VAk

⋃
VB,VA =VA \VAk . (4.2)

and edges such that,

EC = EAk

⋃
EB,EA = EA \EAk . (4.3)

Next, the topic labeling method takes the portion of the conversation that con-

sists of the sentences in VC, thus generating a label for C that potentially represents

descriptive keyphrases from both topics Ak and B.

4.3.2 Interactive Topic Revisions of Topic Models for a Set of
Conversations

In Chapter 3, we have shown that to support the exploration of multiple conver-

sations it can be extremely useful to organize topics into a hierarchical structure.

However, similarly to what we found out for simpler topic models for single con-

versations, the initial model generated by our system may not work well for the

current user, because the resulting hierarchy is noisy and/or does not conform with

the users mental model and current tasks.

To address these problems, we facilitate the user in modifying the topic hi-

erarchy through a set of topic revision operations similarly to what was done for

revising topic models for a single conversation. For this purpose, we analyze the

feedback from the user study (as described in the previous chapter), as well as for-

mative studies, to devise a set of operations for revising the topic hierarchy that is

potentially useful. The list of operations is shown in Table 4.2.

The first two operations in Table 4.2 are intended to change the number of
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sub-topics of a parent topic depending on users information needs. The next two

operations help the user to move a children topic from its current parent topic and

place it under a more appropriate parent topic. The last two operations help the user

to rename a topic node or simply remove it. While exploring a set of conversations,

the user may apply a combination of different operations to organize topics into a

hierarchy that is more accurate and matches her mental model and current tasks.

No Operation Why?

1
Show me fewer, more
generic children topics

The current node has too many children
topics

2
Show me more specific
children topics

The current node has too few children
topics

3 Add node as child
A child topic is wrongly placed under a
different parent topic

4 Merge node as siblings These topics cover similar content

5 Remove a node
This topic does not make any sense
(i.e., garbage-topic)

6 Rename a node
The current label of this topic does not
describe the topic properly

Table 4.2: A set of operations for revising the topic hierarchy.

Figure 4.3 provides a summary of what happens after applying each of the

operations for revising the topic hierarchy. While some of these operations have

similarities with the operations for revising topic models for a single conversation,

we have designed a set of operations that are potentially more useful in the context

of revising a topic hierarchy. In the remainder of the section, we provide a more

detailed description on how each of these operations supports the user’s tasks, and

how the system revises the topic hierarchy according to each of these operations.

Show fewer, more generic sub-topics

In the initial topic hierarchy, some of the parent topics may have a large number

of very specific children topics. If such a refined decomposition does not match

the user mental model and/or information seeking task, it would be useful to allow

her to change the topic hierarchy by showing only a few but more generic children
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Figure 4.3: Illustrative examples of how the topic hierarchy changes as a re-
sult of applying different operations.

topics of that parent topic. In this way, the user can change the granularity level of a

topic to be coarser. Note that this operation is similar to splitting a topic described

in 4.3.1. However, the underlying computational method is slightly different in

that, in this case, the system clusters the set of children topics of a node into a

smaller set, as opposed to clustering the sentences of a topic into multiple sub-

topics.

Method: Assume that a topic A has the following sub-topics a1, ...,an. When

the user requests for showing fewer sub-topics of A, the system clusters the set

of sub-topics a1, ...an into a smaller set of sub-topics b1, ...,bm where, m < n (see

Figure 4.3).

This is done by applying the same graph partitioning algorithm used in the

generation of topic hierarchy, i.e., an approximate solution to n-Cut (see Sec-

tion 3.5.2) [118]. More specifically, an undirected weighted graph G(V,E) is con-

structed, where each node in V = a1, ...,an represents a sub-topic of A, and each

edge w(x,y) in E represents the similarity between two sub-topics. This similarity
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score is computed according to Equation 3.1. The number of clusters (i.e., |m|) in

this clustering algorithm is automatically determined by maximizing a clustering

objective function proposed in 4.1 [97].

Once the sub-clusters b1, ...,bm are created, representative keyphrases are gen-

erated for each sub-topic in b1, ...,bm. This is done by running our topic labeling

method only on the set of sentences covered by each sub-topic in b1, ...,bm.

Show more specific sub-topics

This operation serves the opposite purpose of the previous operation, i.e., change

the granularity level of a parent topic to a finer level by deriving and showing more

specific children topics.

Method: Assume that the user requested to show more specific sub-topics of

A. In response, the system removes the set of sub-topics in the immediate level

(i.e., b1, ...,bm) from the topic hierarchy and then links the sub-topics of b1, ...,bm

i.e., a1, ...an as the sub-topics of A (see Figure 4.3).

Add as Child

Sometimes a child topic node might be wrongly placed under a different topic

instead of under a more appropriate parent topic. In such case, it may be useful to

allow the user to move the child topic from its current topic and place it under a

more appropriate parent. For instance, a topic namely ‘bending vulnerability’ was

wrongly placed under the parent topic ‘iPhone5 models’ and the user realized that

it would be more appropriate to add ‘bending vulnerability’ as a child under the

parent topic ‘iPhone 6 bend’.

Method: When the user applies this operation on a sub-topic Ak, the system

removes Ak from its current parent A and then assigns B as its new parent as sug-

gested by the user (see Figure 4.3).

Merge as Siblings

This operation serves a similar purpose like the previous one, however, instead of

adding a topic as a child to a node it is added as siblings to that node. The two

siblings are then placed under a new parent node.
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Method: The underlying computational method is similar to the ‘merge by

join’ operation for revising the topic model for a single conversation. In essence,

when the user applies this operation, the system removes the sub-topic Ak from its

current parent A and merges it with the topic B (see Figure 4.3). The system then

creates a new parent topic C and then assigns vertices such that,

VC =VAk ∪VB,VA =VA \VAk (4.4)

and edges such that,

EC = EAk ∪EB,EA = EA \EAk (4.5)

After that, the topic labeling method takes the portion of the conversation that

consists of the sentences in VC, thus generating a label for C that potentially repre-

sents descriptive keyphrases from both topics Ak and B.

Removing topics of a conversation

Sometimes, a topic is not relevant or interesting according to the user’s current

information needs. In such case, it may be useful to allow the user to remove such

nodes and adjust the topic hierarchy accordingly.

Method: When the user applies this operation, the system removes the sub-

topic Ak, along with all the children nodes of Ak, from its current parent A and

show the updated hierarchy to the user.

Renaming topics

If a topic doesn’t accurately reflect its textual content, the user can rename the topic

by giving a more appropriate label.

Method: The system updates the topic hierarchy by changing the label of the

topic node and showing the updated label to the user.

4.4 Interactive Visualization for Topic Revision
We have extended the ConVis and MultiConVis interfaces to incorporate the topic

revision operations described above. While doing so, we did not discard any exist-
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ing features of these interfaces, rather we have complemented them with additional

interactive features for revising the topics. We now discuss these extended inter-

faces (i.e., ConVisIT and MultiConVisIT) along with their interactive features.

4.4.1 ConVisIT: Exploring a Single Conversation Using Interactive
Topic Modeling

As the user explores a conversation, she may realize that the initial topic model is

not helping her anymore, and may want to revise it. To support the user in such

a situation, ConVisIT provides a set of interactive topic revision operations within

the interface through some intuitive direct manipulation methods2. As the user

performs these operations, the system updates the topic model and changes the

visual encoding of the topic list from the initial flat list of topics into a multi-rooted

tree organization. Such updates to the topic organization becomes visible to the

user through perceptually meaningful animations, following the design guidelines

of effective animation presented in [58]. In particular, we have devised staged

animation for each operation, i.e., we break up the corresponding transition into

a set of simple sub-transitions, allowing multiple successive changes to be easily

observed.

For instance, when the user splits a topic by double clicking on it, the following

sub-transitions occur (See Figure 4.4). First, the clicked topic A moves to the left

along with its parent node(s) (if any), while existing nodes at the deepest level are

pushed towards their new positions (up/down) around the circular layout to create

angular spaces for the new sub-topics. Second, the new sub-topics A1,A2, ...An

appear and move from their parent’s position (A) to their new positions. Third,

labels appear for these sub-topics (see Figure 4.4b). Double clicking on A again

causes it to collapse by following the exact reverse order of animation, i.e., the

labels of the children move from their current positions to their parent and fade

away, and then the parent moves to its previous position while other nodes move

closer to the parent node to fill the gaps left by the removed children nodes.

Merging of two topics can be performed by dragging a topic A over another

topic B, which causes the system to update the topic model. As a result, a new

2A video demonstration of ConVisIT is available here: https://goo.gl/QALDvw
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(a) Before splitting (b) After splitting

Figure 4.4: An example showing: (a) The user hovers over the topic ‘military
security’ and decides to perform the split operation. (b) As a result, the
topic moves to its left while the rest of the topics are pushed along the
perimeter of the circular layout to create space for the new children.

(a) Before merge by joining (b) After merge by joining

Figure 4.5: An example showing: (a) The user decides to merge two topics by
joining (indicated by orange color). (b) As a result, ConVisIT updates
the topic organization where these two topic nodes are merged under
the parent topic ‘subject sql injection attack’.

parent topic C appears to the left and curved links are drawn from C to A and B

to indicate parent-child relationship (see Figure 4.5). The user can subsequently

double click on C to collapse it, which hides its sub-topics. Finally, if a child topic

Ak is discovered to be wrongly placed under a topic A instead of under a more

appropriate topic B, the user can drag Ak over B. As a result, the link of Ak with its
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(a) Before merge by absorption (b) After merge by absorption

Figure 4.6: An example showing: (a) The user realizes that the topic ‘web
sites’ does not fit under the topic ‘army server’ and should be merged
with the topic ‘prototype’. (b) ConVisIT updates the topic organization
where the previous link from ‘web sites’ to ‘army server’ is removed,
and then ‘web sites’ is absorbed into a more generic parent topic ‘web
programming’ along with ‘prototype’.

parent A is removed and then a new parent node C appears that connects both Ak

and B (see Figure 4.6).

As the user continues to perform interactive topic revisions, the topic organi-

zation can potentially grow quickly to multiple levels of hierarchy due to iterative

splitting and merging. The current implementation can reasonably show a topic

organization having a tree depth up to four levels, when the visualization is used

on a 1920 x 1080 screen. This seems adequate for conversations with no more than

a few hundreds comments, because the number of sub-topics grows exponentially

with the depth of the topic hierarchy, and topics at the bottom of a hierarchy of

depth four becomes so specific (i.e., cover so few sentences) that further splitting

would be inappropriate. For instance, if we assume that the avg. branching factor

in a single-rooted topic hierarchy is 3 and the conversation contains 300 sentences,

each leaf of the topic hierarchy of depth 4 will contain on avg. (300/34) = 3.7

sentences.
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4.4.2 MultiConVisIT: Exploring a Collection of Conversations Using
Interactive Topic Modeling

As the user explores the set of conversations, she may realize that the initial topic

hierarchy does not match her mental model or information needs and may want to

revise it. To support such situations, we developed a set of interactive techniques

with respect to the topic revision operations listed in Table 4.2. We have also

performed an informal user study to understand the potential usability problems

and refine the topic revision operations to match with user’s information needs.

As the user performs these operations, the system revises the topic hierarchy and

updates in the interface. Similar to ConVisIT, MultiConVisIT makes the revised

topic organization visible to the user through staged animation [58] 3.

For instance, when the user asks the system to show fewer, more generic sub-

topics of a topic a, the following sub-transitions occur, as shown in Figure 4.7.

First, existing sub-topics of a (i.e., ‘iPhone 6 bend’) are moved vertically to provide

space for their new parent topics. Second, the new parent topics appear. Third,

the new parent topic nodes are collapsed so that the previous sub-topics become

hidden. Double clicking on ‘iPhone 6 bend’ again results in showing more specific

children nodes by removing the children in its immediate level.

If the user thinks that a topic is wrongly placed under a parent topic, she can

change the topic assignment by dragging the topic over a different topic to which

it is more related. The user can do this in two different ways: merge a topic as a

sibling to another topic or place it as a child to another topic (see Figure 4.8). As

the user drags a topic over another topic node, a dialog box appears that allows the

user to decide whether she wants to merge the dragged topic as a sibling or as a

child.

The user can also remove or rename topics. If the user feels that a topic is not

relevant, or does not make any sense, she can drag that topic to the recycle bin. If

a topic label does not represent its corresponding textual comments, the user can

rename it. Finally, at any time the user can undo the latest topic revision operation

that she made, by clicking on the ‘Undo’ button.

3A video demonstration of MultiConVisIT is available here: https://goo.gl/edT69x
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(a) Before the operation (b) New parents appear (c) Previous sub-topics
are hidden

Figure 4.7: An example showing: (a) The user asks the system to show fewer,
more generic topics of ‘iPhone 6 bend’. (b) As a result, the sub-topics
are moved vertically to create space for their new parents (indicated
by orange color) and horizontally to move to the next level of the tree.
c) the previous sub-topics of ‘iPhone 6 bend’ are hidden as their new
parent nodes are collapsed.

4.5 Implementation
A server side component (in PHP) communicates with the topic modeling system

(in Python) to produce the updated results. The visualization component, on the

other hand, is implemented in JavaScript using the D3 and JQuery library, which

is sufficiently fast to respond in real time to the user actions. The system runs on a

laptop computer with a 2.4 GHZ processor and 16 GB RAM.

In ConVisIT, the average processing time for a topic splitting operation is 6.92

sec. and for a topic merging operation is 2.74 sec. (over the initial set of topics in

our corpora). Similar processing time was observed in MultiConVisIT (7.34 sec.

for showing fewer, more generic topics and 2.96 sec. for adding a topic as sibling).

In order to increase the response time, topic split results were cached by the system

for all the topics in the initial topic model, as well as for the sub-topics as soon as

they are created upon topic revision operations. Similarly, the results for showing

fewer, more generic topics were cached for the initial topic hierarchy.
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(a) Before the operation (b) After the operation

Figure 4.8: An example showing: (a) The user decides to add ‘Thin metal’ as
a child of the topic ‘Structural issue’ (indicated by orange color). (b) As
a result, ‘Thin metal’ is now placed under the topic ‘Structural issue’.

4.6 Evaluation
We now report two summative user studies that we have conducted in lab-based

settings to compare ConVisIT and MultiConVisIT with interfaces that do not sup-

port human-in-the-loop topic modeling.

4.6.1 Study I

The goal of this study is to understand how the introduction of visual interfaces

for exploring a single conversation may influence the user performance and sub-

jective measures compared to more traditional interfaces. In this chapter, we have

presented ConVisIT, which is highly interactive, providing the capability to revise

topic models. Its precursor, ConVis (described in Chapter 2) is also an interactive

visualization for exploring conversations, however, it does not support any topic

revision operations. Finally, as a traditional interface for exploring conversation,

we have re-implemented the interface to the popular Slashdot blog. The user study

aims to answer the following questions:

(1) When we compare ConVisIT, ConVis, and the Slashdot interface, is there

any difference in user performance and subjective measures?
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• Does one interface help to find more insightful comments in a conversation?

• Is one interface perceived as more useful and easy to use?

• Is reading behavior influenced by the interfaces? If the answer is ‘Yes’ then

how?

(2) What specific visualization features/components of the three different inter-

faces are perceived as more/less beneficial by the potential users (e.g., interactive

topic revision, Thread Overview, and relations between facets)?

Methodology

We performed a laboratory-based summative study to compare among inter-

faces [78]. The study was designed with three interfaces as conditions: Slashdot,

ConVis, and ConVisIT. The Slashdot interface follows a typical blog reading in-

terface design and it serves as a suitable baseline for our experiment. It provides

an indented list-based representation of the whole conversation as well as com-

mon functionalities of blog interfaces such as scrolling up and down, collapsing a

sub-thread, and searching for terms. The primary reason for including ConVis as

an interface condition was to verify whether any potential improvements in per-

formance and user behaviour over a typical blog reading interface are due to the

visualization features common between ConVis and ConVisIT, or due to the in-

teractive topic revision feature (which is only present in ConVisIT). For fair com-

parison, different interface parameters such as screen size and font size were kept

the same across all the interfaces. Moreover, a within-subject design was used for

this experiment with interface as the within-subject factor, allowing us to directly

compare the performance and subjective measures of each participant with respect

to all three interfaces. Finally, all study aspects, including instructions and setup,

went through several iterations of evaluation and pilot testing with two users, who

did not participate in the actual study.

Participants

20 subjects (aged 19-43, 8 females) with considerable prior experience of reading

blogs participated in the study. Figure 4.9 shows responses to statements regard-
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Figure 4.9: Responses to statements regarding the prior experience.

ing the prior experience of the participants. Notice that 75% of the participants

reported that they read blogs at least several times a week. Moreover, 70% of the

participants post comments on other people’s blogs at least several times a month.

The subjects held a variety of occupations including engineers, software develop-

ers, and university students mostly with strong science background. They were

recruited through emails and Reddit posts.

Procedure and task

At the beginning, a pre-study questionnaire was administered to capture demo-

graphic information and prior experience with blog reading. Then, the user went

through the following steps for each of the three interfaces: 1) In a scripted warm-

up session, the interface was introduced to the participant. A sample conversation

was shown using the given interface and the experimenter explained the interface

actions by following the written script. 2) The participant was then asked to per-

form a task on a given conversation (a different conversation was provided for each

interface). Rather than asking some specific questions, we provided an open-ended

task to reflect the exploratory nature of blog reading. We asked the participant to

explore the conversation according to her own interests using the given interface

and write down a summary of the keypoints found while exploring the conversa-
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tion. The study lasted approximately 90 minutes and each participant was paid $20

to participate.

We carefully selected three different conversations from the Slashdot blog cor-

pora having similar number of comments (89, 101, and 89) to avoid potential vari-

ations due to the conversation length or complexity of the thread. Also, to coun-

terbalance any potential learning effects due to the order of exposure to specific

interfaces and conversations, the order was varied using a 3 x 3 Latin square.

During the study, we collected both quantitative data such as task completion

time and qualitative data such as observations and questionnaires. After complet-

ing the task with each interface, participants rated the following aspects on a 5 point

Likert scale in an in-study questionnaire: 1) usefulness: ‘I found this interface to

be useful for browsing conversations’; 2) easeofUse: ‘I found this interface to be

easy to use’; 3) enjoyable: ‘I found this interface enjoyable to use’; and 4) findIn-

sightfulComments: ‘This interface enabled me to find more insightful comments’.

At the end of the study, post-study questionnaires followed by a semi-structured

interview were administered regarding the interfaces overall as well as their indi-

vidual features4. Finally, we logged interface actions to better compare the usage

patterns of the three different interfaces.

Results analysis

In-study questionnaires: The results of the in-study questionnaires are presented

in Figure 4.10, showing the average rating expressed by the participants on four dif-

ferent measures. Since the data was collected using a standard 5 point Likert scale,

the standard parametric analysis is not suitable due to the lack of normality [71].

Instead, we perform nonparametric analysis i.e., Mann-Whitney’s U tests on the

responses for each of these measures. Finally, all reported pairwise comparisons

are corrected with the Bonferroni adjustment.

The analysis reveals that the interfaces significantly affected findInsightful-

Comments, with pairwise comparisons showing that ConVisIT was perceived to

help them in finding more insightful comments than the ConVis and the Slash-

dot interfaces (see Figure 4.10). This is an important result because it supports

4The study materials for the user study can be found in Appendix B
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Measures Slashdot vs ConVis Slashdot vs ConVisIT ConVis vs ConVisIT
usefulness U = 82.5; p < 0.001U = 82.5; p < 0.001U = 82.5; p < 0.001 U = 70.0; p < 0.001U = 70.0; p < 0.001U = 70.0; p < 0.001 U = 182.5; p = 0.575
easeofUse U = 178.0; p = 0.518 U = 177.0; p = 0.511 U = 195.0; p = 0.885
findInsightful-
Comments U = 62.0; p < 0.001U = 62.0; p < 0.001U = 62.0; p < 0.001 U = 27.0; p < 0.001U = 27.0; p < 0.001U = 27.0; p < 0.001 U = 131.0; p < 0.05U = 131.0; p < 0.05U = 131.0; p < 0.05

enjoyable U = 67.5; p < 0.001U = 67.5; p < 0.001U = 67.5; p < 0.001 U = 119.0; p < 0.05U = 119.0; p < 0.05U = 119.0; p < 0.05 U = 159.0; p = 0.24

Table 4.3: Statistical analysis (Mann-Whitney’s U test) on usefulness, ease-
ofUse, enjoyable and findInsightfulComments measures (2-tailed p val-
ues).

Figure 4.10: Average rating of the three interfaces by the participants for the
following measures: usefulness, easeofUse, enjoyable and findInsight-
fulComments . Longer bars indicate better rating.

our intuition that by allowing the user to dynamically modify the topic organiza-

tion (in ConVisIT), we enable her to find more insightful comments. There were

also significant effects of interface on usefulness as shown in Table 4.3, with pair-

wise tests showing that ConVisIT and ConVis were perceived to be significantly

more useful than the Slashdot interface. Moreover, ConVisIT was rated slightly

more useful than ConVis, although the difference was not significant. Similar re-

sults were obtained on the enjoyable measure, where ConVis and ConVisIT were

rated significantly higher than Slashdot (see Figure 4.10). Finally, the easeofUse

measure is not significantly affected by the interfaces, indicating that none of the
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interfaces was superior on this measure. However, this is a favorable outcome for

ConVisIT in that even though its interactive features are more complex than in Con-

Vis, the participants did not report ConVisIT as being significantly more difficult to

use. Similarly, it is also a favorable outcome for both ConVisIT and ConVis, since,

in spite of their complexity, they were found to be as easy to use as the simpler

traditional blog interface.

Interface features: The in-study questionnaire also included a number of

questions regarding the usefulness of specific features of the three interfaces. To

complement this data, we also analyzed the interaction log data of ConVis, Con-

VisIT, and Slashdot. The quantitative results of the subjective ratings are provided

in Figure 4.11. We can readily see that the majority of the responses regarding fea-

tures of the Slashdot interface range from strongly disagree to neutral. In contrast,

responses regarding ConVis and ConVisIT features are dominated by strongly pos-

itive to neutral ratings.

Regarding topic revision operations, Split was found to be more useful (35%

strongly agree and 40% agree) than Merge (20% strongly agree and 25% agree).

This is also evident from the usage of these operations, as the split operation was

used more frequently (5.3 times on average) than merge (1.6 times on average).

Moreover, 16 out of 20 users performed split operation prior to performing any

merge operation. A possible explanation is that participants generally found the

initial topic model results to be too coarse grained with respect to their informa-

tion needs, expertise and mental model, and therefore they tended to apply split

operation both earlier on and more frequently than the merge operation so that they

could read at finer topic granularity.

An interesting observation from the log data is that even though some fea-

tures were common in both ConVis and ConVisIT, they were used more frequently

with ConVisIT. For example, participants hovered and clicked on topics and com-

ments more times on average using ConVisIT than using ConVis, as shown in

Figure 4.12. A possible explanation is that due to the presence of interactive topic

revision features, the participants could create topics that were more useful to them

and therefore they relied on topics more frequently in their exploration.

Time: Interestingly, the average time required to complete the tasks was not

significantly affected by the interfaces, with Slashdot, ConVis, and ConVisIT re-
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Figure 4.11: Responses to statements regarding specific features of the three
interfaces under investigation.

quiring on average±sd 1056±479, 1240±486 and 1159±604 secs respectively.

This result is rather promising, because it indicates that participants were not

slowed down by the fact that they were unfamiliar with the topic revision oper-

ations and by the overhead involved in performing those operations.

User-generated summaries: Recall that during the study, each participant was
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Figure 4.12: Some interaction log statistics for interactions that are common
between ConVis and ConVisIT (based on avg. values among 20 par-
ticipants)

asked to write down a summary of the keypoints she had found after exploring a

conversation using the given interface. We have analyzed these summaries to verify

whether the three different interfaces for exploring conversations had an effect on

the user’s ability to write high-quality summaries 5.

Evaluation Protocol: For the purpose of evaluating the summaries, we re-

cruited two human raters with research experience in natural language processing,

but who were not involved in this research in any way. For each of the three con-

versations, a set of summaries were presented to the raters. The raters were also

told that the original blog conversation from the Slashdot corpora was not available

anymore and so they would have to rate each of these summaries on a 5-point likert

scale according to their overall satisfaction with its content. Note that the summary

raters did not know which interface was used to produce each summary6.

While rating the summary the rater was asked to consider the following three

criteria: 1) How informative this summary is (the more informative the better); 2)

How insightful this summary is (the more insightful the better); 3) Whether there

is any redundant information within the summary (the less redundant the better).

The rater was also told that the focus of this evaluation was about the content of the
5Although there were 20 participants, for 2 participants the user-generated summaries were miss-

ing, therefore we had 54 (18 x 3) summaries with an equal number of task-system pairs.
6The instructions for rating blog summaries are provided in Section B.1.3
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Figure 4.13: Average ratings for user generated summaries based upon two
human raters

summary, not about whether it was grammatically correct and/or fluent, therefore

they were told to ignore these linguistic aspects while rating. Finally, the rater was

allowed to revise the ratings of the summaries she had already assessed, as she

moved down the list and saw more and more summaries.

We converted the Likert responses from a scale of ‘Extremely Poor’ to ‘Excel-

lent’ to a scale of 1 to 5, with 1 corresponding to ‘Extremely Poor’, and 5 to ‘Ex-

cellent’. The weighted Kappa coefficient was then computed with linear weights

to determine the level of agreement between the two raters. The set of weights

chosen was [0,0.25,0.50,0.75,1.0]. The resultant weighted Kappa coefficient was

0.449, which represents good agreement [46].

Results: Figure 4.13 shows the results of the evaluation of the user-generated

summaries created with the support of three different interfaces. These results sug-

gest that the interface used by the participants for reading a conversation influences

their ability to write good summaries. In particular, for two conversations (‘Hack-

ing’ and ‘Video games’), the summaries created with the support of the ConVisIT

interface received considerably higher ratings by both human raters compared to
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Conversation Rater Slashdot vs ConVis Slashdot vs ConVisIT ConVis vs ConVisIT
Hacking R1 U = 15.5; p = 0.665 U = 5.5; p < 0.05U = 5.5; p < 0.05U = 5.5; p < 0.05 U = 6.5; p < 0.05U = 6.5; p < 0.05U = 6.5; p < 0.05

R2 U = 11.0; p = 0.207 U = 6.5; p < 0.05U = 6.5; p < 0.05U = 6.5; p < 0.05 U = 12.0; p = 0.301
Streaming
music

R1 U = 13.5; p = 0.450 U = 13.5; p = .423 U = 16.5; p = 0.799

R2 U = 12.0; p = 0.283 U = 10.0; p = 0.092 U = 17; p = 0.849
Video
games

R1 U = 13.5; p = 0.452 U = 6.0; p < 0.05U = 6.0; p < 0.05U = 6.0; p < 0.05 U = 6.5; p < 0.05U = 6.5; p < 0.05U = 6.5; p < 0.05

R2 U = 13.0; p = 0.388 U = 6.5; p < 0.05U = 6.5; p < 0.05U = 6.5; p < 0.05 U = 7.0; p < 0.05U = 7.0; p < 0.05U = 7.0; p < 0.05

Table 4.4: Statistical analysis (Mann-Whitney’s U test) on summary ratings
(2-tailed p values)

the two interfaces that do not support human-in-the-loop topic model. Pair-wise

tests show that such differences are significant (Table 4.4). For the other conver-

sation (‘Streaming music’), there was not any significant difference between the

three interfaces. This finding may be due to differences in conversation length (the

‘Streaming music’ conversation was longer) and/or to differences in the amount of

noise/error in the initial topic models for the different conversations.

Overall preference: At the end of the study, participants were asked to in-

dicate their overall preference for a blog reading interface and then justify their

choice. 60% of the participants indicated a preference for ConVisIT, 25% for Con-

Vis, and 15% for Slashdot. Most of the participants who chose ConVisIT felt

that the topic revision operations were very helpful in finding relevant comments:

“ConVisIT is the most convenient interface because of its splitting and merging

features. Using this interface to understand the conversation, I really did not have

to go through all the comments” (P19). It was also evident that when the granu-

larity level of the topics did not match the user’s information needs, ConVisIT was

especially helpful for navigation: “Sometimes the first-level keywords are way too

generic, so it’s better to navigate via second-level categories (P11)”. However,

participants did become frustrated in a few cases, when ConVisIT could not accu-

rately split the topics into meaningful list of sub-topics as mentioned by P13: “...I

enjoyed the ability to split apart topics, though I think it would benefit from better

categorization of topics as I felt like some were misclassified”.

Those participants who chose the ConVis interface over its counterparts em-

phasized the utility of its visual components, i.e., the visual representation of
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the thread and highlighting the relations between topics and comments, which

“...makes it easier to find out which comments are more interesting”, and “...al-

lowed me to see more of what was going on, how comments were inter-related, as

well as kept me interested and focused on the thread as a whole.” (P4). The pri-

mary reason for preferring ConVis over ConVisIT was that sometimes the revised

topic organization became too cluttered or made the navigation too complex: “...

drilling down to a sub-topic made the graph look too cluttered up. Sometimes, it

was harder to figure out if two topics were at the same level or not based on the

layout.” (P7), and “It felt like a good mix, others were too complex (ConVisIT) or

too simple (Slashdot).” (P2).

Three participants who preferred the Slashdot interface felt that it was easier to

use, although one said “...it is not giving me the structural information that I am

interested about ” (P16). Another reason was that they were so much familiar with

this interface: “Scrolling through the conversation was good enough for me to find

important topics in it, maybe because I am used to reading things this way.” (P15).

4.6.2 Study II

While in study I we compared interfaces for exploring a single conversation, in

study II we focus on investigating the effectiveness of interactive topic modeling

for a set of conversations, namely on the utility of topic hierarchy revision opera-

tions. The study was designed in a similar way to the study I (Section 4.6.1), with

the primary difference being that unlike Study I in which ConVisIT was compared

with both ConVis and a traditional interface, here we compare MultiConVisIT with

MultiConVis only. Recall, however, that MultiConVis was already compared to a

traditional interface in a separate study described in Chapter 3, which showed that

MultiConVis outperformed its counterpart along several subjective measures (e.g.,

usefulness, enjoyable) and was preferred by the majority of participants. We de-

cided to run two separate studies, mainly because the task for exploring and analyz-

ing a set of conversations usually require significantly more time than exploring a

single conversation; therefore, running a within-subject study with three interfaces

would have been less feasible.

In this study, we aim to answer the following questions:
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(1) When we compare MultiConVisIT with MultiConVis for exploring a set of

conversations, is there any difference in user performance and subjective measures?

(2) What specific topic revision features of the MultiConVisIT interface are

perceived as more/less beneficial by the potential users?

Methodology

Similarly to what was done in study I (see Section 4.6.1), we designed a summa-

tive evaluation through controlled experiments with two interfaces as conditions:

MultiConVis, and MultiConVisIT. A within-subject design was used with interface

as the within-subject factor, allowing us to directly compare the measures of each

participant with respect to both interfaces. We again refined all study aspects, in-

cluding instructions and setup, through several iterations of pilot study with three

users, who did not participate in the actual study.

Participants

We conducted the study with 16 users (aged 18-28, 9 females) who have consid-

erable experience of reading blogs. The participants held a variety of occupations

ranging from journalists, engineers, and students from both graduate and under-

graduate levels. They were recruited through emails and social networks (Face-

book and Reddit posts).

Procedure and Tasks

At first, a pre-study questionnaire was administered to capture demographic in-

formation and prior experience with exploring blog conversations. Then, the par-

ticipant went through the following steps for each of the two interfaces: 1) In a

scripted warm-up session, the interface was introduced to the participant using a

sample dataset. 2) The participant was then asked to perform a task based a set of

conversations. For each interface, a different set of conversations was provided.

Task: Similarly to what was done in study I (Section 4.6.1), we provided an

open-ended task of exploring the set of conversations and write the summary of

major discussion points. However, since MultiConVis and MultiConVisIT show a

set of conversations along with a large number of topics organized into a hierarchy,
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we asked the participant to summarize the major points under the most appropriate

corresponding topic in the hierarchy, rather than creating a plain summary. In this

way, we were able to test whether the the interface has an effect on the user’s ability

to find the most insightful and informative comments and then able to summarize

them in a coherent way under different topics.

The participant was provided a task scenario where she would work as a busi-

ness analyst for Apple and needed to analyze the set of conversations form a given

dataset,so that later on she could discuss her insights with her colleagues. For ex-

ample, when the dataset on iPhone bending was provided, the participant was given

the following task:

The issue of iPhone bending went viral on social media after the iPhone 6 was

launched in September 2014. Soon after the product was released, some people

claimed that this new phone can easily bend in the pocket while sitting on it. This

incident triggered a huge amount of discussions in Macrumors, a blog site that

regularly publishes Apple related news and allows participants to make comments.

You are working for Apple as a business analyst. Your task is to find the ma-

jor discussion points about the iPhone bending issue and summarize each of them

under the most appropriate corresponding topic. The final outcome will be a sum-

mary of the conversations organized according to a topic hierarchy that you will

have to show and discuss with your colleagues. So you want to make sure that the

topic hierarchy and the summary of major discussion points are as informative and

as clear as possible.

To facilitate the above task, the interface allowed the user to click on a ‘sum-

mary’ button adjacent to each topic node, so that the user could enter the summary

of a topic within a text box. At any time, the user could click on the ‘Show sum-

mary view’ button to review what summary has been added so far for different

topic nodes. Figure 4.14 shows such a summary view, where the user has entered

summaries under the corresponding topics.

We selected two different datasets crawled from the Macrumors site for testing

(‘iPhone bend’ and ‘iPad release’)7. The number of conversations in the datasets

was kept the same (16 conversations in each dataset) to avoid potential variations

7These are the same datasets that were used for the user study described in Chapter 3
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Figure 4.14: An example of summaries of different topics created by a user
during the study.

due to the amount of conversational data. Also, to counterbalance any potential

learning effects due to the order of exposure to specific interfaces and dataset, the

order was varied using a 2 x 2 Latin square. During the study, we collected both

quantitative data such as task completion time and qualitative data such as obser-

vations and questionnaires. Finally, a post-study questionnaire was administered

regarding the user’s experience with two interfaces8. The study lasted approxi-

8The study materials for the user study can be found in Appendix B
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Figure 4.15: Average rating of the two interfaces by the participants for the
following measures: usefulness, easeofUse, enjoyable, findInsightful-
Comments and writeInformativeSummary. Longer bars indicate better
rating.

mately 90 minutes and each participant was paid $20 to participate.

Analysis of results

After completing the task with each interface, participants rated six different mea-

sures in an in-study questionnaire. The results of this questionnaire are presented

in Figure 4.15. The pairwise comparisons using Mann-Whitney’s U tests indicate

that MultiConVisIT is superior on two different measures out of six: usefulness

(U = 75; p < 0.05) and enable to write a more informative summary i.e., writeIn-

formativeSummary (U = 76.5; p < 0.05). For the other measures, MultiConVisIT

is still superior over its counterpart except for easeofUse, however, the results of

these measures are not significant. Overall, this is a promising result as it suggests

that in general participants found the MultiConVisIT interface to be more useful

and they felt that it helped them to write a more informative summary about the set

of conversations.

Interface features: The in-study questionnaire also included a number of

questions regarding the usefulness of specific features of the two interfaces. To

complement this data, we also analyzed the interaction log data collected during

the user experiments. The quantitative results of the subjective responses are pro-
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Figure 4.16: Responses to statements regarding specific features of the Mul-
tiConVisIT interface.

vided in Figure 4.169. We can readily see that the majority of the responses regard-

ing topic revision operations range from strongly agree to neutral. These results

suggest that most of the users found the ability to organize topics through different

topic revision operations to be useful. This is also evident from the usage of these

operations, as users applied them quite frequently (‘Show me fewer, more generic

children topics’ operation was used 3.9 times on average; ‘Show me more specific

children topics’ was used 2.1 times on average; and ‘remove a node’ was used 3.4

times on average).

Time: The average time required to complete the tasks was not significantly

affected by the interfaces, with MultiConVis and MultiConVisIT requiring on

average±sd 1490±369 and 1610±321 secs respectively.

Overall Preference: In the questionnaire, participants were also asked if they

would prefer MultiConVisIT over its counterpart. 68.75% of participants indicated

a preference for MultiConVisIT, while 31.25% indicated their preference for Mul-

tiConVis.

Many of the participants who chose MultiConVisIT indicated that the ability

to organize the topic hierarchy according to their own mental model and current

tasks was the primary reason for their preference: “Sometimes the topics were not

organized in the way I expected. By organizing the topics into categories according

9Among 16 participants, one participant’s questionnaire data was missing.

113



to my own way was very useful for browsing. it makes the navigation easier...’ (P7).

Another participant mentioned that “The additional features are somehow bet-

ter when it comes to getting the main topics. I found the collapsing of topics to-

gether very interesting because if one wants to look at a very specific part of the

discussion, that is enabled (P4)”.

Those who preferred the MultiConVis interface indicated that they found it eas-

ier to learn compared to MultiConvisIT and few of them thought that the existing

topic hierarchy was already sufficient for them “...it took me quite a while to get

used to the added features (of MultiConVisIT)” (P11).

User generated summaries: Similarly to the analysis in Study I (Sec-

tion 4.6.1), we have compared the summaries written by the users to verify whether

the interfaces for exploring conversations had an effect on the user’s ability to write

high-quality summaries. For this purpose, we employed two human raters who

were not involved in this research in any way. For each of the two set of conversa-

tions, a set of summaries were presented to the raters. While rating the summary

the rater was asked to consider the three criteria as stated in Section 4.6.1 (infor-

mativeness, insightfulness, and redundancy of the summary content). Again, the

rater was told to focus on the content of summaries rather then the grammatical

correctness while rating the summary10.

We converted the Likert responses from a scale of ‘Extremely Poor’ to ‘Excel-

lent’ to a scale of 1 to 5, with 1 corresponding to ‘Extremely Poor’, and 5 to ‘Ex-

cellent’. The weighted Kappa coefficient was then computed with linear weights

to determine the level of agreement between the two raters. The set of weights

chosen was [0,0.25,0.50,0.75,1.0]. The resultant weighted Kappa coefficient was

0.471, which represents good agreement [46].

Results: Figure 4.17 shows the results of the evaluation of the user-generated

summaries created with the support of MultiConVis and MultiConVisIT. One could

readily notice that for both sets of conversations (‘iPhone bend’ and ‘iPad release’),

the summaries created with the support of the MultiConVisIT interface received

considerably higher ratings by both human raters compared to its counterpart that

do not support human-in-the-loop topic model. Pair-wise tests show that in three

10The instructions for rating blog summaries are provided in Section B.2.3
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Figure 4.17: Average ratings for user generated summaries based upon two
human raters

Dataset Rater MultiConVis vs MultiConVisIT
iPhone bending R1 U = 21.0; p = 0.23

R2 U = 11.0; p < 0.05U = 11.0; p < 0.05U = 11.0; p < 0.05
iPad release R1 U = 14.0; p < 0.05U = 14.0; p < 0.05U = 14.0; p < 0.05

R2 U = 12.0; p < 0.05U = 12.0; p < 0.05U = 12.0; p < 0.05

Table 4.5: Statistical analysis (Mann-Whitney’s U test) on summary ratings
(2-tailed p values).

out of four cases of comparisons between the two interfaces, the differences are

significant (see Table 4.5).

4.7 Discussion
We now discuss the summary of findings from the two user studies, as well as the

limitations of our interactive topic modeling approach.

4.7.1 Summary of Findings

Based on our analysis of the study results, we now revisit our research questions.

The first user study reveals that overall ConVisIT was the most preferred interface,

and was rated higher over its counterparts on the findInsightfulComments measure.

Similarly, the summaries created by the participants after reading the conversation
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using ConVisIT tend to receive at least similar or higher ratings compared to the

other two interfaces. In contrast, Slashdot was the least preferred interface, and it

received significantly lower rating on three different measures. As for ConVis, it

seems to provide a middle ground between the other two interfaces and its topic

organization, although static, was found to be visually less cluttered than the one

of ConVisIT. In general, this shows that while interactive topic model can be ben-

eficial to the user, such feature may introduce visual clutter and interaction costs

at least for some users. Finally, there were no significant differences among the

interfaces in terms of easeOfuse and time to task completion, in spite of the higher

complexity of ConVis and ConVisIT.

In the first study, we also analyzed what specific visualization features/compo-

nents of the interfaces are perceived as more/less beneficial by the potential users

(e.g., interactive topic revision, Thread Overview, relations between facets). We

found that in general, the visualization features of ConVis and ConVisIT received

higher rating than the ones of Slashdot. Interestingly, we found that subjective

reactions about different features of the interfaces such as split, merge, and click-

ing on topic directly correlates with their frequency of use. More importantly, we

found that not all interactive topic revision operations were equally received. For

example, the split operation was used more frequently than its counterparts. Al-

though we have proposed some possible explanations, this issue needs to be further

investigated.

From the second study, we again found the interactive topic modeling approach

to be effective for exploring and analyzing a set of conversations. More specifically,

MultiConVisIT was found to be more useful, although few users reported that they

needed more time to learn the additional interactive topic revision features. The

interface was also preferred over its counterpart that does not provide interactive

topic revision operations. Moreover, it enhanced the participants’ perceived ability

to write a more informative summary over MultiConVis. Such a finding is also

supported by the objective evaluation of user-generated summaries, as summaries

produced by the user with MultiConVisIT were rated higher by external raters

(based on how informative, insightful, and non-redundant the summary is). Finally,

the majority of the participants rated most of the topic hierarchy revision features

positively.
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4.7.2 Limitations

In the second study, to avoid increasing complexity in the design, we have only

tested the interactive topic features for revising the topic hierarchy in MultiCon-

VisIT. However, using MultiConVisIT, the user can drill down to a single conver-

sation with the ConVis view, therefore we could also provide the topic revising

features for a linear topic model, as described in Section 4.3.1. In future work, we

may investigate how these two topic revision approaches could be combined within

the MultiConVisIT interface, and whether (and how) that may lead to potential dif-

ferences in user performance and subjective measures.

Another interesting point is that in both studies, the system collected the topic

revision feedback from each individual user which is not shared with other poten-

tial users. Arguably, it could be useful for a user to share her refined topic models

so that other potential users exploring the same dataset might benefit. Therefore, a

promising direction would be to incorporate topic revision feedback from multiple

users with the aim of building more accurate, shareable topic models.

4.8 Summary
In this chapter, we presented and evaluated a novel human-in-the-loop topic mod-

eling approach to support the exploration of online conversations. We devised a

set of topic revision operations specifically for asynchronous online conversations

and incorporated them into our visual text analytics systems (i.e., ConVis and Mul-

tiConVis). By utilizing our interactive topic revision approach, users can explore

and revise the topic model to better fulfill their information needs.

The user studies reported in this chapter reveal that both ConVisIT and Multi-

ConVisIT were preferred by the majority of the participants over their counterparts

that do not support interactive topic revision. Moreover, our analysis shows that

summaries written by participants during the exploration of conversations received

higher (or at least equal) ratings by human raters, when ConVisIT and MultiCon-

VisIT were the interfaces used to explore online conversations. In essence, the

results from the studies indicate that users benefit from getting more control over

the topic modeling process while exploring conversations.
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Chapter 5

Tailoring Our Visual Text
Analytics Solutions to a
Community Question Answering
Forum

So far, we have presented a set of systems covering two different dimensions of

our visual text analytics design space, namely single vs. a set of conversations and

static vs. human-in-the-loop model. While developing these systems, we did not

restrict our solutions to any specific domain problem faced by users. Furthermore,

our evaluations were limited to either case studies or lab studies.

In this chapter, we are interested in understanding how our generic visual text

analytics solutions can be applied and tailored to a specific domain problem. To

answer this question, we present a design study in a community question answering

(CQA) forum, where our visual text analytics solutions were simplified and tailored

to support information seeking tasks for a user population possibly having low

visualization expertise.

A crucial aspect of this work is that unlike the evaluations we have presented in

previous chapters, we evaluated the new system in a more ecologically valid way,

by deploying it in a real-world environment in which it was tested with hundreds
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of real users. Through this large-scale online study, we gained deeper insights

about the potential utility of the system, as well as learned generalizable lessons for

designing visual text analytics systems for the CQA forums and similar domains

of conversations 1.

5.1 Introduction
Community question answering forums, such as StackExchange, Yahoo! Answers,

and Quora are becoming more and more popular these days.2 They represent ef-

fective means for communities of users around particular topics to share infor-

mation and to collectively satisfy their information needs. CQA forums typically

organize their content in the form of multiple topic-oriented question–comment

threads, where a question posed by a user may be answered by a possibly long list

of comments from other users.

Many such online forums are not moderated, which often results in very noisy

and redundant content. Users tend to deviate from the original question and engage

in discussions on completely irrelevant or only loosely related topics. At the same

time, similar questions may be posted repeatedly with minor variations. This near-

duplicity is difficult to track for users, who are usually offered only simple search

capabilities by the forum interface. When relevant answers to user questions are

scattered around multiple related conversations and buried among a large number

of comments, the user is facing a challenging information processing task, which,

without proper support, leads to information overload.

For example, consider John, who is an expatriate, just arrived in Qatar and is

seeking recommendations for a good bank. When he searches for ‘Which is the

best bank in Qatar?’ in the Qatar Living forum3, a very popular site in Qatar, it

returns about a dozen previously asked questions, such as ‘ What is the best bank

to open an account?’ or ‘What is the best bank in Qatar for small business?’ (see

Figure 5.1). Each of these questions is followed by a set of comments, resulting in

1This chapter is a modified version of our paper CQAVis: Visual text analytics for community
question answering, by Enamul Hoque, Shafiq Joty, Lluı́s Màrquez and Giuseppe Carenini; in Pro-
ceedings of the ACM International Conference on Intelligent User Interfaces (IUI), pp. 161-172,
2017 [63].

2stackexchange.com, answers.yahoo.com, quora.com
3http://www.qatarliving.com/forum
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Figure 5.1: An example of a new question q asked by a user which is shown
at the top, followed by a set of related thread questions q1, . . . ,qn and
their comments.

hundreds of comments in total. Given the large number of comments from multiple

related threads, it would be very difficult and time-consuming for John to identify

and make sense of useful comments using a traditional interface.

In this chapter, we present CQAVis, an intelligent visual interface specifically

tailored to help users find comments that provide good answers to a new ques-

tion (i.e., never asked in exactly this form before) in community-created forums.

CQAVis was designed by simplifying and tailoring our generic solutions for blog
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conversations, to take into account specific features of CQA data and tasks. The

resulting interface allows the user to start with a new question, then to explore the

related threads to find the ones that seem to be most relevant to her information

needs, and eventually to navigate through the comments of a thread in search for

relevant answers to her question. The underlying text analytic module dynamically

ranks potential answers to a new question by combining two relevant measures:

(i) how good or useful the comment is with respect to the thread question, such as

q1, q2 in Figure 5.1, and (ii) how similar the thread question is with respect to the

new question (q).

Our system was deployed in the Qatar Living forum site to evaluate our inter-

face among hundreds of real users. Qatar Living forum was suitable for our study,

because it represents the type of forums where the information overload problem,

as described above, could be more prevalent due to unmoderated noisy content.

Moreover, a large number of its users have limited expertise in using visual inter-

faces, which poses critical challenges to designing interfaces.

The primary contributions of our work include: 1) characterization of the CQA

forums by identifying user tasks and some key design needs; 2) design of CQAVis

that demonstrates how our generic approach for integrating NLP and InfoVis tech-

niques presented in Chapter 2 and 3 can be applied and tailored to meet these

specific user needs; 3) the evaluation of the tool in the wild in an ecologically valid

testing by deploying the system among real forum readers, which in turn reveal that

the overall approach for combining NLP and InfoVis techniques presented in this

dissertation can be effective for a diverse range of user population; and 4) general-

izable lessons learned from the study that can be useful to design visual interfaces

for online conversations in other domains such as news comments and health fo-

rums, as well as to design for user populations possibly having low visualization

literacy.

5.2 The Design Process
Our design study process followed the nine-stage framework proposed by Sedlmair

et al. [111]. In particular, we focused on four core phases of the design framework,

i.e., discover, design, implement, and deploy:
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1) Discover: In this stage, we analyzed the needs, problems, and requirements

in the domain of CQA forums through literature review and conducting in-depth

interviews with Qatar Living forum users and administrators.

2) Design: After reaching a shared understanding of the CQA domain, we ex-

plored the design space, by analyzing the CQA data and tasks and how our current

interfaces can be re-designed to support those tasks. We applied an iterative design

approach, starting with paper prototyping, followed by prototyping on a limited

annotated dataset which led us to the final prototype on the whole forum datset.

3) Implement: We developed both client and server side components in col-

laboration with the Qatar Living administrators.

4) Deploy: Following several pilot studies and corresponding refinements of

the prototype, we deployed the tool as a beta version in the Qatar Living website

and gathered feedback about its use in the wild.

5.3 User Requirements Analysis
In order to understand the requirements of users, we have analyzed existing liter-

ature characterizing the CQA domain and conducted in-depth interviews with the

Qatar Living admin and target users.

5.3.1 Domain Characterization

To characterize the domain of question answering (QA) forums, we analyzed exist-

ing literature in the areas of human-computer interaction and computer supported

collaborative work, focusing on what types of questions are asked [51, 64, 88],

who answers and why [41, 88] and what are the predictors for answer quality [51].

Subjective nature of questions: Researchers have found that there are more

subjective and opinion-based questions than factual questions [56, 64, 88]. Mor-

ris et al. surveyed QA users and found that only 17% of the questions they asked

were seeking factual information, while the most common categories of questions

were requests for recommendation (29%) and opinions (22%) [88]. Similar results

were found for a social-question-answering system, with 64.7% of the queries were

found to be subjective [64]. Due to the nature of these questions, e.g., ‘best Ital-

ian restaurant in Doha’, often any particular subjective answer, for example ‘I like
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Di Capri Ristorante’, may not satisfy the information needs, therefore the user in-

terface should effectively support browsing various answers from multiple related

threads.

Variability in answer quality: Previous work also analyzed the characteristics

of good answers. Harper et al. conducted a controlled field study to analyze dif-

ferent predictors of answer quality across several QA sites [51]. They found that

while QA site like Yahoo! Answers provide lots of high-quality answers, users

should also expect substantial variability in the quality of individual answers. To

address this issue, it may be useful to apply an automatic approach to identifying

high quality answers and help users to navigate through these answers.

Slower response: Some researchers have explored the factors affecting answer

quality and response time on QA sites. Raban and Harper identified both intrinsic

factors such as perceived ownership of information and gratitude and extrinsic fac-

tors such as reputation systems that motivate CQA users to answer questions [104].

However, even when motivated people are available to answer, their response times

tend to be long [65, 88]. For example, the average time to receive a response to a

question posted to Microsoft’s Live QA site was 2 hours and 52 minutes [65].

Interviews: In addition to analyzing existing literature, we also conducted two

semi-structured interviews and a number of follow-up interviews with our collab-

orator at Qatar Living. We also interviewed five users in our early design process,

who regularly visit Qatar Living forum. The goal was to understand more spe-

cific needs and requirements for the type of forum that Qatar Living represents to

directly inform our design process.

Many naive users: Qatar Living is one of the most popular sites in Qatar, with

over 550,000 visitors per month and over 19 million page views a month from

Qatar. The Qatar Living forum is very popular in Qatar, especially among the

expatriates. It is actively visited by hundreds of users everyday, who mainly try to

fulfill their information needs in their topics of interest. However, a large portion

of the forum users are naive and they are not proficient with sophisticated user

interfaces. Therefore, an important design goal was to make the interface simple

and intuitive. In addition to naive and non-expert users, there is a dedicated small

group of forum moderators having higher level expertise about the topics. These

users actively browse the new questions posted in the forum and try to answer
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them depending on their expertise. While we have mainly focused on supporting

the former group of users, we argue that moderators can also benefit from our text

analytics and visual interface for their tasks.

Searching for previous questions rather than asking new ones: Our collabo-

rator and Qatar Living users pointed out that usually the readers try to get their

questions answered as quickly as possible. So, they often prefer to use the search

feature within the forum to find similar questions to their current question, rather

than posting their questions and waiting for answers.

However, they have difficulty in exploring threads of comments associated with

similar questions, due to a large volume of comments they need to read, which is

time consuming and cumbersome using the existing search interface. This suggests

a pressing need for improving the search interface for the forum to enhance the

user’s ability to find good answers.

Difficulty in finding good answers: Like many other CQA sites, Qatar Living

forum contents are often noisy and redundant. Users tend to use very informal

language, often writing very long stories with small pieces of relevant text only.

Due to noisy and redundant content, the question threads can become longer with

only a few relevant answers. As a result, searching for relevant answers often leads

to the information overload problem. To make matters worse, although there is

an upvoting/downvoting feature, most users either do not know how to use this

feature or they do not bother to do it. This was also confirmed by the users who

were interviewed during the early design. Based on this observation, our collabo-

rators agreed that an automatic comment classifier that is reasonably accurate can

be effective in identifying good answers. More importantly, the interface should

facilitate the user to find the good answers, which may be scattered among the large

amount of comments from multiple different threads.

In summary, while designing the system for supporting the information seeking

tasks in forums like Qatar Living (that are typically unmoderated, contain near

duplicate questions and lot of noisy comments), we should consider following user

requirements: 1) The interface should effectively support the user in identifying

multiple good answers from related question threads. 2) To address the variability

in the answer quality, a classifier should be introduced to identify useful comments.

3) The interface should introduce interactive visualization components to enhance
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the user’s ability to find good answers from large volume of comments. 4) To

support users having lower visualization expertise, the interface should be simple

and intuitive.

5.3.2 Data and Task Abstractions

Tasks: In our conversations with the Qatar Living admin, we learned several use-

cases and tasks of the forum users. We analyzed these tasks according to a visu-

alization task typology [92] in order to inform our design. At the high level, users

are primarily interested in seeking information with the goal to discover new infor-

mation or knowledge. At this level, the user may ask questions like “Which is the

best bank in Qatar?”, or “ Where can I find a good Chinese restaurant in Qatar?”.

Once the user is presented with some related questions to her new questions, the

next level task is to search for the most related questions of interest by browsing

the list of questions presented to her. When they find the most related questions

from the list, next they focus on identifying, comparing, and summarizing the most

useful answers to her original question.

Data: Based on our user requirements and tasks analysis, we derive how the

data should be abstracted for visualizing to the user. As illustrated in Figure 5.1,

an example dataset consists of a question asked by a user with the set of related

questions found by the system. We encode the relatedness of a question to the new

question by a rank value (ordinal). Each related question is also followed by a set

of comments that tried to answer that question. For each of these comments, we

derive the goodness score provided by a classifier with respect to its related ques-

tion and represent as a normalized quantitative value between [0.0,1.0], by passing

the score through a sigmoid function. We also assign each comment into one of six

equally sized bins depending on its classification score to help the user understand

how relevant a particular comment is. Based on this binning, we also compute the

distribution of comments for each related question thread by counting how many

comments fall into a particular bin. We compute this distribution, because it can

effectively convey to the user how many comments are useful among all the com-

ments of a question.
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Figure 5.2: Overview of our interactive system for supporting community
question answering.

5.4 System Overview
Figure 5.2 presents an overview of our system, which is organized in two parts. In

the offline step (Figure 5.2a), we pre-process the datasets and we train a comment

classifier. In the online regime (Figure 5.2b), the user enters a question as input,

and the system performs three steps on the fly: retrieving the top n related question

threads, ranking all the answers, and visualizing the results. We briefly discuss

these steps below.

5.4.1 Offline Processing

To build the system, we used a dump of the Qatar Living forum from March 2016,

and we performed several pre-processing steps including the conversion of the

XML dump to JSON format that our interface can process. This dump contains

202,304 conversations and 2,043,022 comments. On an average, each conversa-

tion consists of 10.21 comments.

We also used the datasets on CQA from SemEval-2016 Task 3 (subtask A) [94],

where the comments in the threads are manually annotated with good vs. bad

labels, indicating how well the comments answer the question in the thread. Using

this dataset, we extracted a collection of features and we trained a Support Vector

Machine (SVM)-based comment classifier that scores each comment in a thread

regarding its goodness.
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5.4.2 Online Processing

When a user types a new question q, the system performs the following three steps

on the fly: (i) Retrieve related questions, where Google local search is invoked to

retrieve the top-n question threads in the Qatar Living forum that are most similar to

q, {qi}n
i=1; (ii) Rank the answers, where all the comments from these top-n question

threads are ranked based on their relevance with respect to q. (iii) Visualize the

results, where the presentation module takes the related questions’ threads together

with the ranked lists of comments and the overall best selected answer, and presents

them to the user.

5.5 Text Analytics
The answer ranker module computes the relevance score of a comment c in a

question thread qi with respect to the new question q by combining two scores:

(i) σ(q,qi), the similarity of qi to q; and (ii) γ(c,qi), the goodness score for c with

respect to qi. Formally, the relevance score ρ(c,q,qi) is computed by:

ρ(c,q,qi) = σ(q,qi)× γ(c,qi) (5.1)

We use the inverse rank in the list returned by the Google search engine as σ(q,qi),

and γ(c,qi) is computed by a comment classifier, indicating how well comment c

answers qi. The resulting score is used to rank all the comments from the retrieved

question threads to obtain the best overall answer to the input question q. Intu-

itively, if a comment is a good comment with respect to the thread question, and

the thread question is related to the new question, then the comment is likely to be a

relevant answer to the new question.4 The core NLP component of this architecture

is the comment classifier, which is briefly described below.

Comment Classifier Given a question q and a list of comments associated with it

{ci}m
i=1, the task of the classifier is to assign a relevance score to each of the com-

ments according to their goodness at answering the question. This very problem

4As discussed in the SemEval-2016 Task 3 description paper [94], this is a very simple way to
obtain good results for the general task of ranking answers for new questions.
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was set at SemEval-2016 Task 3 [94], subtask A. We trained an SVM classifier on

that dataset to distinguish between good and bad comments.5 The dataset is split

into training, development and test sets, with 2,669, 500, and 700 questions, and

17,900, 2,440, and 7,000 answers, respectively. The kernel function in our SVM

is a linear combination of four functions: two linear kernels over numeric features

and embeddings, and two tree kernels over shallow syntactic trees.

Numeric Features These features are inspired by [12]. They include three types

of information: (i) a variety of textual similarity measures computed between the

question and the comment; (ii) several Boolean features capturing the presence of

URLs, emails, positive/negative words, acknowledgments, forum categories, long

words, etc.; (iii) a set of global features modeling dialogue and user interactions in

the thread.

Embedding Features Higher level abstract features learned automatically by deep

neural networks have proved to be quite beneficial for learning semantic similarity

between two texts [39, 103, 115, 117]. We learn embeddings for questions and

answers by training a convolutional neural network (CNN) on the comment classi-

fication task following the approach of [115]. Specifically, the input to the CNN is

formed by two matrices containing word embeddings for the question and for the

answer, respectively. The CNN performs a convolution and a max-pooling oper-

ations on the word embeddings and on the convoluted feature maps, respectively,

to produce the question embedding qE and the answer embedding cE . These em-

beddings are then combined to produce a similarity value using a similarity matrix.

The similarity and the embeddings along with other additional similarity features

are then passed through a hidden layer and next to the output layer for classifica-

tion. qE and cE are learned by backpropagating the (cross entropy) errors from the

output layer. qE and cE vectors are finally concatenated and used as features in our

SVM model.

Tree kernels Tree kernels provide effective ways to learn by comparing syntac-

tic structures of two texts in the SVM framework, which has been shown to give

state-of-the-art results in CQA [98]. First, we produce shallow syntactic trees for

5 The conversations in the SemEval dataset were written in the same language (English) as the
material on the QatarLiving forum site.
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the question and for the comment using the Stanford parser. Following [114],

we link the two trees by connecting nodes such as NP, PP, VP, when there is

at least one lexical overlap between the corresponding phrases of the trees, and

we mark those links using a specific tag. The kernel function K is defined as:

K((q1,q2),(c1,c2))= T K(q1,c1)+T K(q2,c2), where T K(q,c) is a tree kernel func-

tion operating over a pair of question (q) and comment (c) trees.6

Classification Performance Our comment classifier was evaluated on the

SemEval-2016 test set with the official scorer, obtaining the following results:

MAP=77.66, AvgRec=88.05, MRR=84.93, F1=66.16, Acc=75.54. Compared to

the participant systems at SemEval-2016, our system scores in second position

regarding the official MAP evaluation metric (−1.5 points below the best). In con-

trast, our system achieves better F1 (+1.8) and better Accuracy (+0.4) than the top

system. For a full description of the results from SemEval-2016, see [94].

5.6 CQAVis Design
In order to explore a large number of design choices, we carried out an iterative

design process, starting from early mockups and prototypes using paper and Pow-

erpoint. We then developed a mid-level prototype which works on a small CQA an-

notated corpus [94], where the comments are annotated with good vs. bad labels

by human experts. Finally, we developed a fully functional system and deployed

within a real CQA site. Throughout the design process, we performed formative

evaluations [78] to identify potential usability issues and to iteratively refine the

prototype. We now present the final design of the CQAVis interface7 8, along with

justifications for the key design decisions based on our user requirements analysis

and the InfoVis literature.

The design of our visual interface was influenced by our previously devel-

oped interfaces for exploring a set of conversations (i.e., ConVis and MultiCon-

Vis); however, in this new design we took into account specific features of CQA

data and tasks. A high level design decision for the interface was to follow an

overview+detail approach, where the overview represents the question list view
6We use Partial Tree Kernel and Syntactic Tree Kernel [26, 89] to instantiate T K.
7 A live demo of CQAVis is available at iyas.qcri.org
8A video demonstration of CQAVis is available here https://goo.gl/IM3Gez
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Figure 5.3: A screenshot of the interface showing the top answer and related
questions for a user’s question. As the user selects a related question
marked by the blue rectangular boundary, the interface shows the corre-
sponding thread in the conversation view.

showing the top-most relevant questions to the user’s question; and the detail view

(i.e., conversation view) showing the question followed by the answers for a par-

ticular question thread (see Figure 5.3). We made this choice because this allows

users to browse comments concerning a specific question, while still having the

context of the other related questions, and also because this approach has been

found to be more effective for text comprehension tasks than other approaches

such as zooming and focus+context [24].

Questions list view After the system finds the related questions to the user’s ques-

tion, it presents an overview of the ranked list of relevant questions in a scrollable

list view (see Figure 5.3, left). Each item within the questions list view represents

a question thread, showing a set of metadata i.e., the original question, the posting

date, the total number of comments, as well as a stacked bar with the distribution
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of useful comments. Since we are representing an ordered sequence of values, we

used a set of six sequential colors by varying monotonically on the green color

channel ranging from dark green (highly useful) to white (not useful). In this way,

the user can quickly get a sense of which threads seem to be more relevant and

which threads may contain the most useful answers.

Notice that encoding the distribution of useful comments using colors within a

stacked bar is analogous to how the sentiment distribution was represented within a

conversation (in MultiConVis) and within a comment (in ConVis). However, here

instead of diverging color we used sequential colors, as the normalized usefulness

score ranges from 0 (not useful) to useful (1).

The questions are ordered by their relevance rank by default, but the user can

change this order by selecting criteria from the popup menu ‘Order by’. For in-

stance, she can order the question threads based on the number of useful answers

within each of these threads.

Another important feature of the interface is that at any time the user can filter

out comments with low usefulness score by using the slider of the widget (con-

taining sequence of colored rectangles) at the top, as shown in Figure 5.3. In this

way, the user can quickly narrow down the set of less useful comments of different

question threads and focus on the ones that are potentially good answers to her

question.

Note that at the top of the question list view, the interface also shows the com-

ment that has received the best score with respect to the new question (“Top sug-

gested answer”). This feature was designed to support the user in finding a very

good answer to her question immediately, without having to open any question

thread and then navigating to answers within that thread. This was motivated by

the user requirements analysis, from which we learned that users would like to find

some very good answers quickly, therefore showing the top ranked answer right

away could be very useful.

Conversation view When the user selects a particular question thread from the

list, the system presents the corresponding thread in the conversation view, as

shown in Figure 5.3. Again, we followed an overview+detail approach, where at

the top we show a visual overview of the entire thread along with the question, fol-
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Figure 5.4: An example of a thread overview that splits a large number of
comments into multiple rows to deal with horizontal space constraints.

lowed by a detail view containing the list of comments. Here, the thread overview

visually encodes the comments using a sequence of rectangles from left to right,

where each rectangle represents a comment. The color within each rectangle en-

codes the classification score of the comment represented by that rectangle. If the

horizontal space is not sufficient for showing all the comments, then it shows the

rectangles in multiple rows as shown in Figure 5.4. In this way, the thread overview

visualization can scale with hundreds of comments, which is sufficient for a typical

CQA forum conversation.

From the thread overview, the user can quickly notice which comments are

more useful and then immediately navigate to a particular comment by clicking on

the rectangle representing that comment (see Figure 5.5). Note that the two views

are coordinated, i.e., hovering on a rectangle in the thread overview highlights the

corresponding comment in the detailed view (by scrolling if needed) and vice-

versa, thus providing the user a sense of where s/he is in the current thread and

what to expect next. Finally, the user can reorder the comments of a thread based

on their classification score to quickly go through the most useful answers.

Throughout the design of CQAVis, an important goal was to make the interface

simple and intuitive for the naive users, who constitute a large portion of users

of Qatar Living and similar forums. To achieve this goal we focused on using

visualization metaphors that are common and easily understood (e.g., bar graph

based visualization and sequence of rectangles) and a small set of simple, low cost

interactions [77] that can be easily triggered and reversed without requiring much

cognitive overload.
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Figure 5.5: When the user clicks on a rectangle in the thread overview rep-
resenting a comment, the interface scrolls to that comment (marked by
black color) in the conversation view.

As one could easily notice that the design of the conversation view in CQAVis

was strongly influenced by ConVis. For example, both interfaces visually encode

the thread overview using a sequence of colored bars to represent comments. More-

over, in both interfaces, the thread overview and detailed view are coordinated, so

that any interaction in one view reflects in the other view. Yet there are a few no-

table differences between the two interfaces. First, recall that in ConVis, the top-

ics and authors of the conversation were connected to the comments in the thread

overview via explicit links. In contrast, in CQAVis, we created a compact represen-

tation of the thread overview with a sequence of rectangles positioned horizontally

and removed the representation of topics and authors along the thread view. We
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did this because our data and task abstractions obviated the necessity of presenting

the topics and authors and also this helps us simplifying the interface considerably.

Second, unlike what was done in ConVis design, we did not encode the comment

length using the height/width of the rectangle representing a comment. The pri-

mary reason for removing this feature is that in a pilot study we found that either

users did not understand what this encoding means and even if they understand this

encoding they did not find it to be useful (see later in Section 5.8.3).

5.7 Implementation
The system is implemented as a Java Web application and runs on an Apache Tom-

cat Server. The back-end of the system is developed using Java. The presentation

module, on the other hand, is implemented in JavaScript using the D3 and JQuery

libraries. It should be noted while implementing the presentation module, we were

able to reuse parts of the implementations from our previously developed inter-

faces, making it faster to design the fully functional prototype.

Furthermore, our system was designed to be sufficiently fast to respond in real

time to the user’s actions. A key factor for the efficiency is the fact that we pre-

computed and stored the goodness scores for all the comments in all the question-

threads from the static snapshot of the Qatar Living database. In this way, at run-

ning time there is no need to classify the comments of the already stored question-

comment threads.

5.8 Web-based User Study
To better understand the potential utility of our approach in real world scenarios

we undertook a large-scale, Web-based study. The primary aim of our study was

to empirically examine how real users would use CQAVis and what their impres-

sions would be to such a visual search interface. The main research questions

were: 1) What are the possible benefits and limitations of the CQAVis interface in

supporting the task of information seeking? 2) When we compare CQAVis with a

typical interface for forum search, as instantiated by Qatar Living forum, is there

any difference in subjective measures?
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5.8.1 Methodology

While a lab-based user study would allow us to have more control over the users

and tasks, realism would be largely lost [18]. Therefore, we decided to run the

study in a Web-based environment to enhance its ecological validity, since partici-

pants can then work in their own settings performing their own tasks [78]. It also

gives us the advantage of collecting interaction logs from a large number of users

to get deeper insights that are arguably more generalizable than a lab study.

5.8.2 Study Setup and Procedure

In order to run the user study, we discussed with our collaborators at Qatar Living,

who agreed to incorporate our web-based tool as a beta version of the forum site.

Our system was deployed at a server and then a Web-link of the system was made

available on the forum search page for the real users of the Qatar Living forum. To

avoid compatibility issues, we tested our interface on the Web browser versions of

Mozilla Firefox, Apple Safari, and Google Chrome to ensure that we could support

a wide range of participants.

Participants were guided through three main steps of the study: 1) Introduc-

tion: In the home page, some background information and example queries were

provided to get started, along with an invitation to use the interface, as shown in

Figure C.1. The page also contained a short video (duration of 78 seconds) to

demonstrate the main features of the interface. 2) Interaction: The main part of the

study was the interaction with CQAVis. Here, users were not asked to complete

any specific task; instead they could perform their own set of information seeking

tasks. 3) Feedback: Participants were free to fill out a post-study questionnaire

at any time during their interaction by clicking on the ‘Give feedback on the new

tool’ button at the top. The form also allowed them to provide free-form comments

and suggestions, as shown in Figure C.2. Finally, the questionnaire sought vol-

untary information about the age, gender, and Web experience of participants (see

Figure C.3) 9. Throughout the sessions, we logged interface actions along with

their timestamps in a completely non-intrusive way to better understand the usage

patterns of the CQAVis tool.

9The study materials for the user study can be found in Appendix C
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5.8.3 Pilot Study

Before making the beta version publicly available and running the online study,

all study aspects, including instructions and setup, went through several iterations

of a pilot study. We ran this pilot study in a lab-based setting with six partici-

pants, where we collected the data in the form of questionnaires, interviews, and

observations.

The pilot study helped us in refining both the study procedure and the pro-

totype. For example, the pilot study suggested that background questions should

be asked at the end of the study instead of at the beginning, because participants

wanted to immediately explore the system without requiring to fill out the ques-

tionnaire. We also modified the types of questions being asked (e.g., we provided

fewer open-ended questions). The pilot study also led us to simplify the interface,

by avoiding visually encoding less useful data, such as the comment length, which

was originally encoded using the width of the rectangle encoding the comment

itself.

5.8.4 Participants

Our online study attracted 768 participants over a period of 18 weeks. The users

were recruited through the beta version link of Qatar Living, as well as through

publicizing in the online social networks Facebook and Twitter, and via mailing

lists.

Those participants who chose to provide their background information (5.3%

of total participants) held a variety of occupations, including students, expatriates

working as engineers, architects and consultants, researchers and professors in uni-

versities etc. The majority of participants were young (85% of them were below

45). Among those who indicated their gender information, 65% were male par-

ticipants. In general, most of the participants were quite familiar with using the

Web, with 72% of them indicating that they visit the Web quite frequently (sev-

eral times a day). However, when it comes to uses of online forums, the responses

were mixed, ranging from rarely to very frequently with 37% users mentioning that

they occasionally visit forums to their questions answered (i.e., several times per

month).
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5.8.5 Analysis of Results

We now present both our quantitative and qualitative analysis, as well as the results

based on the data collected from the user logs and questionnaires.

Sessions and queries: During the study, we captured quantitative data regard-

ing 1,122 queries from 768 users. A summary of the queries and sessions is pro-

vided in Table 5.1. From the table, we can see that based on the medians, a typical

participant spent 142 seconds with the system and issued just 1 query per visit. The

average session lengths are considerably larger, as some participants engaged with

the system for much longer time periods.

Min Median Mean St. Dev Max
Length of session (seconds) 1.79 142 416 666.45 3,327
Queries per session 0 1 1.47 1.54 16
Query length (characters) 1 20 22.81 14.4 200

Table 5.1: Overview of user study sessions and queries.

Question Type Percent Example

Recommendation 21.82
Where can I find Italian
restaurants in Doha ?

Opinion 18.51 Is QnB a good bank?
Factual knowl-
edge

31.21
When does Ramadan start
in 2016?

Rhetorical 0.55 How it is to live in Qatar?
Invitation 0.83 need tennis partner
Others 27.07 razor racing car

Table 5.2: Breakdown of query types along with examples

We categorized the questions asked by the participants by following [88] to

understand the nature of information needs that were prevalent among our target

users. The distribution of question types is shown in Table 5.2. Here, both opinion

and recommendation questions are subjective in nature; opinion questions ask for

a rating of a specific item whereas recommendation questions ask for open-ended

requests and suggestions. In contrast, factual questions expect objective answers.
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Figure 5.6: Average rating of interfaces by the participants on four different
measures. Longer bars indicate better rating.

Rhetorical questions are intended to promote discussions as opposed to eliciting

specific answers. An invitation asks for attending an event. Finally, the other

category consists of queries, that do not fall into any of the previous categories.

The distribution of questions was similar to what has been found in the existing

literature [88], with subjective questions (i.e., opinion and recommendation) being

strongly prevalent among participants (41%). This justifies the rationale for tailor-

ing our interface to deal with subjective questions which may require the user to

read many useful comments to get the answers from various perspectives.

Subjective ratings: After interacting with the interface the user could chose

to provide feedback by clicking on the Feedback button. 56 users chose to provide

feedback on the tool. In the feedback form, participants rated four different mea-

sures on a standard 5 point Likert scale: 1) ‘I found this tool to be useful’; 2) ‘I

found this tool easy to use’; 3) ‘I found this interface enjoyable to use’; 4) ‘This

tool enabled me to find answers relevant to my questions’.

The results of these questionnaires are presented in Figure 5.6. From the Fig-

ure, we can readily see that the majority of the responses were dominated by pos-

itive ratings. In particular, most users agreed that the tool is useful and it enabled

them to find answers relevant to their questions.

Preference: In the questionnaire, participants were also asked if they would

prefer this tool over their regular forum search tool. 68.75% of participants indi-
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cated a preference for CQAVis, with only a small fraction of them (6.25%) choos-

ing the regular one. 25% indicated that they were indifferent between the two

interfaces.

Interaction patterns: In addition to questionnaires, we analyzed the log data

to get insights into the interaction patterns of users. Figure 5.7 shows the percent-

age of users who used each interactive features of the interface at least once. As

expected, almost all the participants typed at least one query during the interaction.

Similarly, most of them hovered and clicked on conversations in the question list

view. When interacting with the conversation view, over 54% of the users hovered

on the thread view and 39.4% clicked on rectangles in the thread view represent-

ing comments. This result is rather encouraging, because despite being completely

new visualization features, they were used by a large portion of users. Finally, sort-

ing and filtering comments were used by a smaller number of users (12% and 9%

respectively). A possible explanation is that many participants did not notice these

features, while interacting with the interface. Another reason could be that users

were able to fulfill their information needs with other interactive features.

Qualitative data analysis: I analyzed the free-from text provided by 39 par-

ticipants to gain insight into the users’ experience with the interface. In order to

make sense of these comments and suggestions, I carried out a bottom-up coding

approach: first, read all the free-form texts to gain an overview of the participants’

feedback; second, find common themes and associate codes accordingly; and fi-

nally, categorize the themes into the main types of feedback. Once I had identified

the common themes, I read all the free-form texts again in a second pass to ana-

lyze how appropriate their associated codes were and to count frequency of occur-

rences. In this second pass no new themes emerged. All the themes resulting from

my analysis are described below:

General feedback (21 participants): From this analysis, it was found that the

feedback towards CQAVis was positive (67%), but there was also some negative

(24%) and neutral (9%) feedback. More specifically, those who were positive to-

wards the CQAVis interface expressed that the interface was simple and easy to

use, which was an important design goal. According to participant P20, “The de-

sign of this tool is very simple and easy to use. I am impressed with the tool’s

accessibility and how intuitive it was...”. Also, some participants’ perceived speed
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Figure 5.7: Interface features used by the participants.

of task completion was enhanced by the interface as pointed out by P29 “Quick

and reliable”.

A number of participants thought that the system was able to satisfy their infor-

mation needs effectively. For instance, P13 mentioned that “It gave me the answer

I was looking for in a straightforward way, which is what you want from a search

tool. No need to scroll through lots and lots of Google pages...”. Similarly, P1 liked

the idea of finding high quality comments from similar question, “I like that you

can get similar questions and their corresponding high quality answers immedi-

ately, without having to read all the comments”. Some people also compared their

positive search experience with the traditional Qatar Living search tool: “Qatar

Living is difficult to search but with this tool it gets much easier” [P22].

Those who were critical about the interface mentioned that the text analytics

techniques need to be more accurate ‘“Need more accuracy for the result” [P6].

Some people also questioned the reliability of the comments and suggested a way

to filter out spam comments: “It could be made better by filtering out spam com-

ments. Some of the information has no actual basis...” [P21]. Also, one participant

suggested that for time sensitive questions, the system should consider the times-

tamp of answers for ranking, “I asked: when does Ramadan start? But the top

answer was actually posted few years ago” [P18].

Reactions to interface features (16 participants): There were also recurring

comments on particular features of the interface. For instance, some participants
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liked the idea of having the question view and the conversation view side-by-side:

“It is nice to have the questions and answers load quickly side to side without

having to open many tabs in the browser” [P22].

Several people were impressed by the visual thread overview and the color

coding to represent the usefulness of a comment. “I liked the color coding idea of

the comments in the tool. It is very useful” [P24]. However, learning this feature

requires sometimes for one participant “At the beginning it was not clear what the

colored squares are...” [P8]. One possible explanation is that very few participants

(2%) actually watched the video tutorial provided on the introduction page.

Suggestions for improvement (4 participants): A few participants felt that the

user interface needs some improvements in general. There were also few specific

suggestions about the components, for instance, the size of the slider at the top

needs to be increased, so that it can be easily noticed [P10] and the interface should

show the textual label ‘not useful’ explicitly for the comments that fall into the least

useful bin [P34].

5.9 Discussion
We now discuss the implications of our results and generalizable lessons we have

learned from the design study.

5.9.1 Summary of Findings

Based on our analysis of the results, we now revisit our research questions men-

tioned at the beginning of the previous section. The first question was what are

the possible benefits and limitations of CQAVis in supporting information seeking

tasks. From the feedback data, the majority of participants who filled up the ques-

tionnaires found the interface to be useful and felt that it enabled them to find the

relevant answers to their questions. Also, the qualitative feedback from participants

suggests that their overall impression was quite positive.

With regards to the second research question, when the participants were asked

to indicate a preference, the majority of them chose CQAVis over the traditional

forum search tool. However, recall that the questionnaire data was filled up only

by a fraction of participants, which may have introduced a positive bias. While
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this prevents us from making strong claims from the questionnaire data alone, we

complement the analysis with qualitative observation based on the free-form com-

ments as well as from the interaction log data to get a deeper understanding of both

positive and negative aspects of the interface features and their usage. In particular,

we have emphasized critiques of the interface and suggestions for improvements

that we got from those users, because this neutral or negative feedback is much

more likely to generalize to the whole target population (as they are coming from

a subset of the population with a likely positive bias).

We should also consider that the interaction log data was analyzed over all the

participants, thus arguably reflects overall usage patterns. In particular, the log

data reveals that not all the interface features were equally used. While some of

the new interface features such as the thread overview were used by a fair number

of participants, still some participants did not use them. A possible explanation

is that some participants might prefer the traditional way of scrolling through the

comments of the thread, while still having a situational awareness by looking at the

thread view. In the future, capturing users’ eye gaze data could shed more light on

this aspect.

5.9.2 Lessons Learned

We now reflect upon on our design and evaluation of the CQAVis interface to sum-

marize the lessons learned that can arguably be generalizable to other conversa-

tional domains.

Design

Most target users in our domain did not have enough familiarity with complex

interactive visualization. To support such users, we have focused on following de-

sign principles which can be applicable to other domains where users have similar

expertise level.

Less is more: In our early prototypes, we considered some advanced features,

such as visually encoding additional data (e.g., comment length) and more com-

plex interactions (e.g., navigate through the related-question-graph) with an aim to

better support users. However, the feedback from users throughout the pilot stud-
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ies led us to simplify the interface iteratively, eliminating such kinds of interactive

visualization features. Based on our experience, we suggest that when designing

for similar populations in the domain of conversations, the designer should sim-

plify interface features iteratively to retain features that are not only useful but also

simple and intuitive.

Enhance learnability: We found that in our study users do not tend to spend

time reading the instructions or watch the video tutorial to learn the new inter-

face. Therefore, the interface should enhance the learnability by providing self-

explanatory components by adding more textual labels and tooltips.

Introduce familiar visualizations: During the prototyping stage, we realized

that novice users in the Qatar Living forums often find it difficult to understand

complex visualizations. Therefore, the interface should use the visualization com-

ponents that are easily understood by most people, such as bar graph based visual-

ization.

Evaluation

While we argue that the web-based online study enhanced the ecological validity

by evaluating with real forum readers performing their real tasks, it also posed

several challenges. For instance, it was difficult to collect sufficient amount of

quantitative and qualitative feedback from a large number of participants. While

it is common to collect users’ background and demographic information in the

form of a pre-study questionnaire, in a pilot study we found that participants were

reluctant to fill out the questionnaire. Therefore, the questionnaire was included

in the feedback form that the user could fill out, after they had interacted with the

interface.

Even then the challenge was how to get feedback from a large amount of par-

ticipants who have interacted with the interface. While a button for providing feed-

back was available at the top of the interface, some participants did not even notice

it. To further enhance the likelihood of obtaining some feedback, we introduced a

pop-up screen that would appear reminding the user to submit the feedback when

they move their cursor at the top of the screen. To provide further incentives to the

user, the message mentioned that the participant will be entered into a lottery of
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winning 50 QAR gift cards. While all of the above techniques helped us to receive

more feedback, we call for more research on how to get a rich number of feedback

from a large number of participants in a Web-based study.

5.10 Summary
In this chapter, we presented an interactive system for exploring CQA forums as

an example of how our visual text analytic solutions can be simplified and tailored

to specific domain problems. The resulting system, CQAVis, supports users to

find good answers to a newly-posed question, by combining a novel set of NLP

and InfoVis techniques, informed by an understanding of the user requirements

in the domain of CQA. The underlying NLP methods automatically retrieve and

rank a set of comments with respect to the new question, (i) by selecting a set of

question threads that are relevant to the user question, (i) by assigning a goodness

score to the comments within these threads, and (iii) by measuring the similarity

between the new question and the thread questions. The visual interface, which

was simplified and tailored from the MultiConVis interface, helps users in rapidly

navigating through the useful comments, even if they are scattered around multiple

different threads.

Our large-scale Web study underlines the potential for tightly integrating NLP

and InfoVis, offering the users a new way of information seeking in CQA forums.

An important finding from the study is that although a large portion of the user

population did not have visualization expertise, the primary interactive visualiza-

tion features were still widely used by participants. This suggests that by careful

consideration of the target user characteristics and by iteratively simplifying the

visual encodings of the interface, it is possible to tailor a visual text analytic sys-

tem to a target population with possibly low visualization literacy - not for just

those who have strong visualization expertise. It also reveals important lessons for

designing and studying such systems for a user population with varying levels of

expertise, which can arguably be generalizable for other conversational domains.
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Chapter 6

Reflection and Conclusion

In this dissertation, we explored how to identify and leverage critical synergies at

the intersection between natural language processing and information visualization

to support users in exploring a large amount of online conversations more effec-

tively. Our work was motivated by the challenges arising from the volume and

complexity of conversational data and the shortcomings of existing approaches in

dealing with such challenges.

To address the information overload problem, we explored a design space cov-

ering two dimensions: the scale of conversational data i.e., single vs. a set of con-

versations; and the underlying text analytic model i.e., static vs. human-in-the-loop.

We developed and evaluated a set of systems, each addressing a different aspect of

this design space, which are presented in Chapter 2, 3, and 4. Subsequently, we

conducted a design study to demonstrate that our solutions can be successfully tai-

lored to develop a new system for addressing specific domain problems, such as

problems faced by users in a community question answering forum, as described

in Chapter 5.

In this final chapter, we revisit our approach for designing visual text analyt-

ics systems (Section 6.1), reflect upon the research impact of these systems (Sec-

tion 6.2), and indicate open research questions and directions for future work (Sec-

tion 6.4). We conclude the dissertation with some closing remarks about visual text

analytics for online conversations.
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6.1 Reflection on the Design Approach
After presenting the design studies that focused on how to tightly integrate NLP

and InfoVis for exploring online conversations, we take a step back to reflect on the

wider context of designing visual text analytics. In particular, we critically analyze

the role of the designer in the process of integration between NLP and InfoVis

techniques to derive lessons that are broadly applicable for designing visual text

analytics systems.

Within the visualization community, there has been a significant advancement

in the field of design study methodologies [86, 91, 111], which provides guidelines

on how to perform design activities and how to validate different stages of design.

However, when developing a visual text analytics system, in addition to designing

the visualizations, it is also necessary to devise a set of text analysis methods and

validate the interpretability, accuracy, and usefulness of the output generated by

these methods. Arguably, devising suitable text analysis methods is just as critical

as visualization design in determining the effectiveness of a visual text analytics

system. Therefore, within a user-centered design approach, a designer must con-

sider what should be the most suitable text analysis methods and how to iteratively

modify these methods when their output is not sufficiently interpretable, accurate,

and useful.

Unfortunately, when designing visual text analytics systems, many researchers

treat text analysis models as black boxes without considering whether they are the

most suitable models for the target domain problem. For example, many text vi-

sualizations select the terms to be displayed based on their frequency [37], or their

TF-IDF scores [124], even though more sophisticated techniques are available [52]

that could select better descriptive keyphrases. By not considering the most suit-

able text analysis methods, often the system fails to effectively support the real

world tasks.

Contrary to this trend, Chuang et al. opened the black-box and focused on

how to devise an interpretable and trustworthy text analysis model by aligning the

model with the tasks and user expertise in a particular problem domain [21]. From

their experience of designing a dissertation browser, they distilled the following

process-oriented guidelines: align the model with the tasks, user expertise, and vi-
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sual encoding; verify the modeling decisions to assess how well they fit an analyst’s

goals; iteratively modify a model when its output is incorrect or incomplete; and

progressively disclose data at multiple levels of abstractions, so that analysts can

switch between different levels of abstractions to interpret and verify the model’s

output. Within their guidelines, they discussed what are the possible approaches to

improve a candidate model, such as modify model parameters, modify the model

structure, add more training data and leverage interactive machine learning tech-

niques. Unfortunately, no adequate guidelines were provided on when and how to

choose a particular model modification approach. For instance, even though they

acknowledge that modifying the model by introducing interactive machine learning

techniques is a challenging problem, no further guidelines were provided on when

and how the designer should devise such techniques so that the resulting system

improves significantly.

Echoing the call for aligning the model with the tasks and visual encoding [21],

we focused on the problem domain characterization and task abstractions first and

then devised the suitable text analysis models. Based on our data and task abstrac-

tions, we also made modeling choices, i.e., choosing the suitable topic modeling

and sentiment analysis methods.

In the next step, we verified the performance of the topic model with end users.

For instance, after designing ConVis, we attempted to verify the performance of the

topic models by running an informal evaluation with a small number of real users,

as discussed in Chapter 2. Through this evaluation, we identified that the current

model sometimes does not match the user’s mental model and current tasks. There-

fore, we pondered how the model could be modified so that it can support users in

performing their tasks more effectively. Since our analysis revealed that the per-

ceived usefulness of the topic model depends on user’s mental model and current

tasks, allowing the user to revise the model was deemed to be more promising

than other alternative approaches, such as modifying the model parameters, and

the model structure.

Once we had decided to introduce interactive topic modeling (as described

in Chapter 4), we faced another important challenge of how to devise a minimal

set of interactive topic revision operations, that real users would find useful. To

approach this issue, we first identified a set of candidate operations from existing
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Figure 6.1: Design stages of ConVis and ConVisIT.

literature on topic revision and then we prioritized the operations based on three

criteria, i.e., 1) task relevancy, 2) topic model relevancy, and 3) redundancy. These

criteria helped us to tie the model modification process with the task abstractions

and the current topic model. As a result, we were able to design a new interactive

topic modeling method that better matches the goals of users engaged in exploring

and analyzing conversations. An overview of our design process is illustrated in

Figure 6.1. A similar design process was successfully applied when we introduced

the human-in-the-loop topic modeling approach in MultiConVisIT.

Based on our experience and current literature, we summarize the following

guidelines for a designer of a visual text analytics system: We suggest that rather

than treating text analysis models as black boxes, the designer should consider how

to tailor and adapt these models based on a detailed analysis of specific user needs

and requirements in the target domains. Furthermore, the designer should itera-

tively analyze the performance of text analysis methods to determine whether to

introduce human-in-the-loop in the computation process or focus on improving the

model without considering human supervision. Finally, if the designer decides to

introduce human-in-the-loop computation, the type of interactive feedback opera-

tions for modifying the model should be derived based on the data and tasks ab-

stractions in the target domain. In essence, we call for applying the user-centered

design approach to inform and iteratively refine both the text analysis methods and
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interactive visualizations design.

6.2 Impact of Our Visual Text Analytics Systems
Since our visual text analytics systems have been made publicly available, they

have been tailored and adopted in a variety of domains, both in our work as well as

in other research projects. In Chapter 5, we have already reported a design study for

a community question answering forum, where our visual text analytics solutions

were simplified and tailored to support information seeking tasks.

In addition to our work, several other researchers have applied or partially

adopted the data abstractions and visual encodings of MultiConVis and ConVis

in a variety of domains, ranging from news comments [32, 107], to online health

forums [76, 84], to educational forums [47]. We now analyze these recent works

and discuss similarities and differences with our systems.

News comments: SENSEI1 is a research project that was funded by the Eu-

ropean Union and was conducted in collaboration with four leading universities

and two industry partners in Europe. The main goal of this project was to develop

summarization and analytics technology to help users make sense of human con-

versation streams from diverse media channels, ranging from comments generated

for news articles to customer-support conversations in call centers.

After the research work on developing ConVis was published and the tool was

made publicly available, the SENSEI project researchers expressed their interest in

adopting our system. Their primary objective was to evaluate their text summariza-

tion and analytics technology by visualizing the results with ConVis, with the final

goal of detecting end-user improvements in task performance and productivity.

In their version of the interface2, they kept the main features of ConVis, namely

the topics, authors, and thread overview; and then added some new features to show

text analytics results specific to their application, as shown in Figure 6.2 [107]. In

particular, within the thread overview, for each comment they encoded how much

this comment agrees or disagrees with the original article, instead of showing the

sentiment distribution of that comment. Another additional interactive feature is
1www.sensei-conversation.eu
2A video demo of their version of the interface is available at

www.youtube.com/watch?v=XIMP0cuiZIQ
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Figure 6.2: A screenshot of the modified ConVis interface used in the SEN-
SEI project. The interface shows the results of some additional text anal-
ysis methods, namely the degree of agreement/disagreement between a
comment and the original article (within the thread overview), the pre-
dicted mood of the corresponding author (A), and the textual summary
of the conversation (B) [107].

that clicking on an author element results in showing the predicted mood of that

author (using five different modes, i.e., amused, satisfied, sad, indignant, and disap-

pointed). Furthermore, they added a summary view that shows a textual summary

of the conversation in addition to the detailed comments. Finally, they introduced

some new interactive features, such as zooming and filtering to deal with the con-

versations that are very long with several hundreds of comments.

Online health forums: Kwon et al. developed VisOHC [76], a visual ana-

lytics system designed for administrators of online health communities (OHCs).

In this paper, they cite our work and discuss the similarities as well as the differ-

ences between VisOHC and ConVis. For instance, similar to the thread overview

in ConVis, they represented the comments of a conversation using a sequence of

rectangles and used the color encoding within those rectangles to represent senti-

ment (see Figure 6.3). However, they encoded additional data in order to support

the specific domain goals and tasks of OHC administrators. For instance, they
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Figure 6.3: VisOHC visually represents the comments of a conversation us-
ing a sequence of rectangles (F), where color within each rectangle rep-
resents sentiment expressed in a comment. Additionally it shows a scat-
ter plot (B), and a histogram view (C) (The figure is adapted from [76]).

used a scatter plot to encode the similarities between discussion threads and a his-

togram view to encode various statistical measures regarding the selected threads,

as shown in Figure 6.3.

Mamykina et al. analyzed how users in online health communities collectively

make sense of the vast amount of information and opinions within an online dia-

betes forum, called TuDiabetes [84]. Their study found that members of TuDia-

betes often value a multiplicity of opinions rather than consensus. From their study,

they concluded that in order to facilitate the collective sensemaking of such diver-

sity of opinions, a visual text analytics tool like ConVis could be very effective.

They also mentioned that in addition to topic modeling and sentiment analysis,

some other text analysis methods related to their health forum under study, such

as detection of agreement and topic shift in conversation, should be devised and

incorporated into tools like ConVis.

Educational forums: More recently, Fu et al. presented iForum, an interac-

tive visual analytics system for helping instructors in understanding the temporal
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patterns of student activities and discussion topics in a MOOC forum [47]. They

mentioned that while the design of iForum has been inspired by tools such as Con-

Vis, they have tailored their interface to the domain-specific problems of MOOC

forums. For instance, like ConVis, their system also provides an overview of topics

and discussion threads, however, they focused more on temporal trends of an entire

forum, as opposed to an individual conversation or a set of conversations related to

a specific query.

Beyond online conversations: Recently, Shen et al. present NameClari-

fier [116], a visual analytics system that supports the user to interactively disam-

biguate author names in bibliographic citation records. In this system, they par-

tially adopted our visual encoding technique for arranging the facets namely topics

and authors and exposing the relations between them. More specifically, they en-

coded the relations between a list of ambiguous authors and a list of confirmed

authors via subtle curves, similarly to how ConVis visualizes the relations between

topics and authors by linking them to the corresponding comments in the thread

overview.

6.3 Summary of Contributions
The contributions of this dissertation can be summarized as follows:

• A user requirements analysis based on extensive literature review in the do-

main of blogs to inform our interface design for both a single conversation

as well as a set of conversations (Chapter 2 and 3).

• Adoption of a topic modeling method for mining topics from a single con-

versation by taking advantage of the conversational features (Chapter 2). We

also extended this method for creating a topic hierarchy for a collection of

conversations, by organizing the topics extracted from each conversation in

the collection (Chapter 3).

• The design of ConVis and MultiConVis, which visualize both topic and opin-

ion mining results along with a set of metadata, such as authors and position

of the comments. We also proposed a way to seamlessly integrate the two in-
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terfaces to allow users to switch from exploring a collection of conversations

to a single conversation (Chapter 2 and 3).

• Results from a series of user studies, namely an informal evaluation, a formal

lab-based study, and three case studies, which revealed the differences in

user performance and subjective opinions when our systems were compared

to traditional blog interfaces for exploring conversations (Chapter 2 and 3).

• A novel interactive topic modeling approach specifically devised for asyn-

chronous conversations. We developed: i) a system that revises the topic

model generated from a single conversation, as well as the topic model gen-

erated from a collection of conversations (Chapter 4) and ii) interactive fea-

tures to help the user in performing a set of topic revision operations (Chap-

ter 4).

• Results from two lab-based user studies which revealed the potential utility

of our human-in-the-loop topic modeling approaches (Chapter 4).

• Demonstration of how our generic solutions for integrating NLP and InfoVis

techniques presented in Chapter 2 and 3 can be simplified and tailored to the

information seeking tasks of a community question answering forum users

(Chapter 5).

• Evaluation of our new community question answering forum tool in the wild

in an ecologically valid testing by deploying the system among real forum

readers (Chapter 5).

• Generalizable lessons that can inform the design of visual interfaces for on-

line conversations in other domains, as well as to design for user population

possibly having low visualization expertise (Chapter 5).

6.4 Limitations and Future Work
While this thesis has made some significant progress in supporting the tasks of

exploring online conversations, it also raises further challenges, open questions,

153



and ideas for future work. Here we discuss the key challenges and opportunities

for future research.

How can we scale up our systems for big data? As social media conversational

data is growing in size and complexity at an unprecedented rate, new challenges

have emerged from both computational and visualization perspectives. In partic-

ular, we need to address the following aspects of big data, while designing visual

text analytics for online conversations:

Volume: Most of the existing visualizations are inadequate to handle very large

amounts of raw conversational data. For example, ConVis scales with conversa-

tions with hundreds of comments; however, it is unable to deal with a very long

conversation consisting of more than a thousand comments. To tackle the scalabil-

ity issue, we will investigate computational methods for filtering and aggregating

comments, as well as devise interactive visualization techniques such as zooming

to progressively disclose the data from a high-level overview to low-level details.

Velocity: The systems that we have developed do not process streaming con-

versations. Yet in many real-world scenarios, conversational data is constantly

produced at a high rate, which poses enormous challenges for mining and visual-

ization methods. For instance, immediately after a product is released a business

analyst may want to analyze text streams in social media to identify problems or

issues, such as whether customers are complaining about a feature of the product.

In these cases, timely analysis of the streaming text can be critical for the com-

pany’s reputation. For this purpose, we aim to investigate how to efficiently mine

streaming conversations and how to visualize the extracted information in real time

to the user.

How can we support the user in tailoring our systems to a specify conversa-

tional genre, a specific domain, or tasks? In Section 6.2, we already discussed how

our current visual text analytics systems have been applied and tailored to various

domains. However, in these systems, the user does not have flexibility in terms of

the choice of the datasets and the available interaction techniques. Therefore, it

may take a significant amount of programming effort to re-design the interface for

a specific conversational domain. For example, when we tailored our system to a

community question answering forum with a specific user population in mind, we

had to spend a considerable amount of time modifying the existing code in order
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to re-design the interface for the new conversational genre.

In this context, can we enable a large number of users - not just those who have

strong programming skills to author visual interfaces for exploring conversations

in a new domain? To answer this question, we need to research how to construct

an interactive environment that supports custom visualization design for different

domains without requiring the user to write any code. Such interactive environ-

ment would allow the user to have more control over the data to be represented

and the interactive techniques to be supported. To this end, we will investigate

current research on general purpose visual authoring tools such as Lyra [110] and

IVisDesigner [106], which provide custom visualization authoring environments,

to understand how we can build a similar tool, but specifically for conversational

data.

How can the system adapt to a diverse range of users? A critical challenge of

introducing a new visualization is that the effectiveness of visualization techniques

can be impacted by different user characteristics, such as visualization expertise,

cognitive abilities, and personality traits [27]. Unfortunately, most previous work

has focused on finding individual differences for simple visualizations only, such

as bar and radar graphs [122]. It is still unknown how the individual differences

might impact a more complex visualization like ConVis, that not only requires

coordinations between text and visualization but also supports more complex in-

teractive techniques. In this regard, we will examine what aspects of a visual text

analytics system are impacted by user characteristics and how to dynamically adapt

the visualization to such characteristics.

How can we leverage text analysis and visualization techniques to develop ad-

vanced storytelling tools for online conversations? Data storytelling has become

increasingly popular among InfoVis practitioners such as journalists, who may

want to create a visualization from social media conversations and integrate it into

their narratives to convey critical insights. Unfortunately, even sophisticated visu-

alization tools like Tableau 3 offer only limited support for authoring data stories,

requiring users to manually create textual annotations and organize the sequence

of visualizations. More importantly, they do not provide methods for processing

3www.tableau.com
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the unstructured or semi-structured data generated in online conversations.

In this context, we aim to investigate how to leverage NLP and InfoVis tech-

niques for online conversations to create effective semi-automatic authoring tools

for data storytelling. More specifically, we need to devise methods for generating

and organizing the summary content from online conversations and choosing the

sequence in which such content is delivered to users. To this end, we will investi-

gate current research on narrative visualization [67, 112].

6.5 Final Remarks
The overarching goal of this dissertation was to combine text analysis and inter-

active visualization techniques to support users in exploring online conversations.

To that aim, we posed a set of research questions in Chapter 1 that guided the

development of our visual text analytics systems. These research questions were

answered by synthesizing design study methodologies in information visualiza-

tion, text analysis methods specifically designed to deal with conversational data,

and human-in-the-loop computation to deal with noisy text analysis results.

We applied these considerations to the design, implementation, and evalua-

tion of a variety of text analytics systems. Our first system, ConVis addresses the

challenges of exploring and analyzing an asynchronous conversation, by offering

a visual overview of topics, authors, and the thread structure of a conversation

(Chapter 2). Next, MultiConVis moves beyond visualizing a single conversation

to a collection of conversations related to a given query (Chapter 3). It combines

a novel hierarchical topic modeling technique with interactive visualization in or-

der to support users in understanding the discussions and allow them to seemingly

switch from exploring a collection of conversations to a single conversation. We

conducted a series of user studies through informal evaluation, case studies, and

lab-based studies, which revealed significant improvements in user performance

and subjective measures when our systems were compared to traditional blog in-

terfaces. The outcomes from these studies also motivated us to introduce an in-

teractive topic modeling approach. The resulting systems, ConVisIT and Multi-

ConVisIT empower the user in revising the underlying topic models through an

intuitive set of interactive features when the current models are noisy and/or insuf-

156



ficient to support their information seeking tasks (Chapter 4). Finally, the online

deployment of CQAVis, a visual interface for supporting information seeking in

community question answering forums demonstrates that our systems can be ef-

fectively tailored to a specific domain problem – a critical finding that indicates the

generality and applicability of our approach (Chapter 5).

Despite the tremendous advances in NLP and InfoVis, only little effort has

been devoted to combining sophisticated text analysis and interactive visualization

techniques in a synergistic way to address information overload problems. This

dissertation demonstrates that by tightly integrating advanced text analysis and In-

foVis techniques, guided by a human-centered design approach, we can effectively

support users in dealing with these problems in a variety of contexts.

We believe that exploring online conversations is just one example that can be

supported more effectively by combining techniques from text analysis and infor-

mation visualization, guided by a user-centred design approach. Beyond online

conversations, there are many other types of text collections, such as scientific

documents, news articles, and literature, where creating a strong synergy between

these two research areas is critical in addressing the information overload problem.

Therefore, we envision that a similar approach for combining NLP and InfoVis

could also help users in exploring these text collections more efficiently and effec-

tively.

157



Bibliography

[1] Macrumors, 2016 (accessed December 28, 2016). http://macrumors.com/.
→ pages 3, 50, 52, 69

[2] Slashdot, 2016 (accessed January 28, 2016). http://slashdot.com/. → pages
35, 52

[3] Daily Kos, 2017 (accessed February 01, 2017). http://dailykos.com/. →
pages 35, 69

[4] Alexa’s Internet traffic rating service, 2017 (accessed February 25, 2017).
http://www.alexa.com/topsites. → pages 1

[5] ColorBrewer, 2017 (accessed February 25, 2017). http://colorbrewer2.org/.
→ pages 37

[6] Pew Research, 2017 (accessed February 25, 2017).
http://www.pewinternet.org/2016/11/11/social-media-update-2016/. →
pages 1

[7] Wordpress user activities, 2017 (accessed February 25, 2017).
https://wordpress.com/activity/. → pages 1

[8] Illinois Part of Speech Tagger, 2017 (accessed March 09, 2017).
http://bit.ly/1xtjFHe. → pages 57

[9] R. Aggarwal, R. Gopal, R. Sankaranarayanan, and P. V. Singh. Blog,
blogger, and the firm: Can negative employee posts lead to positive
outcomes? Information Systems Research, 23(2):306–322, 2012. → pages
25, 26

[10] E. Alberdi and D. H. Sleeman. Retax: A step in the automation of
taxonomic revision. Artifical Intelligence, 91(2):257–279, Apr. 1997. →
pages 82

158

http://macrumors.com/
http://slashdot.com/
http://dailykos.com/
http://colorbrewer2.org/
http://www.pewinternet.org/2016/11/11/social-media-update-2016/
http://bit.ly/1xtjFHe


[11] D. Andrzejewski, X. Zhu, and M. Craven. Incorporating domain
knowledge into topic modeling via Dirichlet forest priors. In Proceedings
of the International Conference on Machine Learning, pages 25–32, 2009.
→ pages 81, 83, 84

[12] A. Barrón-Cedeño, S. Filice, G. Da San Martino, S. Joty, L. Màrquez,
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Appendix A

Supplementary Materials for
Chapter 3

This appendix contains supplemental materials for Chapter 3, namely the script

used by the experimenter to run the study and questionnaires used during the study.

A.1 Script for User Study
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Script for User Study  

STEP 1: PARTICIPANT GREETING 
Tell Participant: "Thank you for participating in our study. The whole process today will last 

approximately 90 minutes. First you will answer a short pre-study questionnaire.  Then, we will move to 

the main portion of the study, which will involve you reading few blog conversations and writing short 

summaries.    

At the end of the study, you will  be given a short post-study questionnaire." 

Action: Have participant fill out and sign the consent form AND the Record of Participation 

STEP 2: PRE-STUDY QUESTIONNAIRES 
Tell participant: "Now we will have you answer a series of questions”. 

Action: Open up user form. Provide the user_id. The user will fill up the pre-study, then select interface. 

Tell participant: Please fill up the following questionnaires. 

STEP 3: USER TRAINING 
Tell Participant: "OK, now we are going to do the main part of this study." 

Action: Open up browser and set to Full Screen (F11).  

Action: Training tutorial.  

Action: Training tutorial. Open the interface with a sample dataset and demonstrate the key features. 

For the Interface MultiConVis: 

The visual interface consists of three major components including: 1) a Topic Hierarchy which visualizes 

all the topics in the whole collection of conversations using an indented tree representation. 2) The  

Conversation List shows the current set of conversations as a list and 3), a Timeline View presents the 

volume of comments of the whole collection over time. For each conversation: 1) the interface shows 

the sentiment distribution as a stacked bar, 2) and the height of this stacked bar indicates the number of 

comments of this conversation, and 3) the count of topics and authors are represented as horizontal 

bars, and 4) finally a sparkline  represents the volume of comments over time. 

As  you select a particular conversation, the Conversation List is replaced by the ConVis interface, where 
the Thread Overview visually represents the whole conversation encoding the thread structure and how 
the sentiment is expressed for each comment(middle); The Facet Overview presents topics and authors 
circularly around the Thread Overview; and the Detail View presents the actual conversation in a 
scrollable list (right). Here, topics are connected to their related comments as well as to their parents in 
the Topic Hierarchy via curved links.  
 
Demonstrate interactions in List mode: 

- Highlighting by topics 
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- Expand/ collapse topics 
- Sorting conversations 
- Click timeline button to show sentiment over time 
- Filter by time 

 
Demonstrate interactions in Conversation Mode: 

- Hovering the mouse over a facet element 

 - related comments and facets are highlighted 

 - tooltips become visible 

- Clicking over a facet element: 

 - a thick border is drawn along that element 

 - the interface scrolls down to related comments in detail view 

 - topic words are highlighted 

- Hovering over a comment  

 - related topic and author are highlighted 

- Clicking a comment 

 - sentiment words are highlighted 

For the Interface Macrumors: 

- Demonstrate Interactions:  

- Sort the list of conversations 

- Search by keyword 

- Switching between list mode and conversation mode. 
 

STEP 4: SELECT TASK 
Please read the following task. 

Dataset: iPhone bending  

The issue of ‘iPhone bending’ went viral on social media after the iPhone 6 was launched in September 

2014.  This incident triggered a huge amount of discussions in Macrumors, a blog site that regularly 

publishes Apple related news and allows participants to make comments.  

Now, you are going to explore a set of conversations where people are discussing about this issue. You 

can take notes during the exploration using the opened text editor. At the end of exploring and reading 

through the set of conversations, your task is to write a summary of what you think are the major 

discussion points and most insightful comments within the set of conversations. You have 20 minutes to 

complete the task. 

Dataset: iPad release  

iPad air 2 was launched in October 2014.  This event triggered a huge amount of discussions in 

Macrumors, a blog site that regularly publishes Apple related news and allows participants to make 

comments.  
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Now, you are going to explore a set of conversations where people are discussing about this issue. You 

can take notes during the exploration using the opened text editor. At the end of exploring and reading 

through the set of conversations, your task is to write a summary of what you think are the major 

discussion points and most insightful comments within the set of conversations. You have 20 minutes to 

complete the task. 

STEP 5: IN-STUDY QUESTIONNAIRE 
After each task, the participant will fill up a set of in-study questionnaires 

Do the above steps (6-7) two times (perform two tasks with two different datasets). 

STEP 6: POST STUDY QUESTIONNAIRE 
At the end of all the tasks, the participant will fill up a post-study questionnaires 

STEP 7: DEBRIEFING 
Tell Participant: “Thank you very much again for your participation. Would you have any other 

comments or questions?” 

Action: Get Payment form signed 
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PRE-STUDY QUESTIONNAIRES  

 

ID:   ____________________________________________________ 

Gender:   ______________________ 

Age:   _______ 

Occupation: _____________________________________________________________ 

Field of study (if student): _____________________________________________ 

1. How often do you read blogs? 

Never Rarely Occasionally Frequently Very frequently 
 (several times 

a year) 
(several times 

a month) 
(several times 

a week) 
(several times 

a day) 

2. Please rate how strongly you agree or disagree with each of the following statements with respect 

to reading blogs. 

I read blogs for Information 

seeking 

Strongly 

disagree 

disagree neutral agree strongly 

agree 

I read blogs for guidance/ opinion 

seeking 

strongly 

disagree 

disagree neutral agree strongly 

agree 

I read blogs for fact checking strongly 

disagree 

disagree neutral agree strongly 

agree 

I read blogs for sense of my 

belongingness with the blog 

community 

strongly 

disagree 

disagree neutral agree strongly 

agree 

I read blogs for fun and enjoyment strongly 

disagree 

disagree neutral agree strongly 

agree 

I read blogs for political 

surveillance 

strongly 

disagree 

disagree neutral agree strongly 

agree 

I read blogs for anti-traditional 

media sentiment 

strongly 

disagree 

disagree neutral agree strongly 

agree 

I read blogs for blog presentation/ 

characteristics 

strongly 

disagree 

disagree neutral agree strongly 

agree 
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3. What are the types of blogs you generally read? 

 Political 

 Sports 

 Business 

 Technology 

 Health 

 Personal 

 Others (Specify):____________________ 

4. How often do you comment on other people’s blogs? 

Never Rarely Occasionally Frequently Very frequently 
 (several times 

a year) 
(several times 

a month) 
(several times 

a week) 
(several times 

a day) 
 

5. How often do you write your own blog (any type)? 

Never Rarely Occasionally Frequently Very frequently 
 (several times 

a year) 
(several times 

a month) 
(several times 

a week) 
(several times 

a day) 

 

6. On an average how many blog conversations do you read in the same session? 

1-2 3-5 6-10 10-20 >20 
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IN-STUDY QUESTIONNAIRES 

Please rate how strongly you agree or disagree with each of the following statements with respect to 

the interface (A) you have used for exploring blog conversations. 

 

 

I found this interface to be useful for 

browsing conversations  

Strongly 

disagree 

disagree neutral agree strongly 

agree 

I found this interface easy to use  strongly 

disagree 

disagree neutral agree strongly 

agree 

I found this interface enjoyable to use  strongly 

disagree 

disagree neutral agree strongly 

agree 

This interface enabled me to find the 

major points that were discussed in the set 

of conversations. 

strongly 

disagree 

disagree neutral agree strongly 

agree 

This interface enabled me to find more 

insightful comments in the set of 

conversations. 

strongly 

disagree 

disagree neutral agree strongly 

agree 

This interface enabled me to write a more 

informative summary about the major 

points that were discussed in the set of 

conversations. 

strongly 

disagree 

disagree neutral agree strongly 

agree 
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IN-STUDY QUESTIONNAIRES 

Please rate how strongly you agree or disagree with each of the following statements with respect to 

the interface (B) you have just used for exploring blog conversations. 

 
 

I found this interface to be useful for 

browsing conversations  

Strongly 

disagree 

disagree neutral agree strongly 

agree 

I found this interface easy to use  strongly 

disagree 

disagree neutral agree strongly 

agree 

I found this interface enjoyable to use  strongly 

disagree 

disagree neutral agree strongly 

agree 

This interface enabled me to find the 

major points that were discussed in the set 

of conversations. 

strongly 

disagree 

disagree neutral agree strongly 

agree 

This interface enabled me to find more 

insightful comments in the set of 

conversations. 

strongly 

disagree 

disagree neutral agree strongly 

agree 

This interface enabled me to write a better 

summary about the major points that were 

discussed in the set of conversations. 

strongly 

disagree 

disagree neutral agree strongly 

agree 
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I found the topic hierarchy to be useful. 

 

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found visual summary of each conversation 

to be useful.  

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found the visual representation of 

sentiment distribution over time to be 

useful.  

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found the interactive feature for filtering 

conversation by timeline to be useful. 

 

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

The switching between Conversation List 

and Conversation View was easy to 

understand. 

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  
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Appendix B

Supplemental Materials for
Chapter 4

This appendix contains supplemental materials for Chapter 4, namely the script

used by the experimenter to run the study, questionnaires that were used during

the study, and the instructions for human raters who rated the user-generated sum-

maries.

B.1 User Study 1
This section contains the documents for Study 1 as described in Section 4.6.1,

where we compare between ConVisIT, ConVis, and a traditional interface.

B.1.1 Script for User Study
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Script for User Study  

STEP 1: PARTICIPANT GREETING 

Tell Participant: "Thank you for participating in our study. The whole process today will last 

approximately 90 minutes. First, you will answer a short pre-study questionnaire.  Then, we will move to 

the main portion of the study, which will involve you reading few blog conversations and writing short 

summaries.    

At the end of the study, you will  be given a short post-study questionnaire." 

Action: Have participant fill out and sign the consent form AND the Record of Participation 

STEP 2: PRE-STUDY QUESTIONNAIRES 

Tell participant: "Now we will have you answer a series of questions”. 

Action: Open up user form. Provide the user_id. The user will fill up the pre-study, then select interface. 

Tell participant: Please fill up the questionnaires. 

STEP 3: USER TRAINING 

Tell Participant: "OK, now we  are going to do the main part of this study." 

Action: Open up a browser and set to Full Screen (F11).  

Action: Training tutorial. Open the interface with a sample dataset and demonstrate the key features. 

For the Interface ConVis: 

 “The visualization that you see here is called ConVis. It’s a visualization that can be used to explore and 

analyze a blog conversation. 

The Thread Overview visually represents the whole conversation encoding the thread structure and how 

sentiments are expressed for each message(middle). An overview of topics and authors presented 

circularly around the Thread Overview. The actual conversation is presented in a scrollable list (right). 

Here, topics and authors are connected to their related comments via curved links. 

Thread overview: It displays each message of the discussion as a horizontal stacked bar. Each stacked 

bar encodes three different metadata (comment length, position in the thread, and depth of the 

message within the thread) and the sentiment. The stacked bars are vertically ordered according to their 

positions in the thread starting from the top with indentation indicating thread depth. The height of 

each stacked bar encodes the comment length. 

Facet Overview: Both topics and authors are positioned according to their chronological order in the 

conversation starting from top 

- The font size of a topic encodes how much it has been discussed with compared to the other topics 

within the whole conversation. 
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Interactions: 

- Hovering the mouse over a facet element 

 - related comments and facets are highlighted 

 - tooltips become visible 

- Clicking over a facet element: 

 - a thick border is drawn along that element 

 - the interface scrolls down to related comments in detail view 

 - topic words are highlighted 

- Hovering over a comment  

 - related topic and author are highlighted 

- Clicking a comment 

 - sentiment words are highlighted 

For the Interface ConVis-IT: 

Explain and demonstrate the interactive topic revision operations: 

- Split a topic: If a topic is too generic, you can split a topic into further topics by double clicking on it. 

You can collapse back by double clicking on it again. 

- Merge two topics: You can drag one topic over the other to merge them together. 

For Interface Slashdot: 

Explain and demonstrate the basic features of scrolling through comments and expanding/ collapsing a 

parent comment to  show/ hide its children.  

STEP 4: Select Task 

Action: Please select a conversation from the list here (but not the one that was used before). 

Please read the following task. 

Your are going to explore the selected conversation according to your own interest. You can take notes 
during the task either on opened text editor or on paper. At the end of reading the conversation you can 
write a summary of the key points you find within the conversation. You have 15 minutes to work on the 

task. 

STEP 5: In-Study Questionnaires 

Action: Please fill up the questionnaire based on your experience with the interface you just used. 

Do the above steps (4-5) three times (perform three tasks). 

STEP 6: Post-study questionnaires 

At the end of all the tasks, the participant will fill up a post-study questionnaires 
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STEP 7: DEBRIEFING 

Tell Participant: “Thank you very much again for your participation. Would you have any other 

comments or questions?” 

Action: Get Payment form signed 
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PRE-STUDY QUESTIONNAIRES  

 

ID:   ____________________________________________________ 

Gender:   ______________________ 

Age:   _______ 

Occupation: _____________________________________________________________ 

Field of study (if student): _____________________________________________ 

 

1. How often do you read blogs? 

Never Rarely Occasionally Frequently Very frequently 
 (several times 

a year) 
(several times 

a month) 
(several times 

a week) 
(several times 

a day) 

2. What are your major motivations for reading blogs (Circle multiple options if relevant)? 

strongly 

disagree 

disagree neutral agree strongly 

agree 

Information seeking 

strongly 

disagree 

disagree neutral agree strongly 

agree 

Guidance/ opinion seeking 

strongly 

disagree 

disagree neutral agree strongly 

agree 

Fact checking 

strongly 

disagree 

disagree neutral agree strongly 

agree 

Sense of belongingness with the Blog 

users/community 

strongly 

disagree 

disagree neutral agree strongly 

agree 

Fun and enjoyment 

strongly 

disagree 

disagree neutral agree strongly 

agree 

Political surveillance 

strongly 

disagree 

disagree neutral agree strongly 

agree 

Anti-traditional media sentiment 

strongly 

disagree 

disagree neutral agree strongly 

agree 

Blog presentation/characteristics 
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3. What are the types of blogs you generally read? 

 Political 

 Sports 

 Business 

 Technology 

 Health 

 Personal 

 Others (Specify):____________________ 

4. How often do you comment on other people’s blog? 

Never Rarely Occasionally Frequently Very frequently 
 (several times 

a year) 
(several times 

a month) 
(several times 

a week) 
(several times 

a day) 
 

5. How often do you write blog (any type)? 

Never Rarely Occasionally Frequently Very frequently 
 (several times 

a year) 
(several times 

a month) 
(several times 

a week) 
(several times 

a day) 

 

6. How often do you use blogs to make a decision/ choice? 

Never Rarely Occasionally Frequently Very frequently 
 (several times 

a year) 
(several times 

a month) 
(several times 

a week) 
(several times 

a day) 
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IN-STUDY QUESTIONNAIRES 

Please rate how strongly you agree or disagree with each of the following statements with respect 

to the interface (Slashdot) you have used for exploring blog conversations. 

 

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found this interface to be useful for 

browsing conversations  

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found this interface easy to use  

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found this interface enjoyable to use  

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

This interface enabled me to find more 

insightful comments 

 

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found the indented-list representation of 

the conversation to be useful  

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

Scrolling through the long conversation is 

useful for finding more insightful 

comments. 

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

Showing  the detailed comments  only 

(without any overview) is useful for 

browsing conversations  
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IN-STUDY QUESTIONNAIRES 

Please rate how strongly you agree or disagree with each of the following statements with respect 

to the interface (ConVis) you have used for exploring blog conversations. 

 

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found this interface to be useful for 

browsing conversations  

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found this interface easy to use  

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found this interface enjoyable to use  

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

This interface enabled me to find more 

insightful comments 

 

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found the visual representation 

of the discussion topic/ author to 

be useful  

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found visual representation 

of the thread overview to be 

useful 

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found the highlighting 

the relations between 

topic and author to be 

useful 

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found the selection of  

comments based on topic/ 

author to be useful for 

navigating long conversation 
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IN-STUDY QUESTIONNAIRES 

Please rate how strongly you agree or disagree with each of the following statements with respect 

to the interface (ConVisIT) you have used for exploring blog conversations. 

 

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found this interface to be useful for 

browsing conversations  

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found this interface easy to use  

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found this interface enjoyable to use  

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

This interface enabled me to find more 

insightful comments 

 

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found the feature of splitting a topic 

further into sub-topics to be useful.  

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found the feature of merging topics 

together to be useful.  
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B.1.3 Evaluating User-Generated Summary by Human Raters
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B.2 User Study 2
This section contains the documents for Study 2 as described in Section 4.6.2,

where we compare between ConVisIT, ConVis, and a traditional interface.

B.2.1 Script for User Study
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Script for User Study  

STEP 1: PARTICIPANT GREETING 
Tell Participant: "Thank you for participating in our study. The whole process today will last 

approximately 90 minutes. First, you will answer a short pre-study questionnaire.  Then, we will move to 

the main portion of the study, which will involve you reading few blog conversations and writing short 

summaries.    

At the end of the study, you will  be given a short post-study questionnaire." 

Action: Have participant fill out and sign the consent form AND the Record of Participation 

STEP 2: PRE-STUDY QUESTIONNAIRES 
Tell participant: "Now we will have you answer a series of questions”. 

Action: Open up user form. Provide the user_id. The user will fill up the pre-study, then select interface. 

Tell participant: Please fill up the following questionnaires. 

STEP 3: USER TRAINING 
Tell Participant: "OK, now we are going to do the main part of this study." 

Action: Open up a browser and set to Full Screen (F11).  

Action: Training tutorial.  

Action: Training tutorial. Open the interface with a sample dataset and demonstrate the key features. 

Features in MultiConVis: 

The visual interface consists of three major components including: 1) a Topic Hierarchy which visualizes 

all the topics in the whole collection of conversations using an indented tree representation. 2) The  

Conversation List shows the current set of conversations as a list and 3), a Timeline View presents the 

volume of comments of the whole collection over time. For each conversation: 1) the interface shows 

the sentiment distribution as a stacked bar, 2) and the height of this stacked bar indicates the number of 

comments of this conversation, and 3) the count of topics and authors are represented as horizontal 

bars, and 4) finally a sparkline  represents the volume of comments over time. 

As  you select a particular conversation, the Conversation List is replaced by the ConVis interface, where 
the Thread Overview visually represents the whole conversation encoding the thread structure and how 
the sentiment is expressed for each comment(middle); The Facet Overview presents topics and authors 
circularly around the Thread Overview; and the Detail View presents the actual conversation in a 
scrollable list (right). Here, topics are connected to their related comments as well as to their parents in 
the Topic Hierarchy via curved links.  
 
Demonstrate interactions in List mode: 

- Highlighting by topics 
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- Expand/ collapse topics 
- Sorting conversations 
- Click timeline button to show sentiment over time 
- Filter by time 

 
Demonstrate interactions in Conversation Mode: 

- Hovering the mouse over a facet element 

 - related comments and facets are highlighted 

 - tooltips become visible 

- Clicking over a facet element: 

 - a thick border is drawn along that element 

 - the interface scrolls down to related comments in detail view 

 - topic words are highlighted 

- Hovering over a comment  

 - related topic and author are highlighted 

- Clicking a comment 

 - sentiment words are highlighted 

- Adding summary to topics:  

- You can summarize the keypoints that were discussed about a topic, by clicking on the summary 

icon of that topic node. 

Additional features in MultiConVisIT: 

Explain topic hierarchy revision features: 

You can revise the topic hierarchy presented here according to your own needs. For example, if you think 

that the current topic is too broad, you can ask the system to show fewer more generic children nodes, by 

either double clicking or selecting the menu by right clicking on it. You can also remove this additional 

level of children by double clicking on the parent topic.  

You can also change the topic assignment by dragging one topic over another topic. There are two ways 

to do this: 1) you can merge a topic as a sibling to another topic, 2) you can place it as a child to another 

topic. 

If you feel that a topic is less relevant, or doesn’t make any sense, you can drag that topic to the recycle 

bin. 

You can also rename a topic if the current topic does not represent its corresponding textual comments. 

This is critical for creating a more informative summary because the name of the topic needs to match the 

major discussion points of the summaries. 

Finally, at any time you can undo the last topic revision operation you have made, by clicking on the undo 

button. 
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STEP 4: Select Task 
Please read the following task. 

For Dataset iPhone bending: 

The issue of ‘iPhone bending’ went viral on social media after the iPhone 6 was launched in September 

2014.  Soon after the product was released, some people claimed that this new phone can easily bend in 

the pocket while sitting on it. This incident triggered a huge amount of discussions in Macrumors, a blog 

site that regularly publishes Apple related news and allows participants to make comments.  

You are working for Apple as a business analyst. Your task is to find the major discussion points about 

the iPhone bending issue and summarize each of them under the most appropriate corresponding topic. 

The final outcome will be a summary of conversations organized according to a topic hierarchy that you 

will have to show and discuss with your colleagues. So you want to make sure that the topic hierarchy 

and the summary of major discussion points are as informative and as clear as possible. 

You have 30 minutes to work on the task. 

For Dataset iPad release: 

The iPad air 2 was launched in October 2014.  This event triggered a huge amount of discussions in 

Macrumors, a blog site that regularly publishes Apple related news and allows participants to make 

comments.  

You are working for Apple as a business analyst. Your task is to find the major discussion points about 

the iPad release issue and summarize each of them under the most appropriate corresponding topic. The 

final outcome will be a summary of conversations organized according to a topic hierarchy that you will 

have to show and discuss with your colleagues. So you want to make sure that the topic hierarchy and the 

summary of major discussion points are as informative and as clear as possible. 

You have 30 minutes to work on the task. 

STEP 5: IN-STUDY QUESTIONNAIRE 
After each task, the participant will fill up a set of in-study questionnaires 

Do the above steps (6-7) two times (perform two tasks with two different datasets). 

STEP 6: POST STUDY QUESTIONNAIRE 
At the end of all the tasks, the participant will fill up post-study questionnaires 

STEP 7: DEBRIEFING 
Tell Participant: “Thank you very much again for your participation. Would you have any other 

comments or questions?” 

Action: Get Payment form signed 
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B.2.2 Questionnaires
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PRE-STUDY QUESTIONNAIRES  

 

ID:   ____________________________________________________ 

Gender:   ______________________ 

Age:   _______ 

Occupation: _____________________________________________________________ 

Field of study (if student): _____________________________________________ 

1. How often do you read blogs? 

Never Rarely Occasionally Frequently Very frequently 
 (several times 

a year) 
(several times 

a month) 
(several times 

a week) 
(several times 

a day) 

2. Please rate how strongly you agree or disagree with each of the following statements with respect 

to reading blogs. 

I read blogs for Information 

seeking 

Strongly 

disagree 

disagree neutral agree strongly 

agree 

I read blogs for guidance/ opinion 

seeking 

strongly 

disagree 

disagree neutral agree strongly 

agree 

I read blogs for fact checking strongly 

disagree 

disagree neutral agree strongly 

agree 

I read blogs for sense of my 

belongingness with the blog 

community 

strongly 

disagree 

disagree neutral agree strongly 

agree 

I read blogs for fun and enjoyment strongly 

disagree 

disagree neutral agree strongly 

agree 

I read blogs for political 

surveillance 

strongly 

disagree 

disagree neutral agree strongly 

agree 

I read blogs for anti-traditional 

media sentiment 

strongly 

disagree 

disagree neutral agree strongly 

agree 

I read blogs for blog presentation/ 

characteristics 

strongly 

disagree 

disagree neutral agree strongly 

agree 
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3. What are the types of blogs you generally read? 

 Political 

 Sports 

 Business 

 Technology 

 Health 

 Personal 

 Others (Specify):____________________ 

4. How often do you comment on other people’s blogs? 

Never Rarely Occasionally Frequently Very frequently 
 (several times 

a year) 
(several times 

a month) 
(several times 

a week) 
(several times 

a day) 
 

5. How often do you write your own blog (any type)? 

Never Rarely Occasionally Frequently Very frequently 
 (several times 

a year) 
(several times 

a month) 
(several times 

a week) 
(several times 

a day) 

 

6. On an average how many blog conversations do you read in the same session? 

1-2 3-5 6-10 10-20 >20 
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IN-STUDY QUESTIONNAIRES 

Please rate how strongly you agree or disagree with each of the following statements with respect to 

the interface (A) you have just used for exploring blog conversations. 

 
 

I found this interface to be useful for 

browsing conversations  

Strongly 

disagree 

disagree neutral agree strongly 

agree 

I found this interface easy to use  strongly 

disagree 

disagree neutral agree strongly 

agree 

I found this interface enjoyable to use  strongly 

disagree 

disagree neutral agree strongly 

agree 

This interface enabled me to find the 

major points that were discussed in the 

set of conversations. 

strongly 

disagree 

disagree neutral agree strongly 

agree 

This interface enabled me to find more 

insightful comments in the set of 

conversations. 

strongly 

disagree 

disagree neutral agree strongly 

agree 

This interface enabled me to write a 

better summary about the major points 

that were discussed in the set of 

conversations. 

strongly 

disagree 

disagree neutral agree strongly 

agree 
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I found the topic hierarchy to be useful. 

 

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found visual summary of each conversation to 

be useful.  

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found the visual representation of sentiment 

distribution over time to be useful. 

 

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found the interactive feature for filtering 

conversation by timeline to be useful. 

 

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

The switching between Conversation List and 

Conversation View was easy to understand. 

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  
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IN-STUDY QUESTIONNAIRES 

Please rate how strongly you agree or disagree with each of the following statements with respect to 

the interface (B) you have just used for exploring blog conversations. 

 

 

 

I found this interface to be useful for 

browsing conversations  

Strongly 

disagree 

disagree neutral agree strongly 

agree 

I found this interface easy to use  strongly 

disagree 

disagree neutral agree strongly 

agree 

I found this interface enjoyable to use  strongly 

disagree 

disagree neutral agree strongly 

agree 

This interface enabled me to find the 

major points that were discussed in the 

set of conversations. 

strongly 

disagree 

disagree neutral agree strongly 

agree 

This interface enabled me to find more 

insightful comments in the set of 

conversations. 

strongly 

disagree 

disagree neutral agree strongly 

agree 

This interface enabled me to write a 

better summary about the major points 

that were discussed in the set of 

conversations. 

strongly 

disagree 

disagree neutral agree strongly 

agree 
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I found the feature of showing less 

subtopics to a parent topic to be useful. 

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found the feature of showing more 

subtopics to a parent topic to be useful. 
strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found the feature of merging topics as 

siblings topic together to be useful. 
strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found the feature of adding topics as 

children topic of another topic node to be 

useful. 

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  

I found the feature of removing 

irrelevant topics to recycle bin to be 

useful 

strongly 

disagree  

disagree  neutral  agree  strongly 

agree  
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B.2.3 Evaluating User-Generated Summary by Human Raters
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Appendix C

Supplemental Materials for
Chapter 5

This appendix contains supplemental materials for Chapter 5, namely the question-

naires used during the study.

C.1 User Study

210



Figure C.1: The introduction page.
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Figure C.2: The post-study questionnaire regarding the user’s subjective ex-
perience.
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Figure C.3: The post-study questionnaire regarding the user’s background
and prior Web experience.
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Appendix D

Participant Consent Forms

The following consent form was used for the user study in Chapter 4. A consent

form with identical wording was used in Chapter 3, with the exceptions about

the amount of of payment ($15 instead of $20) and the duration of the study (75

minutes instead of 90 minutes).
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      THE UNIVERSITY OF BRITISH COLUMBIA 
 
 Department of Computer Science 

 2366 Main Mall 

 Vancouver, B.C., V6T 1Z4 

 

 

Date:  

 

Research Participant Consent Form 
 

Principal Investigators 

 

Dr. Giuseppe Carenini, Associate Professor, Department of Computer Science, 

University of British Columbia,  (xxx) xxx – xxxx 

 

Research Assistants 

Enamul Hoque Prince, Doctoral Student, Department of Computer Science, University of 

British Columbia, (xxx) xxx-xxxx 

 

Project Purpose and Procedures 

The purpose of this study is to investigate the potential of different visualization methods 

to better support the users in finding information from conversations. You will fill up a 

pre-study questionnaire about your demographic and expertise. Then, you will perform 

few tasks using the given visual interfaces. Each task will consist of presenting 

conversational data along with a textual question on the displayed data. You will  read the 

conversations and answer the questions by using keyboard/ mouse. Finally, you will be 

interviewed regarding your experience using the studied visual interfaces. This study will 

take a maximum of 90 minutes. 

 

Restrictions on participation 

All participants should have self-reported normal visual acuity (at least 20/50 acuity with 

correction) and self-reported normal (unassisted) hearing. 

 

Confidentiality 

Your identity will be kept strictly confidential.  All of your data/ results will be kept 

completely anonymous.  None of the forms will contain any information that would 

permit anyone to link the results with you.  The test forms will be coded to protect your 

anonymity and will be stored in a secured laboratory room and/or a password-protected 

server. 

 

Remuneration/Compensation 

This experiment will take a maximum of 90 minutes to complete, and you will receive 

twenty dollars for your participation. 
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Contact Information About the Project 

If you have any questions or require further information about the study you may contact 

Giuseppe Carenini at (604) 822 – 5109 or by Email at carenini@cs.ubc.ca. 

 

Contact for information about the rights of research subjects 

If you have any concerns about your treatment or rights as a research subject, you may 

contact the Research Subject Information Line in the UBC Office of Research Services at 

604-822-8598. 

 

Consent 

We intend for your participation in this study to be pleasant and stress-free.  Your 

participation is entirely voluntary and you may refuse to participate or withdraw from the 

study at any time.  

 

Your signature below indicates that you have received a copy of this consent form for 

your own records. 

 

Your signature indicates that you consent to participate in this study.  You do not waive 

any legal rights by signing this consent form. 

 

 

I, ________________________________, agree to participate in the study as outlined 

above. My participation in this study is voluntary and I understand that I may withdraw at 

any time. 

 

_______________________________________________________________________ 

Participant’s Signature                                     Email Address                                  Date 

 

 

____________________________________________________ 

Investigator’s Signature                                       Date 
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