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Abstract

In this paper we address the problem of delay constrained minimiza-
tion of leakage power of CMOS digital circuits for dual V- technol-
ogy. A novel and efficient heuristic alogrithm based on circuit graph
enumeration is proposed. The experimental results on the MCNC91
benchmark circuits show that up to an order of magnitude powerre-
duction can be achieved without any increase in delay.

1 Introduction

CMOS has long been considered the technology of choice for low
power applications. The continuous shrinking of feature sizes has
made it possible to achieve ever greater integration of complex func-
tions on a single chip. This capability has also fueled an explosive
growth in the market for high performance portable computing and
communications systems. However, the higher chip densities have
resulted in a one to two orders of magnitude increase in the power
consumption of many high-end processors. The point is rapidly be-
ing reached where reduction of power consumption becomes the
single most important hurdle that designers and manufacturers must
face.

Power consumption in CMOS circuits can be expressed as the
sum of the (average) switching power (P,.,), the short-circuit power
(Psc) and the leakage power (Picak). Pay is due to the charging and
discharging of load capacitances as logic gates transition between
0 and 1. It is typically expressed as CL V2, E(t), where Cy, is the
load capacitance, Va4 is the supply voltage and E(¢) is the expected
number of times that the gate switches. P, is due the existence of a
conducting path between the Viq and ground during the brief period
when a gate switches, and Pi.q is due to the leakage current caused
by the stored charge in the drain junctions leaking away and due
to devices that conduct while in the off-state (subthreshold conduc-
tion). With relatively larger devices, i.e., significantly larger than
lum, Psy, is the dominant component. The quadratic dependence
of Py, on Vyq indicates that reducing the supply voltage will have
the greatest impact on reducing P,,,. Additionally, Cy, is reduced
by the reduced dimensions of the devices and by circuit design and
layouttechniques. Finally, a significant number of results have been
reported on techniques to reduce the switching activity (E(t)).
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Scaling down the supply voltage has the most significant impact
on the power dissipation. This also avoids hot-carrier effects in short
channe] devices. However, the threshold voltage Vi has also to be
scaled down because otherwise it has a much greater detrimental im-
pacton the delay when small geometry devices are used [4]. Thus
scaling Vo by the same factor as Vya is needed so as not to adversely
impact delay. However, reducing Vo in small geometry MOSFETs
results in a exponential increase in the stand-by current [1]. Sim-
ulation results given in [5] show that the power dissipation due to
the standby current dominates the switching power at low threshold
voltages. The standby current increases as the subthreshold swing
increases, and the subthreshold swing increases with increased dop-
ing density and reduced gate length, both of which happen for small
geometry devices.

It is now clear that optimal design of CMOS circuits that em-
ploy submicrondevicesrequiring operation atlow voltages involves
a number of complex tradeoffs, involving device dimensions, the
supply voltage, and the threshold voltage. One relatively recent de-
velopment is the use of multiple threshold voltage CMOS (MTC-
MOS) [10], which is relatively easy to implement. If only two
threshold voltages are considered (dual threshold CMOS - DTC-
MOS), then the threshold voltage of an appropriate subset of the de-
vices can be assigned the higher threshold voltage by including an
extra implant step [10].

In [9], an approach to simultaneously optimize the supply volt-
age, threshold voltage and transistor sizes assuming MTCMOS is
presented. Their approachis basedon first assigning delays to all the
gates without violating the cycle time constraint. Then the optimal
supply and threshold voltage and transistor width of each gate are
determined so as to minimize power consumption. Although their
algorithm has the flexibility of assigning different threshold volt-
ages, the results reported were based on a single threshold voltage.
Their results indicate significantreduction in total power dissipation
and energy. It must be pointed out that their estimation of the leak-
age power does not take in account the signal probabilities, which
could result in significant errors in the estimates.

In [10], an MTCMOS circuit structure is proposed and analyzed.
The circuit consists of a network of transistors that have low Vr.
The network is connected to ground through a high Vi gating tran-
sistor that is off during the inactive period and on during the active
period. In this way the standby current is reduced. This approach
introduces some complications for circuit design. For example, re-
verse conduction paths may exist which tend to reduce the noise
margins or in the worst case, result in complete failure of the gate.
Additionally, the leakage power dissipated when the system is in
the active mode will not be reduced. Finally, extra chip area is re-
quired for the high Vi gating transistors and the associated routing
of wires.

The availability of two or more threshold voltages on the same
chip provides a new opportunity for circuit designers to make trade-
offs between power and delay. In this paper the problem of optimal
assignmentof threshold voltages to transistors in a CMOS logic cir-
cuit is defined, and an efficient algorithm for its solution is given.


http://crossmark.crossref.org/dialog/?doi=10.1145%2F288548.289076&domain=pdf&date_stamp=1998-11-01

This problem will be referred to as the Dual Vr Selection problem,
since only two threshold voltages, alow Vo and a high Vr, are con-
sidered.

The rest of the paper is organized as follows. Section 2 contains
a summary of the power and delay models recently investigated by
other researchers. In Section 3, a formal statement of the Dual Vp
Selection problem is given. A new algorithm to solve this problem
is described in Section 4. Some implementation issues are discussed
in Section 5. The effectiveness of the proposed algorithm is exam-
ined by carrying outextensiveexperiments on MCNC91 benchmark
circuits. The results of these experiments are given in Section 6. Fi-
nally, conclusions and directions for future work are discussed in
Section 7.

2 Preliminaries

In this section background material on models used for estimating
power dissipation for short channel MOSFETs and the models used
to compute delay are presented.

2.1 Leakage Power Model of MOSFET’s

For a single NMOS(PMOS) device, the Berkeley Short-Channel
IGFET model (BSIM) [1] is used to estimate the leakage power dis-
sipation. In the BSIM model, the threshold voltage is expressed as:

Vo = Vrpo ~ nVaa, 1)
Vro = Vre +¢s + k1\/¢s — Vas — k2(¢s — VBs), (@

where Vi g is the flatband voltage, ¢, is two times the Fermi poten-
tial, Vigg is the substrate reverse bias, k, is the body-effect factor,
and k, and 5 model the threshold lowering effects of short channel
MOSFET’s. The leakage current for NMOS transistors working in
the week inversion region, ie. Vgs =0, is given by

I, = Lexp((Vygs — V1) /nV2)(1 — ezp(—Vas/V2)),  (3)

where V; is the thermal voltage (= 25mV at room tem-
perature), n is the subthreshold slope coefficient, and Io
ptoCoz (W/L)V{2e'®. The leakage current formula for a PMOS de-
vice is similar.

Equation (3) gives a simple formula for the leakage current for
a single NMOS device. In CMOS logic gates consisting of series-
parallel networks of PMOS and NMOS devices, the leakage current
through devices in parallel can be taken to be the sum of the indi-
vidual leakage currents. However, the leakage current through a se-
ries of MOSFETs requires careful analysis of different combinations
of the on and off devices. In [5], simple analytical formulas for the
leakage current through a stack of one, two and three MOSFETS are
given. In addition, the leakage current for stacked NMOS devices
is related to the single NMOS leakage current as follows.

n V,
Ij:Ip:lg=e w11 0.56, ()]

where I,; (1=1,2,3) is the leakage current for { stacked MOSFET’s.
I3 is given by (3). Equation (4) shows that the leakage power of a
CMOS gate depends on the state of inputs and the threshold value of
the corresponding transistor. With this in mind, consider a 2-input
CMOS NAND gate shown in Figure 1. For simplicity the PMOS
and NMOS transistors driven by the the same input are assumed
to have the identical threshold voltages, although different NMOS
transistors can have different threshold voltages. The leakage power
of the gate under different input combinations is summarized in Ta-
ble 1.

T4, and I§ ,, are the leakage currents for the single NMOS de-
vice of input A and B respectively. These may be different due to
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their different threshold voltages. I p is the leakage current of the
single PMOS device of input A. This value can also be different
from T4 , since the two transistors may have different sizes. I35,
is the leakage current when both NMOS devices A and B are off and
the output C is high. Although A and B may have different thresh-
old voltages, for simplicity, I5, is taken to be the smaller of I35 ,,
and [ ﬁ,n. This is a conservative approximation but will not lead
to significant errors since from (4) the leakage power of two series
connected MOSFETs is much less than that of a single MOSFET.
All these quantities can be obtained directly from (4).

The overall average leakage power dissipation can be expressed
as follows:

P =Vaax[p(AB) * I55, + p(AB) * Ifi » +
P(AB) * I n + p(AB) * (I p + 31 p)] ®)

where p(e) are the signal probabilities for the different input com-
binations. To accurately estimate the leakage power, the exact
probabilities for each combination have to be found. This may be
achieved using BDDs. However, in most practical cases, the signal
probabilities at the gate inputs and outputs are obtained by either lo-
cal probability propagation or by logic simulation.

2.2 Delay Model
221 Gate Delay Model

An accurate and computationally efficient model for a short chan-
nel MOSFET is described in [4]. The model, called the nth power
law, is an extension of the alpha-power law model [3], but is much
more accurate. The nth power law model has been shown to accu-
rately represent the ] — V characteristics of short channel MOS-
FET’s down to 0.25-um channel length. The CMOS inverter prop-
agation delay and output transition delay formula derived from the
MOSFET’s model predicts the circuit behavior for modern submi-
crometer designs very well. For CMOS gate delays, it was found
that IV series-connected MOSFET’s (SCMS) would show less than
N times the delay compared to a single MOSFET for submicrome-
ter designs [3]. That is,

delay(SCMS)

delay(inverter) =1+{(N-1)
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where ¢ is a technology dependent parameter and 0 < { < 1 for
most current submicrometer technologies.

To compute the circuit delay, standard static timing analysis
is used. For each gate n of a circuit we define three values:
AT(n), RT(n) and S(n), which are the arrival time, required time
and slack for the gate n. The arrival time AT'(n) is the worst delay
from the primary inputs to gate n. Given the arrival time at primary
inputs, the arrival time of gate n is obtained by
(AT(3) + di(n)),

AT(n) = )

max
Yi
i1 € faninsof n

where d;(n) is the pin-to-pin delay from the input i of gate 1 to the
output of gate n. This quantity is computed using the nth power
law model. Note that the interconnect delay is not considered in the
delay computation. The required time is the latest time the signal
has to arrive at the output of gate n. Given the required time at each
primary output, the required time at the output of gate n is obtained
by

RT(n) = (RT(5) —da(3)),  ®

min
ey
i € fanoutsof n

where dy,(7) is the pin-to-pin delay from the inut of gate j that is
fed from gate n; to the output of gate 7. This delay is also computed



using the nth power law model. The slack is defined as S(n) =
RT(n) — AT(n). The set of gates that has the minimal slack value
constitute the critical path of the circuit. If no gate in the circuit has
a negative slack, then timing constraints are satisfied [11].

3 Problem Definition

A combinational circuit is represented by a directed acyclic graph
(DAG) G = (V, E). Each node and edge in G corresponds to a
gate and a connection in the circuit respectively. The general form
of the dual-Vr optimization problem is to assign one of two thresh-
old voltages, V hign and V10w, to each transistor such that some
cost function is optimized subject to constraints. Since the PMOS
and NMOS transistors that are connected to the same signal have
the same threshold voltage, the different threshold voltages of the
transistors are represented by labeling each connectione;; € E
by zi;, where z;; = 0 (z;; = 1) means that the PMOS and
NMOS transistors that are driven by edge e;; have a Vr = Vi pign
(Vr = Vrjiow)-

The dual-Vr selection problem can be viewed in one of two
ways - either delay can be optimized subject to constraints on power
or visa versa. The algorithm presented here attempts to reduced the
standby power subject to the constraint of not increasing the delay.
Thus, the procedure starts with a combinational circuit where all the
devices are assumed to have their threshold voltage setto V1., and
selects a subset of devices whose threshold voltage will be changed
to Vo nigh, without increasing the delay. This is formally expressed
as follows: Given a combinational circuit, represented as a DAG
G = (V, E), and with all the devices having their threshold volt-

age set 10 V1 10w,
Z zij A Pey;
Veij €EE
subjectto zi; =0,1andS(n) >0, Vne V

mazimize

where A P, ; is the reduction in the leakage power when the thresh-
old voltage associated with edge e;; is changed from Vr,ow t0
Vr,nigh. The required time for each primary output is defined
to be the worst case delay of the original circuit where all the de-
vices have their threshold voltage set to Vi 1ow. Thus, the initial
circuit is the fastest implementation with all the other parameters
being fixed. This is a constrained 0-1 programming problem with
non-linear constraint functions. In the following section an efficient
heuristic procedure to solve this problem is described. The effec-
tiveness of the algorithm will demonstrated through experiments on
the MCNC91 benchmark circuits. Note: The proofs of the Lemmas
are simple and are ommitted here in the interest of brevity.

4 The Algorithm

Definition 1 Lete;, be anedgeof G = (V, E). e;j is saidto befea-
sible iff changing the thresholdvoltage of e;; from Vp 10w 10 Vi pig,
does not result in making the slack of gates i and j negative.

Given the delay information of the gates, the feasibility of an edgeis
determined as follows. An edge e;; is feasible if its threshold volt-
ageis Vrjow andey < S(j)andep < S(i) whereey = AT(3)+
di(j) ~ AT(j),andep = RT(3)+df (5)— RT(5). df () is the
pin-to-pin delay when the threshold voltage of edge e;; is Vi hign.
Since non-feasible connections are guaranteed not be included in
any selection, only feasible connections need to be considered.!

INote for the of simplicity, although the output rise and fall delays have
not been differentiated so far in the presentation, they are accounted for in
the implementation.
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Definition 2 A weight w(e;;) is assignedto each edge ;5 in G =
(V, E) as follows:

AP,
w(eij) = { 0, d

A solution to the dual-Vr problem is to identify the largest subset
Su C E(SL = E— Sg), suchthat changing the threshold voltage
of the edges in Sy to Vo nign Will not violate the delay constraints.
The heuristic procedure to be described consists of two steps. First,
instead of finding the largest feasible subsetof edges, a maximal fea-
sible subsetis determined. Thatis, a subsetthat has the property that
if another edge is added to it, it is no longer feasible, i.e., it violates
the delay constraint. A maximal feasible subsetis a locally optimal
solution. To escape from this with the intent of finding a possibly
better one, a second step, called swapping, is carried out. This swaps
elements from S, and Sy to increase the weight of the maximal set.
The weight of a set of edges is the total power reduction when the
threshold voltage of all edges in the set is changed from V1o to
Vo, high-

if ei; is feasible } ©

if e¢5 is not feasible.

4.1 Construction of an Initial Solution

Definition 3 A cut C of a directed acyclic graph G = (V, E) isa
partition of the nodes of V' into two disjoint sets, i.e. C = (S,5).
The forward cut edges are those edges e;; € E suchthati € S
andj € 'S. Similarly, the backward cut edges are all those edges
ei; € Esuchthati € Sandj € S. Aforward cut Cy of G is
a cut where all cut edges are forward cut edges.

Lemma1l Let Cy be aforward cut of a DAG G = (V, E). Let e,

and e, be any two edges in the set of forward cut edges. Then e, is
neither in the transitive fanin cone nor the transitive fanout cone of
€2.

Lemma 2 Givenaforwardcut of the circuit graph G, changing the
thresholdvoltage of all the forward cut edges that are feasible from
V10w 0 Vi hign will not increase the circuit delay.

In the rest of the paper, a forward cut will be referred to simply as
acut. A simple algorithm to find a good intial solution can obtained
by iteratively finding the maximum weighted cut of the circuit graph
until the weight of the cut becomes zero. Note that after changing
the threshold voltages of all edgesin a cutto Vr,hign, the timing in-
formation of the circuit has to be updated and the edge weights have
to be re-evaluated since their feasibility may have been changed.
The problem of finding a maximum weighted cut of a graph is NP-
Complete. A heuristic employed here is to define a special type of
a cut which can be easily identified and where the total number of
such cuts is sufficiently small that they can be enumerated. One such
class of cuts is based on the topological level of the gates.

Given a combinational circuit, the level of a primary input s zero,
and the level of a gate is the one more than maximum of the levels
of all its fanin gates.

Definition 4 Given a circuit graph G = (V, E) correspond-
ing to a levelized combinational circuit, the level k partition of
G is a partion of V into (S,S) such that (I) Vi € &,
levelli) < k; (2)Vj € S level(j) > k; and (3)
0< k < max(level(n)), Yv € V.

Clearly, the level k partition is a forward cut. The procedure out-
lined in Figure 2 finds an initial solution by iteratively finding the
maximum level-k cut of the current weighted circuit graph until no
other cut with a non-zero weight can be found.

Figure 3 shows an example of how the procedure works. As-
sume that the circuit graph shown in Figure 3(a) is the current state.



The circuit has three level cuts and steps 6 through 9 of the pro-
cedure initsolution will result in a level ¢ — 1 cut with the maxi-
mum weight of 21. Recall that an edge of weight of zero means
that the edge is either non-feasible or its threshold voltage is already
Vir,high. Therefore all the edges in the level § — 1 cut with positive
weight (edges {eac, etd, €be})» Will be included in the intial solu-
tion and their threshold voltages will be changedto Vi nign (steps12
and 13). At this point a static timing analysis is performed and the
weights of the edges will be updated (step 14, 15). For example, af-
ter changing the weights of the edgesin the level i—1 cutto Vo, nign,
the weight of the edge egx changes from 14 to 0. Thus edge egy, is
now unfeasible. The new weighted circuit graph is shown in Fig-
ure 3(b). The loop containing steps 3 through 16 will be repeated
on the new circuit graph until the weights of all edges become zero.

Lemma 3 Procedureinitsolution (Figure 2) returns a maximal set
of edgeswhose threshold voltages canbe simultaneously changedto
Vir,hign Without increasing the delay.

Corollary 1 After the termination of the procedure initsolution, no
edge in the circuit graph is feasible.

4.2 Improving the initial Maximal Set by Swapping

The result of procedure initsolution (Figure 2) is a partition of the
edges of the circuit graph into two disjoint sets, S, and 5;, where Sy,
is the setof edges whose threshold voltages will be Vp,hign and 51 is
the set of edges whose threshold voltages will be Vr,1.,. Lemma3
states that the set of edges with Vz pign’s is maximal in the sense
that no more edges can be added to Sy, (from S7) without increasing
the delay. Since the objective function is non-negative, this setis a
locally optimal solution.

To escape for a locally optimal solution, a swapping procedure is
carried out. An outline of this procedure is shown in Figure 4. The
basic idea here is to move edges from Sy with a total weight that is
as small as possible into the set St and to move edges from Sy, into
Sh whose total weight is as large as possible, without increasing the
delay. Note that Corollary 1 states that none of the edges are feasible
in the initial solution.

After some edge is moved from the set Sj, into Sy, there may be
some previously unfeasible nets that become feasible. These are po-
tential candidates for being moved from S; into Sy. The swapping
is performed one edge at a time, with the edge having the smallest
weightbeing moved from Sp, to S; (line 2). This is done to asto min-
imize the cost of the swap out operation. After setting the thresh-
old voltage of the edge to be swapped out to Vir,;0w, an incremen-
tal timing analysis (refer to Section 5) is performed to identify all
edges that have become feasible (line 5). Note unlike the situation
with a cut, it may not be possible to swap in all the feasible nets be-
cause they may not be simultaneously feasible. A conservative ap-
proach is to define a gain associated with the edges that might be
swapped in. This gain is the maximum weight among all the feasi-
ble edges (line 6). If the gain is greater than the cost, the swap in
performed. Note that to guarantee that the delay is not increased,
the feasible nets will have to be swapped in one by one followed
by an incremental timing analysis. A good heuristic is to swap in
the order of decreasing weight since the edge with a larger weight
(zain) will be swapped in first. This is carried out by the procedure
applySwapInNets, the details of which are omitted. The value
returned by the procedure applySwapInNets is the set of edges
that will be moved into Sj. Finally, if the gain is less than the cost,
the swap is not performed.

The overall dual V- power minization algorithm is shown in Fig-
ure 5.
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5 Implementation

The bottleneck in the proposed method is the swapping operation.
For each candidate edge to be swapped out, an incremental timing
analysis is performed to find the new edges that become feasible.
In the worst case, even the incremental timing analysis may have
to traverse backward to the primary inputs and forward to the pri-
mary outputs in order to compute the changes in the slack values of
all the affected gates. However, in practice, the effects of changing
the threshold voltage of a single edge on the slack values of other
gates in the circuit diminishes geometrically with the depth of the
fanin and fanout cones [7]. Consequently, in the current implemen-
tation, timing analysis is performed within a window (number of
levels around the node in consideration) of a specified size. Exper-
imental results confirm that this simple heuristic significantly im-
proves the running time for large circuits with little degradation on
the reduction in the leakage power.

6 Experimental Results

The dual V- power optimization algorithm shown in Figure 5 was
implemented in Smailtalk. All experiments were run on a Sun
Sparc4 machine with 64MB memory with the circuits from the
MCNC91 benchmark suites. The typical Vi, higr and V0w for
current dual Vi digital CMOS process are 0.7 and 0.25 volts respec-
tively [12, 13]. All the technology parameters for the power and
delay model come from [1, 2, 3, 5]. The signal probabilities are ob-
tained by logic simulations with randomly generated input patterns.

The leakage power model (4,5) is used to compute the leakage
power for each gate. Since the signal probabilities and gate sizes
will not be changed during the optimization, the leakage power re-
duction of each edge (by changing it from V10w to V7 nign) need
only be computed once. The timing constraints for a circuit is the
worst case delay of the original circuit implementation, i.e. all tran-
sistors are low threshold voltages. Since accurate delay computa-
tion and timing analysisis used in the algorithm, the algorithm guar-
antees to produce a new implementation with a worst case delay that
is the same as the original one. The experimental results are shown
in Table 2.

The circuits shown in the Table 2 are sorted in increasing order
of the number of connections of the each circuit, which roughly in-
dicates the complexity of a circuit. The second (N) and third (G)
columns show the total number of connections and gates of each
circuit. The fourth column (IP) shows the leakage power in milli-
watts before the optimization, i.e. all transistors are V0. The
sixth (NP1) through nineth (C1) columns show the results for win-
dow size (ref. Section 5)setto oo, i.e. timing analysis is carried out
on the entire circuit each time. The fifth column (%Pd) shows the
leakage power as a percentage of the total power. The sixth ((NP1)
column shows the leakage power in milli-watts after the optimiza-
tion. The seventh (%1) column shows the leakage power reduction
in percentage and the eighth (X1) shows the ratio of the reduced
leakage power to the initial leakage power. The nineth (C1) column
shows the CPU time in seconds. The tenth (NP2) through thirteenth
(C2) columns show the experimental results for window size of 5.
Finally, the last column shows the worst delay of each circuit when
all transistors are chosen to have high threshold voltages.

From the Table 2, it can be seen that significant power reduction
can be achieved using the proposed dual V;r power minimization al-
gorithm. The power reduction can be up to an order of magnitude.
By setting a window on the static timing analysis, the computation
time for large circuits is reduced significantly with little penalty on
the power reduction. For example, by setting window size to be 5,
the CPU time for the circuit C6288 reduced almost 50% with only
3% decrease in the power reduction. Considering the limited com-
putation power we have, the algorithm finished in reasonable time



for all circuits and should be suitable for real large designs. Finally,
if the circuits are implemented with all high threshold voltage de-
vices, the reduction in leakage power will be at least 2 to 3 orders
of magnitude. But the last column shows that the average delay in-
crease will be about30%. The proposed algorithm can achieve sig-
nificant power reduction without any delay penalties.

7 Conclusion and Future Work

Modern advanced digital CMOS dual Vi technology allows tran-
sistors with two different threshold voltage on the same chip. This
provides another dimension for circuit optimization. In this paper
we addressed the problem of leakage power reduction under delay
constraints given a circuit implemented by all low Vi devices for
dual Vp technology. A simple and efficient algorithm was presented
and experimental results show that significant leakage power reduc-
tion can be achieved without any delay penalty.

The increasing use of dual and multiple V7 CMOS technology
provides other opportunites for circuit optimization. Currently we
are looking at the following problems: (1) delay optimization with
minimum leakage power penalty given dual Vi technology; (2) si-
multaneously gate sizing and Vr selection for power delay trade-
offs; (3) including the effects of dual V7 on the short circuit power
which is not considered in the power model in this paper.

8 Acknowledgement

This work was carried out at the Center for Low Power Electronics
which is supported by the National Science Foundation, the Depart-
ment of Commerce of the State of Arizona, and various companies
in the microelectronics industry, including, Analog Devices, Anal-
ogy, Burr Brown, Hughes Aircraft, Intel, Microchip, Motorola, Na-
tional Semiconductor, Rockwell, Sicom, SMI, Texas Instruments,
and Western Design.

9 References

[1] B. Sheu, d. L. Scharfetter, PK. Ko and M.C. Jeng “BSIM: Berkeley
Short-Channel IGFET Model for MOS Transistors,” IEEE JSSC, Vol.
22, No. 4, pp. 558-566, August 1987.

[2] T.Sakuraiand A. R. Newton “Alpha-Power Law MOSFET Model and
its Applications to CMOS Inverter Delay and Other Formulas,” IEEE
JSSC Vol. 25, No. 2, pp. 584-594, April 1990,

[3] T. Sakurai and A. R. Newton “Delay Analysis of Series-Conpected
MOSEET Circuits,” IEEE JSSC, Vol. 26, No. 2, pp. 122-131, February
1991.

[4] T. Sakurai and A. R. Newton “A Simple MOSFET Model for Circuit
Analysis,” IEEE Trans. on Eletron Devices, Vol. 38, No. 4, pp. 887-
893, April 1991.

[5]1 R.X. Guand M. L. Elmasry “Power Dissjpation Analysis and Opti-
mization of Deep Submicron CMOS Digital Circuits,” IEEE JSSC,
Vol. 31, No. 5, pp. 707-713, May 1996.

[6] J. P. Fishburn and A. E. Dunlop “TILOS: A Posynomial Program-
ming Approach to Transistor Sizing,” Proc. of ICCAD’8S, pp. 326-
328, Nov. 1985.

[7] O.Coudert “Gate Sizing: a General Purpose Optimization Approach,”
Proc. of ED&TC’96, Paris, France, March 1996.

[8] M. Borah, R. M. Owens, and M. J. Irwin “Transistor Sizing for Low
Power CMOS Circuits” IEEE Trans. on Computer-Aided Design of
Integrated Circuits and Systems Vol. 15, No. 6, June 1996, pp. 665-
671.

[9] P.Pant,V.Deand A.Chatterjee “Device-Circuit Optimization for Min-
mal Energy and Power Consumption in CMOS Random Logic Net-
works,” Proc. of DAC’97, Las Vegas, NV, June 1997.

494

[10] J.Kao, A. Chandrakasan,and D. Antoniandis “Transistor Sizing Issues
and Tool For Multi-Threshold CMOS Technology,” Proc. of DAC’97,
Las Vegas, NV, June 1997.

[11] S. Devadas, A. Ghosh, and K. Keutzer, Logic Synthesis, McGraw-
Hill, 1994,

[12] H.Y.Xie, Motorola Inc., personal commaunications, 1997.
[13] T.Dillinger, Rockwell Inc., personal communications, 1998.

a4

Vad
C
A

-

Figure 1: A 2-input CMOS NAND gate.
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Table 1: Leakage current breakdown for a 2-input CMOS NAND
gate.
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procedure initSolution (G) {
I* G is the circuit graph with threshold voltages of all
edgesset to Vo 154, and each nodehas been
labeled with the delay information and each edge has
been labeled by a power reduction value that would
result if its threshold voltage is made Vr,high-
MAXI EVEL is the maximum level of all nodes in G.*/
. solution=0;
. stop =FALSE;
. while(stop == FALSE) {
maz=1, mazCut="0;
initialize the edges weights;
for(k=0:k < MAXLEVEL;k++) {
levelCut =find level k cutof G
if(total weights of levelCut > maz) {
magz = total weights of levelCut;

RN T

10. magzcut =levelCut;} }

11. if{mazcut=0) {

12.  changepositive weighted edgesin levelCut to Vo, high
13. solution = solution U mazcut;

14.  updatethe delay information for each node in G

15.  re-evaluatethe edge weights; }

16.  else{ stop=TRUE;} }

17. resturn(s olution); }

Figure 2: Algorithm for finding the initial solution.
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Figure 3: An example explaining the algorithm in Figure 2

procedureswap (G,I) {
/¥ G is the circuit graph with all edges of I are
Vir,hign’s and the rest of edges are Vr,i0w’s. */
1. while (some edge in I not considered for swap) {
2. swapOutNet=the edgein I with the smallest weight;
3. cost=weightof swapOutNet;
4. setswapOutNetto Vrow;
5. feasible Nets=timingAnalysis(swapOutNet) ;
6. gain=maximum weight of all edgesin feasible Nets;
7. if(gain > cost) {
8.  swaplnNets= applySwapInNets(feasibleNets);
0. = | U swapInNets; }
10. else{
11. set swapOutNet to Vr,nigh
12. restore the original delay information; }}
13. resturn(solution); }
Figure 4: Algorithm for Swapping

procedure DualVT (G) {

/* G is the circuit graph with all edges are V101 's */
1. read in the signal probability for each node;

2. compute the weights for each edge of G;

3. static timing analysis;

4. set the timing constraints as the worst cast delay of G;
5. I = initialSolution(G);

6. S=swap (G,I);

7. re-compute the total leakage power;

8. resturn(S); }

Figure 5: The dual V7 power minimization algorithm

‘Win = co Win=5 DiyHigh

cktName N G IP %oPd NPl [ %l X1 Cl NP2 [77) X2 jQ

t 15 7 | 054 | 4063 | 015 | -72.20% 3.6 02 || 015 | -72.20% 3.6 0.2 1.37
C17 15 7 | 0541 4063 | 015 | -72.20% 3.6 0.2 015 | -72.20% 3.6 0.2 1.39
majority 22 12 | 0.85 19.39 | 038 | -54.80% | 224 | 03 038 | -54.80% | 224 | 03 1.36
bl 23 12 | 097 3263 | 039 | -59.50% | 2.49 | 0.3 0.39 | -59.50% | 249 | 0.3 1.34
cml52a 47 | 25 | 181 2220 | 095 | -47.60% | 191 0.5 0.95 | -47.60% 1.91 0.5 127
cm82a 51 30 | 22 17.17 | 0.85 | -61.40% | 259 | 0.8 085 | -61.40% | 259 | 0.8 1.36
cmiSla 52 | 28 | 1.87 16.39 1.03 | 4470% | 182 | 05 1.03 | -44.70% 182 | 05 1.33
cm42a [£] 37 | 221 16.81 043 | -80.50% | 5.14 | 09 043 | -80.50% | 5.14 | 09 136
tcon 69 | 20 | 205 | 2724 | 0.74 | -6400% | 2.77 | 0.7 || 0.74 | -6400% | 277 | 0.7 127
decod 75 | 33| 1.39 18.15 | 074 | -46.90% | 1.88 | 0.8 0.74 | -46.90% 1.88 0.8 1.45
z4ml 85 | 48 | 347 | 13942 | 1.65 | -52.30% 2.1 14 1.65 | -52.30% 2.1 1.4 1.35
mux 90 | 47 | 4.09 16.05 | 2.73 | -33.20% 1.5 0.9 273 | -33.20% 1.5 09 136
cml63a 91 50 | 3.76 1594 | 149 | -60.40% | 252 1.6 149 | -6040% | 2.52 16 134
il 96 | 47 | 3.21 1995 | 058 | -82.00% | 5.53 12 058 | -82.00% | 5.53 12 1.33
cm85a 99 | 56 | 4.4 1994 | 0.66 | -84.90% | 6.67 | 2.1 0.66 | -8490% | 6.67 | 2.1 135
pml 100 | 54 | 377 | 2191 071 | -81.20% | 5.31 2.1 071 | -81.20% | 5.31 2.1 1.34
cml62a | 101 | 61 | 459 | 2201 | 1.45 | -68.40% | 3.17 | 2.1 || 1.45 | -68.40% | 317 | 2 1.36
x2 103 | 57 | 449 | 24.03 133 | -70.40% | 3.38 1.8 133 | -70.40% | 3.38 1.8 1.34
cml50a 106 | 63 | 5.12 17.68 | 274 | -46.60% | 1.87 1.1 274 | -46.60% 1.87 1.1 1.39
cmb 113 | 64 | 43 1517 | 075 ] -8260% | 573 | 2.6 075 | -8260% | 573 | 23 135
parity 121 | 75 | 5.09 1693 | 3.59 | -29.50% | 142 | 09 359 | -29.50% 142 | 09 1.33
cu 123 § 66 | 4.29 17.34 04 | -90.80% | 10.73 | 3.5 04 | -90.80% | 1073 | 33 1.36

Table 2: Experimental Results
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Win = co Win=5 DiyHigh
ckiName | N | G IP | %Pd [NPT T %I | X1 Cl NP2 | %2 | X2 | C2
cc 128 | 60 | 4.68 | 20.84 | 201 | -57.20% | 233 2 201 | 57.00% | 233 2 133
cordic 137 | 81 | 581 | 1895 | 2 | 6560% | 291 | 21 2 | 6560% | 291 | 2.1 136
el 41 | 77 | 509 | 18.70 | 0.71 | -86.00% | 7.17 | 35 0.71 | 86.00% | 7.17 | 33 135
sct 162 | 89 | 6.68 | 21.06 | 2.62 | -6090% | 255 | 34 2.62 | 6090% | 255 | 34 135
Him 192 [ 110 | 8 | 1723 | 299 | -62.70% | 268 | 64 799 | 62.70% | 268 | 64 134
pelers 198 | 110 | 79 | 3453 | 151 | 8090% | 523 | 43 151 | -8090% | 5.23 | 42 132
comp 700 | 123 | 88 | 1735 | 161 | 8L70% | 347 | 59 171 | -8050% | 5.15 | 57 136
Tal 200 | 115 | 848 | 2408 | 132 | 8450% | 642 | 57 132 | 8450% | 642 | 55 135
unreg 720 | 121 | 934 | 2049 | 48 | 4860% | 195 | 23 48 [ 4860% | 195 | 27 136
35 242 | 129 | 9.19 | 1953 | 097 | 8950% | 947 | 63 102 | 8890% | 901 | 66 136
B 264 | 132 | 1151 | 1685 | 1121 | 2.60% | 103 | 17 || 1121 | 2.60% | 1.03 | 17 139
3 275 | 152 | 112 | 1931 | 326 | -1090% | 344 | 82 326 | -1000% | 344 | 82 135
Trgl 281 | 157 | 1193 | 1621 | 134 | 8880% | 89 | 105 || 147 | S7.70% | 812 | 96 133
terml 326 | 184 | 13.75 | 19.10 | 1.87 | -86.40% | 735 | 143 || 187 | -86.40% | 735 | 135 135
cht 350 | 194 | 1544 | 1877 | 424 | -1250% | 364 | 63 4324 | -1250% | 364 | 69 136
my_adder | 368 | 222 | 1659 | 2142 | 196 | -88.20% | 846 | 173 || 196 | S8.20% | 846 | 147 135
Osymml | 382 | 213 | 1599 | 17.74 | 1.83 | -88.60% | 8.74 | 194 || 1.83 | -88.60% | 874 | 173 135
5 412 | 214 | 143 | 21.29 | 131 | 9000% | 1092 | 122 || 137 | 9040% | 1044 | 115 134
) 416 | 224 | 1649 | 21.25 | 1.21 | 92.70% | 13.63 | 174 || 121 | 92.70% | 1363 | 163 136
) 437 | 224 | 12.76 | 13.85 | 156 | 8780% | 818 | 118 || 156 | -87.80% | 818 | 107 134
apex’ 469 | 253 | 18.08 | 23.87 | 1.61 | O1.10% | 1123 | 185 || 161 | OL.10% | 1123 | 1382 135
C132 470 | 270 | 19.61 | 2095 | 59 | -6990% | 332 | 292 50 | -6990% | 332 | 276 136
X1 611 | 331 | 2429 | 2337 | 222 | 9090% | 1094 | 214 || 222 | 90.00% | 1094 | 203 135
example2 | 634 | 328 | 22.42 | 2054 | 154 | -93.10% | 1456 | 230 || 1.65 | 92.60% [ 1350 | 36 134
tootarge | 674 | 378 | 25.18 | 20.76 | 257 | -89.80% | 93 29 2.87 | 88.60% | 8.77 | 414 134
aln2 695 | 387 | 28.62 | 3001 | 3.68 | 87.20% | 778 | 855 | 402 | 86.00% | 712 | 334 135
7} 824 | 454 | 33.86 | 2133 | 5.25 | 8450% | 645 | 408 || 525 | 8450% | 645 | 36 133
C880 837 | 475 | 35.21 | 20.18 | 3.66 | -80.60% | 9.62 | 1523 || 3.67 | -89.60% | 939 | 999 137
) 974 | 526 | 42.25 | 1932 | 405 | 9040% | 1043 | 36 405 | 9040% | 1043 | 399 134
CI908 980 | 560 | 38.76 | 19.67 | 7.08 | 81.70% | 547 | 180 || 7.44 | -80.80% | 5.21 | 1063 14
C499 1044 | 622 | 42.25 | 20.20 | 1992 | 52.80% | 2.12 | 437 || 1992 | 52.80% | 2.2 | 411 134
CI355 | 1044 | 622 | 4251 | 1972 | 197 | -53.10% | 2.16 | 422 || 197 | 33.70% | 216 | 423 147
vda 1101 | 611 | 4931 | 53.29 | 438 | 01.10% | 11.26 | 738 || 449 | -90.90% | 1098 | 729 135
D 1280 | 697 | 6094 | 17.66 | 14.62 | -16:00% | 4.17 | 1148 || 1461 | -76.00% | 417 | 106 147
7 1360 | 786 | 62.42 | 2052 | 8.05 | 87.10% | 775 | 638 || 8.05 | 87.10% | 7.5 | 623 138
Tot 1416 | 755 | 54.14 | 22.68 | 23 | 95.80% | 2354 | 12390 || 247 | 95.40% | 2192 | 1073 139
alud 1476 | 826 | 5944 | 2492 | 6.12 | 89.70% | 971 | 2703 || 659 | -88.90% | 9.02 | 2062 137
81 1481 | 825 | 5735 | 52.29 | 596 | -89.60% | 9.62 | 120.1 || 6.06 | -89.40% | 9.46 | 1103 134
C2670 | 1552 | 828 | 6233 | 1751 | 2.59 | 95.80% | 2407 | 242 || 2.67 | 95.70% | 2334 | 199.7 135
apex6 1596 | 876 | 6824 | 19.65 | 2.76 | 9590% | 24.72 | 1449 || 2.85 | 95.80% | 2394 | 1223 135
X3 1603 | 886 | 68.69 | 19.72 | 532 | 9230% | 1291 | 1228 || 458 | 9330% | 15 | 1059 134
Tig2 1741 | 013 | 67.73 | 21.71 | 6.19 | 9090% | 1094 | 1892 || 6.19 | 90.90% | 1094 | 1620 135
) 2004 | 1129 | 88.07 | 48.20 | 8.27 | 00.60% | 10.65 | 2639 || 933 | 89.40% | 9.44 | 1819 136
B 2168 | 1190 | 94.24 | 24.44 | 1732 | -81.60% | 544 | 241 || 1732 | 81.60% | 544 | 2302 135
C3540 | 2404 | 1339 | 10232 | 21.60 | 747 | 92.70% | 137 | 3565 8§28 | 9190% | 1236 | 4574 136
dalu 2533 | 1430 | 10551 | 26.95 | 6.66 | 93.70% | 1584 | 5018 || 7.20 | 93.10% | 1447 | 4643 139
pair 3251 | 1756 | 132.88 | 18.53 | 798 | 94.00% | 1665 | 5192 || 8.71 | 93.40% | 1526 | 4369 137
C5315__ | 3281 | 1781 | 133.28 | 17.46 | 899 | 93.30% | 14.83 | 7943 | 1053 | 92.10% | 12.66 | 7003 134
10 4623 | 2522 | 188.28 | 24.94 | 7.99 | 95.80% | 23.56 | 24665 || 8.87 | 9530% | 2123 | 15882 || 134
C6288 | 5799 | 3406 | 234.63 | 18.16 | 79.92 | -65.00% | 294 | 153075 || 874 | -62.80% | 2.68 | 79446 | 135
des 7215 | 3989 | 313.72 | 2194 | 24.18 | 9230% | 1297 | 28968 || 24.18 | 9230% | 1297 | 24456 | 136
Average | 8719 | 488 | 3638 | 24.07 | 5.18 | -76.10% | 75 | 3565 || 530 | -15.80% | 726 | 2252 || 136

Table 2: Experimental results (cont’d).
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