
94    COMMUNICATIONS OF THE ACM    |   NOVEMBER 2016  |   VOL.  59  |   NO.  11

review articles

THE USE OF recommender systems has exploded over 
the last decade, making personalized recommendations 
ubiquitous online. Most of the major companies, 
including Google, Facebook, Twitter, LinkedIn, Netflix, 
Amazon, Microsoft, Yahoo!, eBay, Pandora, Spotify, 
and many others use recommender systems (RS) 
within their services.

These systems are used to recommend a whole 
range of items, including consumer products, movies, 
songs, friends, news articles, restaurants and various 
others. Recommender systems constitute a mission-
critical technology in several companies. For example, 
Netflix reports that at least 75% of its downloads and 
rentals come from their RS, thus making it of strategic 
importance to the company.a

In some ways, the systems that produce these 
recommendations are remarkable. They incorporate 

a http://techblog.netflix.com/2012/04/netflix-recommendations-beyond-5-stars.html

a variety of signals about characteris-
tics of the users and items, including 
people’s explicit or implicit evaluations 
of items. The systems process these 
signals at a massive scale, often under 
real-time constraints. Most impor-
tantly, the recommendations are of sig-
nificant quality on average. In empiri-
cal tests, people choose the suggested 
items far more often than they choose 
suggested items based on unpersonal-
ized benchmark algorithms that are 
based on overall item popularity.

In other ways, the systems that 
produce these recommendations are 
sometimes remarkably bad. Occasion-
ally, they make recommendations that 
are embarrassing for the system, such 
as recommending to a faculty mem-
ber an introductory book from the 
“for dummies” series on a topic she 
is expert in. Or, they continue recom-
mending items the user is no longer 
interested in. Shortcomings like these 
motivate ongoing research both in 
industry and academia, and recom-
mender systems are a very active field 
of research today.

To provide an understanding of the 
state of the art of recommender sys-
tems, this article starts with a bit of his-
tory, culminating in the million-dollar 
Netflix challenge. That challenge led to 
a formulation of the recommendation 
problem as one of matrix completion: 
Given a matrix of users by items, with 
item ratings as cells, how well can an 
algorithm predict the values in some 
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cells that are deliberately held out? 
However, algorithms with maximum 
accuracy at the matrix completion 
task are not sufficient to make the best 
recommendations in many practical 
settings. We will describe why, review 
some of the approaches that current 
research is taking to do better, and fi-
nally sketch ways of approaching the 
recommendation problem in a more 
comprehensive way in the future.

A Brief History
Many fields have contributed to rec-
ommender systems research, includ-
ing information systems, information 
retrieval (IR), machine learning (ML), 
human-computer interaction (HCI), 
and even more distant disciplines like 
marketing and physics. The common 
starting point is that recommenda-

tions must be personalized or adapted 
to the user’s situation, with different 
people typically getting different item 
suggestions. That implies maintaining 
some kind of user history or model of 
user interests.

Building user profiles: Information 
filtering roots. In many application do-
mains, for example, in news recom-
mendation, recommenders can be 
seen as classic information filtering 
(IF) systems that scan and filter text 
documents based on personal user 
preferences or interests. The idea of us-
ing a computer to filter a stream of in-
coming information according to the 
preferences of a user dates back to the 
1960s, when first ideas were published 
under the term “selective dissemina-
tion of information.”17 Early systems 
used explicit keywords that were pro-

vided by the users to rank and filter 
documents, for example, based on key-
word overlap counts. Later on, more 
elaborate techniques like weighted 
term vectors (for example, TF-IDF vec-
tors) or more sophisticated document 
analysis methods like latent semantic 
indexing (LSI) were applied to repre-
sent documents, with correspond-
ing representations of user interests 
stored as user models. Recommender 
systems based on these techniques are 
typically called “content-based filter-
ing” approaches.

Leveraging the opinions of others. 
As early as 1982, then ACM president  
Peter J. Denning complained about 
“electronic (email) junk” and advo-
cated the development of more intel-
ligent systems that help to organize, 
prioritize, and filter the incoming 
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sion rates. In the same report, several 
challenges in practical environments 
were discussed, in particular the prob-
lem of scalability and the need to cre-
ate recommendations in real time.

The matrix completion problem. By 
this time, the research community had 
developed some standard concepts 
and terminology. The core element is 
the user-item rating matrix, as illus-
trated in the upper part of the accom-
panying sidebar. Rows represent users, 
columns represent items, and each cell 
represents a user’s subjective prefer-
ence for an item, determined based 
on an explicit report (for example, 1–5 
stars) or based on user behavior (for 
example, clicking, buying, or spending 
time on the item).

The user-item matrix is generally 
sparse: most users have not interact-
ed with most items. One formulation 
of the recommender problem, then, 
is that of a matrix completion prob-
lem. That is, the problem is to predict 
what the missing cells will be, in other 
words, how will users rate items they 
haven’t rated yet?

With that formulation, it was natu-
ral to apply and adapt machine-learn-
ing techniques from other problem 
settings, including various forms of 
clustering, classification, regression, 
or singular value decomposition.3,4 
Correspondingly, the community ad-
opted evaluation measures from the IR 
and ML fields like precision/recall and 
the root mean squared error (RMSE) 
measure. These evaluation techniques 
withhold some of the known ratings, 
use the algorithm to predict ratings of 
those cells, and then compare the pre-
dicted ratings with the withheld ones. 
The availability of some common rating 
datasets, distributed by vendors and 
academic projects, enabled research-
ers to conduct bake-offs comparing the 
performance of alternative matrix fill-
ing algorithms against each other.

The Netflix Prize. Netflix, which saw 
the strategic value in improving its 
recommendations, supercharged the 
bake-off process for matrix comple-
tion algorithms in 2006. Netflix of-
fered a million-dollar prize, a dataset 
for training, and an infrastructure for 
testing algorithms on withheld data. 
The training dataset included 100 
million real customer ratings. The 
prize was for the first algorithm to 

streams of information.8 One of his 
proposals included the idea to use 
“trusted authorities” that assess docu-
ment quality; receivers would only read 
documents that surpass some defined 
quality level. In 1987, the “Information 
Lens” personal mail processing system 
was proposed.25 The system was main-
ly based on manually defined filtering 
rules but the authors already envisaged 
a system where email receivers could 
endorse other people whose opinions 
they value. The number and strength 
of the endorsements would then pri-
oritize incoming messages. The Tap-
estry email filtering system at Xerox 
PARC14 adopted a similar approach of 
employing user-specified rules. It also 
introduced the idea that some readers 
could classify (rate) messages and oth-
er readers could access this informa-
tion, which was called “collaborative 
filtering” (CF).

In 1994, Resnick et al.33 presented 
the GroupLens system, which contin-

ued the ideas of Tapestry and intro-
duced a system component, the “Better 
Bit Bureau,” which made automated 
predictions about which items people 
would like based on a nearest-neigh-
bor scheme. Other research groups 
working independently developed 
similar ideas.18,36 The idea was “in the 
air” that opinions of other people were 
a valuable resource and the race was on 
to turn the idea into practical results.

It works in e-commerce! In 1999, only 
five years after the first CF methods 
were proposed, Shafer et al.35 reported 
on several industrial applications of 
recommender systems technology in e-
commerce; for example, for the recom-
mendation of books, movies, or music. 
Amazon.com is mentioned as one of 
the early adopters of recommendation 
systems. In 2003, Linden et al.23 report 
that Amazon’s use of item-to-item CF 
techniques as a targeted marketing 
tool had a huge impact on its business 
in terms of click-through and conver-

Recommendation as  
Matrix Completion
The recommendation problem viewed as a matrix completion problem as done in the 
Netflix Prize.

1. Given a sparse matrix M, create a matrix M′ by randomly hiding a subset H of the 
known ratings.
2. Predict the values (H*) of the hidden ratings using M′.
3. Assess the difference between the predicted and the true ratings using the Root 
Mean Square Error (RMSE).

RMSE: Given a vector of predictions H* of length n and the vector containing the 
true values H, the RMSE is computed as 

√ 1
n Σn

i = 1 (H*i – Hi)2

Common techniques. The goal of matrix factorization techniques in RS is to 
determine a low-rank approximation of the user-item rating matrix by decomposing it 
into a product of (user and item) matrices of lower dimensionality (latent factors).

The idea of ensemble methods is to combine multiple alternative machine learning 
models to obtain more accurate predictions.

M Users/Items I1 I2 I3 …. I100000 x Known ratings
U1 4 3 2 Missing ratings
U2 2 5
U3 3 5 2
…

U10000 2 2 5

M′ Users/Items I1 I2 I3 …. I100000 x Known ratings
U1 4 3 2 Missing ratings
U2 2 ? ? Withheld ratings
U3 3 5 ?
… H

U10000 2 ? 5
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outperform Netflix’s in-house system 
by 10% on RMSE (see the sidebar). In-
terest in this competition was huge. 
More than 5,000 teams registered for 
the competition and the prize was fi-
nally awarded in 2009. Substantial 
progress was made with respect to the 
application of ML approaches for the 
rating prediction task. In particular, 
various forms of matrix factorization 
as well as ensemble learning tech-
niques were further developed in the 
course of the competition and proved 
to be highly successful.

Beyond Matrix Completion
At the conclusion of the Netflix Prize 
competition, it might have been plausi-
ble to think that recommender systems 
were a solved problem. After all, many 
very talented researchers had devoted 
themselves for an extended period of 
time to improve the prediction of with-
held ratings. The returns on that effort 
seemed to be diminishing quite rap-
idly, with the final small improvements 
that were sufficient to win the prize 
coming from combining the efforts of 
many independent contestants.

However, it turns out that recom-
mender systems are far from a solved 
problem. Here, we first give examples of 
why optimizing the prediction accuracy 
for held-out historical ratings might be 
insufficient or even misleading. Then 
we discuss selected quality factors of 
recommender systems not covered by 
the matrix completion task at all and 
give examples of recent research that 
goes beyond matrix completion.

Pitfalls of matrix completion set-
ups. Postdiction ≠ prediction. Predicting 
held-out matrix entries is really pre-
dicting the past rather than the future. 
If the held-out rating entries are repre-
sentative of the hidden rating entries, 
then the distinction does not matter. 
However, in many recommender set-
tings, the held-out ratings are not rep-
resentative of the missing ratings.

One reason is the missing ratings 
are generally not missing at random. 
Even for items that people have experi-
enced, if rating requires any effort at all 
they are more likely to rate items that 
they love or hate rather than those that 
they feel lukewarm about. Moreover, 
people are more likely to try items they 
expect to like. For example, in one em-
pirical study, researchers found that 

ratings of songs randomly assigned to 
users had a very different distribution 
than ratings of songs users had chosen 
to rate.26

As a result, algorithms that predict 
well on held-out ratings that users pro-
vided may predict poorly on a random 
set of items the user has not rated. This 
can mean that algorithms tuned to per-
form well on past ratings are not the 
best algorithms for recommending in 
the real world.7

In addition, the matrix completion 
problem setup is not suitable to as-
sess the value of reminding users of 
items they have already purchased or 
consumed in the past. However, such 
repeated recommendations can be a 
desired functionality of recommend-
ers, for example, in domains like music 
recommendation or the recommenda-
tion of consumables.

In the end, the standardized evalua-
tion setup and the availability of public 
rating datasets made it attractive for re-
searchers to focus on accuracy measures 
and the matrix completion setup and 
may have lured them away from inves-
tigating the value of other information 
sources and alternative ways of evaluat-
ing the utility of recommendations.

Today, a growing number of academ-
ic studies try to evaluate the performance 
of their methods using A/B tests on live 
customers in real industrial settings 
(for example, Dias et al,9 Garcin et al.,12 
and Gorgoglione et al.16). This is a very 
positive trend that requires cooperation 
from a commercial vendor who may not 
agree to make data publicly available, 
thus making it difficult for results to be 
checked or reproduced by others.

Not all items and errors are equally 
important. RMSE, the evaluation met-
ric used in the Netflix Prize, equally 
weights errors of prediction on all 
items. However, in most practical set-
tings items with low predicted ratings 
are never shown to users, so it hardly 
matters if the correct prediction for 
those items is 1, 2, or 3 stars. Intuitively, 
it is more appropriate in these domains 
to optimize a ranking criterion that fo-
cuses on having the top items correct.

In recent years, a number of learn-
ing-to-rank approaches have been pro-
posed in the literature to address this 
issue, which aim to optimize (proxies 
of) rank-based measures. When ap-
plying such IR measures in the recom-

mendation domain, the problem re-
mains that the “ground truth” (that is, 
whether or not an item is actually rel-
evant for a user) is available only for a 
tiny fraction of the items. The results of 
an empirical evaluation can depend on 
how the items with unknown ground 
truth are treated when determining 
the accuracy metrics. In addition, the 
problem of items not missing at ran-
dom also exists for learning-to-rank 
approaches and at least some of them 
exhibit a strong bias to recommend 
blockbusters to everyone, which might 
be of little value for the users.19

In some domains, like music rec-
ommendation, it is also important to 
avoid very “bad” recommendations 
as they can greatly impact the user’s 
quality perception.6,21 Omitting some 
“good” recommendations is not nearly 
so harmful, which would argue for risk-
averse algorithm designs that mostly 
recommend items with a high average 
rating and low rating variance. Recom-
mending only such generally liked, 
non-controversial items might however 
not be particularly helpful for some of 
the users.

System quality factors beyond accu-
racy. The Netflix Prize with its focus on 
accuracy has undoubtedly pushed rec-
ommender systems research forward. 
However, it has also partially over-
shadowed many other important chal-
lenges when building a recommender 
system and today even Netflix states 
“there are much better ways to help 
people find videos to watch than focus-
ing only on those with a high predicted 
star rating.”15 Next, we give examples of 
quality factors other than single-item 
accuracy, review how recent research 
has approached these problems, and 
sketch open challenges.

Novelty, diversity, and other compo-
nents of utility. Making good rating pre-
dictions for as-yet unrated items is al-
most never the ultimate goal. The true 
goal of providing recommendations is 
rather some combination of a certain 
value for the user and profit for the site. 
In some domains, user ratings may rep-
resent a general quality assessment but 
still not imply the item should be rec-
ommended. As an example, consider 
the problem of recommending restau-
rants to travelers. Most people dining 
at a Michelin-starred location may give 
it five stars, but budget travelers may be 
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the usefulness of the recommenda-
tions from the perspective of the end 
user. The providers of recommenda-
tion services, however, often try to op-
timize their algorithms based on A/B 
tests using very different measures, 
including sales volumes, conver-
sion rates, activity on the platform, or 
sustained customer loyalty in terms 
of revisiting customers or renewed 
subscriptions. These measures vary 
significantly across businesses and 
sometimes even over time when the 
importance of different key perfor-
mance indicators varies over time.

Context matters. Even if we generally 
know how to assess the usefulness of an 
item for a user, this usefulness might 
not be stable and depend on the user’s 
current context. Assume, for example, 
that we have built a recommendation 
system for restaurants and have done 
everything right so far. Our algorithm 
is good at matching the users’ prefer-
ences and the recommendations them-
selves are a good mix of familiar and 
new options as well as popular choices 
and insider tips. The recommendations 
can still be perceived as poor. A restau-
rant in a northern climate with accept-
able food and indoor ambience but an 
exceptional outdoor patio overlooking 
the harbor will probably be a good rec-
ommendation, but only when visited 
in summer. Traditional CF techniques 
unfortunately do not account for such 
time aspects. In many domains context-
aware algorithms are therefore required 
as they are able to vary their recommen-
dations depending on contextual fac-
tors such as time, location, mood, or the 
presence of other people.

Over the past decade, a number of 
context-aware recommendation capa-
bilities have been developed in academia 
and applied in a variety of application 
settings, including movies, restaurants, 
music, travel, and mobile applica-
tions.2 Typical context adaptation strat-
egies are to filter the recommendable 
items before or after the application of 
a non-contextualized algorithm, to col-
lect multiple ratings for the same item 
in different context situations, or to de-
sign recommendation techniques that 
factor in context information into their 
machine learning models.

Contextualization has also become 
a common feature in real applications 
today. For example, many music web-

annoyed to see it recommended. As a 
result, some researchers have tried to 
recommend based on a more encom-
passing model of utility. For the budget 
traveler, that utility or “economic val-
ue” might increase with predicted rat-
ing but decrease with cost.13 Therefore, 
predicting how much a user will “like” 
an item—as done in the Netflix Prize—
can in many domains be insufficient. 
The problem in reality often is to addi-
tionally predict the presumed utility of 
a recommendation for the user.

The novelty and non-obviousness of 
an item are, for instance, factors that 
may affect the utility of item recom-
mendations. Proposing the purchase 
of bread and butter in a grocery shop 
is obvious and will probably not gen-
erate additional sales. Similarly, rec-
ommending sequels of a movie that a 
user liked a lot and will watch anyway 
or songs by a user’s favorite artist will 
not help the user discover new things.

In many domains, it is not even 
meaningful to assess the utility of a 
single recommendation, but only sets 
of recommendations. In the movie do-
main, once a recommendation list in-
cludes one Harry Potter movie, there is 
diminished value from additional Harry 
Potter movies. Quality measures like 
novelty, diversity and unexpectedness 
have therefore moved into the focus of 
researchers in recent years.5

While quite some progress was made 
over the past few years and researchers 
are increasingly aware of the problem 
that being accurate might be insuffi-
cient, a number of issues remain open. 
It is, for example, often not clear if and 
to what extent a certain quality charac-
teristic like novelty is truly desired in 
a given application for a specific user. 
Similarly, too much diversity can some-
times be detrimental to the user experi-
ence. Finding the right mix of novel and 
familiar items can be challenging, and 
more research is required to better un-
derstand the requirements and success 
factors in particular domains.

Another issue is that estimating the 
strength of quality factors like diversity 
based on offline experiments is prob-
lematic. Measures like Intra-List-Diver-
sity have been proposed in the literature 
but up to now it is unclear to what extent 
such objective measures correlate with 
the users’ diversity perception.

Generally, the literature focuses on 

Predicting held-out 
matrix entries is 
really predicting  
the past rather  
than the future. 
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sites, such as Spotify, ask listeners for 
their current mood or adapt the recom-
mendations depending on the time 
of the day. Online shopping sites look 
at the very recent navigation behavior 
and infer short-term shopping goals 
of their visitors. Mobile recommender 
systems finally constitute a special 
case of context-aware recommenders, 
as more and more sensor information 
becomes available, for example, about 
the user’s location and local time.

From a research perspective, con-
text is a multifaceted concept that has 
been studied in various research dis-
ciplines. Over the last 10 years signifi-
cant progress has been made also in 
the field of context-aware recommend-
ers and the first comparative evalua-
tions and benchmark datasets were 
published.31 Nonetheless, much more 
work is required to fully understand 
this multifaceted concept and to go 
beyond what is called the representa-
tional approach with its predefined 
and fixed set of observable attributes.

Interacting with users. Coming back 
to our restaurant recommender, let 
us assume we have extended its capa-
bilities and it now considers the user’s 
time and geographical location when 
making recommendations. But what 
happens if the user—in contrast to her 
past preferences—is in the mood to try 
out something different, for example, 
a vegan restaurant. How would she tell 
the system? And if she did not like it 
afterward, how would she inform the 
system not to recommend vegan res-
taurants again in the future?

In many application domains, 
short-term preferences must be elic-
ited and recommending cannot be a 
one-shot process of determining and 
presenting a ranked list of items. In-
stead, various forms of user interac-
tions might be required or useful to put 
the user in control. Examples of typi-
cal interaction patterns are interactive 
preference elicitation and refinement 
procedures, the presentation of expla-
nations and persuasive arguments, 
or the provision of mechanisms that 
help users explore the space of avail-
able options. The design of the user 
experience and the provided means of 
interacting with the system can be a 
key quality factor for the success of the 
recommendation service.

In the research literature, conver-

sational recommender systems were 
proposed to elicit user preferences in-
teractively and engage in a “propose, 
feedback, and revise” cycle with us-
ers.37 They are employed in domains 
where consumers are confronted 
with high involvement buying deci-
sions, such as financial services, real 
estate, or tourism. Most approaches 
use forms-based dialogues to let us-
ers choose from predefined options 
or use natural language processing 
techniques to cope with free-text or 
oral user input. Recent alternative ap-
proaches also include more emotional 
ways of expressing preferences, for ex-
ample, based on additional sensors to 
determine the user’s emotional state 
or by supporting alternative ways of 
user input such as selecting from pic-
tures.30 Furthermore, the integration 
of better recommendation functional-
ity in voice-controlled virtual assistants 
like Apple’s Siri represents another 
promising path to explore by the RS re-
search community.

One key insight in conversational 
systems is that users may not initially 
understand the space of available 
items, and so do not have well-formed 
preferences that can be expressed in 
terms of attributes of items. An inter-
active or visualization-based recom-
mender can help users explore the 
item space and incrementally reveal 
their preferences to the system. For 
example, critiquing-based interfaces 
invite users to say “Show me more like 
restaurant A, but cheaper.” Although 
these approaches attracted consider-
able interest in research, they are not 
yet mainstream in practice.27

Overall, with interactive systems, 
the design challenge is no longer sim-
ply one of choosing items to recom-
mend but also to choose a sequence 
of conversational moves as proposed 
by Mahmood et al.24 who developed an 
adaptive conversational recommenda-
tion system for the tourism domain.

Manipulation resistance. Moving on 
from the specific problems of how the 
preferences are acquired and which 
algorithms are used in our restaurant 
recommender, the question could 
arise of whether we can trust that the 
ratings of the community are honest 
and fair. Interested parties might ma-
nipulate the output of a recommender 
to their advantage, for example, by cre-

ating fake profiles and ratings.
In the long run, customers who were 

misled by such manipulated reviews 
would distrust the recommendations 
made by the system and in the worst 
case the online service as a whole. Be-
ing resilient against such manipula-
tions can therefore be crucial to the 
long-term success of a system.

There has been considerable re-
search on manipulation resistance, 
where resistance is defined as attackers 
having only a limited ability to change 
the rating predictions that are made. 
Most of it identifies archetypal attack 
strategies and proposes ways to detect 
and counteract them. For example, one 
“shilling” or “profile injection” attack 
creates profiles for fake users, with rat-
ings for many items close to the overall 
average for all users. Then, these fake 
users give top (or bottom) ratings to 
the items that are being manipulated.22 
This line of research has identified al-
gorithms that are more or less resistant 
to particular attack strategies.29

In recent research, the textual re-
views provided by users on platforms 
like TripAdvisor are used instead or in 
combination with numerical ratings 
to understand long-term user prefer-
ences. These textual reviews do not 
only carry more detailed information 
than the ratings, they can also be au-
tomatically analyzed to detect fake en-
tries.20 Research suggests that in some 
domains the fraction of manipulated 
entries can be significant.

Generally, to resist manipulation, 
algorithms take some countermeasure 
that discards or reduces the influence 
given to ratings or reviews that are sus-
pected of not being trustworthy. How-
ever, this has the effect of throwing 
away some good information. There is 
a lower bound on the good information 
that must be discarded in any attempt 
to prevent attacks by statistical means 
of noticing anomalous patterns.34 No 
easy solution to this problem seems to 
exist, unless attackers can be prevent-
ed from injecting fake profiles.

Trust and loyalty. Manipulation re-
sistance is not the only requirement for 
building a trustworthy system. Let us 
return to our restaurant recommender 
and assume that our user has eventu-
ally decided to try out one of our rec-
ommendations. Thus, from a provider 
perspective, we were successful in driv-
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ally looking for new items to discover 
or are they seeking “more of the same” 
for comparison purposes—this ques-
tion is seldom asked.

Due to their high practical relevance, 
RS are naturally a field of research in 
disciplines other than computer sci-
ence (CS), including information sys-
tems (IS), e-commerce, consumer re-
search, or marketing. Research work 
like Xiao and Benbasat39 that develop 
a comprehensive conceptual model 
of the characteristics, use, and impact 
of e-commerce “recommendation 
agents” are largely unnoticed in the CS 
literature. In their work, the authors 
develop 28 propositions that center 
around two practically relevant ques-
tions in e-commerce settings: How can 
RS help to improve the user’s decision 
process and quality? and Which factors 
influence the user’s adoption of and 
trust toward the system? The process 
of actually generating the recommen-
dations—which is the focus in the CS 
field—is certainly important, but only 
one of several factors that contribute to 
the success of an RS.

Research questions in the context of 
a RS should therefore be viewed from 
a more comprehensive perspective as 
sketched in Figure 1. Whenever new 
technological proposals are made, we 
should ask which specific need or re-
quirement in a given domain are ad-
dressed. Making better buying deci-
sions can be one need from the user’s 
perspective; guiding customers to oth-
er parts of the product spectrum can 
be a desired effect from the provider’s 
side. Correspondingly, these goals de-
termine the choice of the evaluation 
measure that is chosen to assess the ef-
fectiveness of the approach.

At the end, the goals of a recom-
mendation system can be very diverse, 
ranging from improved decision mak-
ing over item filtering and discovery, 
to increased conversion or user en-
gagement on the platform. Abstract, 
domain-independent accuracy mea-
sures as often used today are typically 
insufficient to assess the true value of 
a new technique.15

Focusing on business- and util-
ity-oriented measures and the con-
sideration of novelty, diversity, and 
serendipity aspects of recommenda-
tions—as discussed earlier—are im-
portant steps into that direction. In 

ing the user’s short-term behavior. But 
what if the user is dissatisfied after-
ward with her choice and in particular 
feels that our recommendations were 
biased and not objective?

As a result, she might not trust the 
service in the future and even the most 
relevant recommendations might be 
ignored. In the worst case, she will even 
distrust the competence and integrity 
of the service provider.6 An important 
quality factor of a recommendation 
system is that it is capable of building 
long-term loyalty through repeated 
positive experiences.

In e-commerce settings, users can 
rightly assume that economic consider-
ations might influence what is placed 
in the recommendation lists and can 
be worried that what is being proposed 
is not truly optimal for them but for the 
seller. Transparency is therefore an im-
portant factor that has been shown to 
positively influence the user’s trust in 
a system: What data does the RS con-
sider? How does the data lead to recom-
mendations? Explanations put the fo-
cus on providing additional information 
in order to answer these questions and 
justify the proposed recommendations.

In the research literature, a number 
of explanation strategies have been ex-
plored over the past 10 years. Many of 
them are based on “white-box” strate-
gies that expose how a system derived 
the recommendations.11 However, many 
challenges remain open. One is how to 
explain recommendations that are cre-

ated by complex ML models. Another 
is how to leverage additional informa-
tion such as the browsing history or the 
user’s social graph to make recommen-
dations look more plausible or familiar 
to the user.32

From Algorithms to Systems
Our brief survey on the history of the 
field indicates that recommender sys-
tems have arrived at the Main Street 
with broad industry interest and an 
active research community. Further-
more, we have seen the recommender 
systems community address a variety 
of topics beyond rating prediction and 
item ranking, for example, concern-
ing the system’s user interface or long-
term effects.

Beyond the computer science per-
spective. Many of the proposals dis-
cussed earlier focus on algorithmic 
aspects, for example, how to combine 
context information with matrix com-
pletion approaches, how to find the 
most “informative” items that users 
should be asked to rate, or how to de-
sign algorithms that balance diversity 
and accuracy in an optimal way. As sus-
pected in Wagstaff38 for the ML com-
munity, the RS research community, 
to some extent, still seems too focused 
on benchmark datasets and abstract 
performance metrics. Whether or not 
the reported improvements actually 
matter in the real world for a certain 
application domain, and the needs of 
the users—are they, for instance, actu-

Figure 1. A more comprehensive view on the recommendation problem.
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any case, which measures are actually 
chosen for the evaluation, always has 
to be justified by the specific goals 
that should be achieved with the sys-
tem. Furthermore, in offline experi-
mentations, multi-metric evaluation 
schemes, application-specific mea-
sures, and the consideration of recom-
mendation biases represent one way 
of assessing desired and potentially 
undesired effects of a RS on its users.19

However, to better understand the 
effectiveness of a RS and its impact 
on users, more user-centric and util-
ity-oriented research is generally re-
quired within the CS community and 
the algorithmic works should be better 
connected with the already existing in-
sights from neighboring fields.

Putting the user back in the loop. 
A recommender system is usually one 
component within an interactive ap-
plication. The minimal interaction 
level provided by such a component is 
that a list of recommendations is dis-
played and users can select them for 
inspection or immediate consump-
tion, for example, on media stream-
ing platforms.

RS have one of their roots in the field 
of human-computer interaction (HCI) 
and the design of the user interface, the 
choice of the supported forms of inter-
activity, or the selection of the content 
to be displayed can all have an impact 
on the success of a recommender. 
However, the amount of research dedi-
cated to these questions is comparably 
low, particularly when compared to the 
huge amount of research on item-rank-
ing algorithms.

Therefore, our second tenet is that 
the CS community should put more 
effort on the HCI perspective of RS, 
as has been advocated earlier, for ex-
ample, in Konstan and Riedl21 and 
McNee et al.28 Current research largely 
relies on explicit ratings and automati-
cally observable user actions—often 
called implicit feedback—as preference 
indicators. Many real-world systems 
allow users to explicitly specify their 
preferences, for example, in terms of 
preferred item categories. Recommen-
dation components on websites could 
be much more interactive and act, for 
example, in the e-commerce domain 
as “virtual advisers”39 and social actors 
that ask questions, adapt their commu-
nication to the current user, provide 

explanations when desired, present al-
ternative or complementary shopping 
proposals and, in general, put the user 
more into control and allow for new 
types of interactions.

When looking at the recommen-
dations provided by Amazon.com on 
their websites, we can see that various 
forms of user interaction already exist 
that are underexplored in academia. 
Amazon.com, for example, provides 
multiple recommendation lists on its 
landing page. Amazon's system also 
supports explanations for the made 
recommendations and even lets the 
user indicate if a past user action ob-
served by the system (for example, a 
purchase) should no longer be consid-
ered in the recommendation process. 
However, many questions, such as how 
to design such interactive elements in 
the best possible way, how much cogni-
tive load for the user is acceptable, or 
how the system can stimulate or per-
suade people to do certain actions are 
largely unexplored.

Furthermore, in case a system sup-
ports various forms of interactivity and 
is at the same time capable of acquir-
ing additional information from the 
user, additional algorithmic and com-
putational challenges arise. An intel-
ligent system might, for example, de-
cide on the next conversational move, 
or whether to display an explanation 
or not, depending on the current state 
of the interaction or the estimated ex-
pertise and competence of the user. 
Some approaches in that direction 
were proposed in the literature in the 
past, but they often come at expense of 
considerable ramp-up costs in terms of 
knowledge engineering and they might 
appear to be quite static if they have no 

built-in learning capabilities.10,24

Finally, mobile and wearable de-
vices have become the personal digi-
tal assistants of today. With the recent 
developments in speech recognition, 
gesture-based interactions, and a mul-
titude of additional sensors of these 
devices, new opportunities arise re-
garding how we interact with recom-
mender systems.

Toward a more comprehensive 
characterization of the recommen-
dation task. In the research literature, 
an often-cited definition of the recom-
mendation problem is to find a func-
tion that outputs a relevance score for 
each item given information about the 
user profile and her contextual situa-
tion, “content” information about the 
items, and information about prefer-
ence patterns in the user community.1 
Although the development of even 
better techniques for item selection 
and ranking will remain at the core of 
the research problem, the discussions 
here indicate this definition seems 
too narrow. To conclude our consider-
ations related to the HCI perspective 
on recommenders and the more com-
prehensive consideration of the in-
terplay between users, organizations, 
and the recommendation system, we 
propose a new characterization of the 
recommendation problem (Figure 2).

A new problem characterization. A 
recommendation problem has the fol-
lowing three components: an overall 
goal that governs the selection and 
ranking of items; a set of available ac-
tions centered on the presentation of 
recommended items; and an optimiza-
tion timeframe:

 ˲ The overall goal constitutes the 
operationalized measure or a set of 

Figure 2. A new characterization of the recommendation problem.
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measures that should be optimized by 
an appropriate selection and ranking 
of items from a (large) set. Optimizing 
a specific rank measure can be such 
a goal, but more utility-oriented goals 
and corresponding measures like user 
satisfaction, decreased decision efforts, 
revenues, or loyalty might be equally 
important. Generally, the goals can be 
derived from the user’s perspective, the 
provider’s perspective, or both.

 ˲ Depending on the application do-
main, a set of actions is available for 
the recommendation system to take. 
The central action typically is the selec-
tion and presentation of a set of items. 
Additional possible moves are varying 
its strategy to recommend items, pro-
viding specific explanations or other 
communication content, requesting 
feedback or alternative variants of user 
input. These conversational moves are 
building blocks for goal achievement. 
The selection of the most helpful next 
action and its timing can be the result 
of a reasoning process itself.

 ˲ The timeframe or optimization 
horizon signifies the time window over 
which the goal should be optimized. 
The explicit consideration of the time 
dimension allows us to differentiate 
between single one-shot interactions 
and longer time spans that can be 
more relevant to businesses and users.

The recommendation problem 
finally can be defined as: Find a se-
quence of conversational actions and 
item recommendations for each par-
ticular user that optimizes the overall 
goal over the specified timeframe.

Summary
Recommender systems have become 
a natural part of the user experience 
in today’s online world. These systems 
are able to deliver value both for users 
and providers and are one prominent 
example where the output of academic 
research has a direct impact on the ad-
vancements in industry.

In this article, we have briefly re-
viewed the history of this multidis-
ciplinary field and looked at recent 
efforts in the research community 
to consider the variety of factors that 
may influence the long-term success 
of a recommender system. The list of 
open issues and success factors is still 
far from complete and new challenges 
arise constantly that require further re-

search. For example, the huge amounts 
of user data and preference signals that 
become available through the Social 
Web and the Internet of Things not 
only leads to technical challenges such 
as scalability, but also to societal ques-
tions concerning user privacy.

Based on our reflections on the de-
velopments in the field, we finally em-
phasize the need for a more holistic 
research approach that combines the 
insights of different disciplines. We 
urge that research focuses even more 
on practical problems that matter and 
are truly suited to increase the utility of 
recommendations from the viewpoint 
of the users. 
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