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## 1. ABSTRACT

A systematic approach for integrating virtual objects into real images is developed in this paper. We propose the P3P-ICP method to solve the camera pose estimation problem. A robust tracking method is developed via the combination of the LMedS technique and the P3P-ICP method. With the 3D models and the robust tracking methods, we can determine the camera poses associated with each frame in the image sequence. Knowing the camera poses for each image frame, we can then integrate virtual objects into a video segment.

### 1.1 Keywords

Augmented reality, computer graphics, computer vision.

## 2. INTRODUCTION

A fundamental problem in augmented reality (AR) is to integrate virtual objects into real images. There are three major concerns in the integration task for gencrating realistic scenes:
(1) Geometrical consistency: If we freely move the virtual object in a scene image, geometrically correct integration should be generated during the free motion. For example, the sizes of the virtual objects have to be correctly generated, and the occlusion effects have also to be faultlessly presented.
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(2) Motion consistency: If we integrate a virtual object into an image sequence, the motion of the virtual object should be consistent with that of the objects contained in the scene images.
(3) Photometry consistency: The shadows of the virtual objects have to be corrected generated.
Both (1) and (2) require the estimations of the camera positions and orientations with respect to the reference objects contained in the scene; while the problem of (3) requires further considerations about the lighting conditions of the environment. In this paper, we focus on the problems of (1) and (2). Nevertheless, our approach also has great potential to be generalized for solving the problem of (3) because the important objects contained in the scene can be reconstructed.
We divided the work into three parts: a semi-automatic modeling part, a model-hased re-calibration and tracking part, and an integration part. The semi-automatic modeling part is an off-line process. A user can reconstruct the objects in the scene via a human-machine interaction interface directly from some reference images. The reference images can be either some of the images contained in the image sequence into which a virtual object will be integrated, or some stereo image pairs offline captured. The purpose of this part is to reconstruct the important objects (which may be the foregrounds in integration or may be used for building an object coordinate system) by using as small as possible number of reference images. The model-based camera pose estimation and tracking part is operated based on the knowledge that a rough 3D shape of the important object models contained in the scene is given. However, the position and orientation of the model with respect to the scene image is still unknown. In model-based camera pose estimation, we try to solve the problem of finding the pose of the camera by giving a set of correspondences of 3D points and 2D features in an image. This problem is also referred to as the $P n P$ problem in the vision community [7][4]. In this paper, we proposed a new approach - the


Figure 1: An image sequence taken from a scene into which virtual objects are to be integrated. The stereo views are used for building the 3D models of the important objects contained in the scene.

P3P-ICP approach, to solve this problem in a reliable way. In model-based tracking, temporal registrations of the model and the features in the images should be found. In this paper, we developed a model-based tracking strategy combining the P3P-ICP approach and the LMedS robust estimator [16]. Via the model-based re-calibration and tracking procedures, the camera poses with respect to the object coordinate system can be estimated, and hence a virtual object can be integrated with consistent geometry and motion if an initial pose of the object was given. In the integration part, to handle the shading and the occlusion of the virtual objects is a difficult problem. An advantage of our 3D modeling approach is that, by creating an equivalent 3D scene of the image into which virtual objects will be integrated, the shading and occlusion effects can be easily handled using an existing graph software (e.g., OpenGL).
Recently, another class of AR approaches which use affine or projective spaces for the integration of virtual objects (e.g., [9][17]) were proposed. They are referred to as calibration free approaches. In our opinion, advantages of these approaches include the allowance of less priori information and easy for implementation. However, they also suffer from some drawbacks. For example, these approaches require users to manually draw some points of the virtual objects in the first two frames of an image sequence (which can indeed be treated as a human-aided calibration). Hence, the quality of integration may depend on the accuracy of the human draw to some extent. Also, some photometry effects (such as shadows) are difficult to be handled because, to human imagination, virtual objects are basically characterized in the Euclidean space. In this paper, we use a calibration and 3D modeling approach, which allows users to perform integration naturally and directly.
This paper is organized as follows: Section 3 introduces the 3D object modeler used in this paper. Section 4


Figure 2: An example of some operations of our 3D object modeler. (a) The editing of the corresponding points. The epi-polar line is shown in the right image as a good hint, when the operator selected a point in the left image. (b) Connecting some points to form a polygon.
introduces the camera pose estimation method. Section 5 describes the model-based tracker developed for AR in this paper. Section 6 introduces the integration and graphics module. Some experimental results are given in Section 7. Finally, Section 8 gives some conclusions and discussion.

## 3. 3D OBJECT MODELER

The input of this modeler is a set of stereo views and their camera parameters (including both the intrinsic parameters and the extrinsic parameters between the left and right images of a stereo view). In our work, the stereo views can be either some reference frames of an image sequence, or some newly captured images of the same scene, as shown in Figure 1. In the former case, the camera parameters can be obtained via camera calibration ${ }^{1}$; while in the later case, the camera parameters can be computed using self-calibration techniques [11][14]. The stereo views should allow us to reconstruct all the important objects contained in the scene in the Euclidean space. An operator can edit the mesh structure of objects by interactively providing the computer the following information:

1. The stereo-correspondence information: An operator can select an image point in the left image, and specify its correspondence in the right image.
2. The structural information: An operator can specify that which image points should be connected to form a polygon.
After the specification of the stereo-correspondence information, the 3D coordinates of each pair of image points can be computed. These points can then be connected to form a 3D mesh since the structural information has also been given. The Arun et al. method [1] was used to compute the rigid-transformation when the 3D data obtained from multiple stereo views has to be integrated. Figure 2 shows an example of the operations of our 3D modeler. Practically, we usually edit a rough 3D model of the scene, that is, only sparse 3D points were reconstructed. It is because that a rough model is enough
${ }^{1}$ In this work, the Shih et, al. method [18] was used for calibration.


Figure 3: (a) The P3P problem. (b) Our method for solving the $P 3 P$ problem.
for the application of AR.

## 4. RE-ESTIMATION OF CAMERA POSE

If the 3D model of the scene has been reconstructed, it can be used for re-estimation of the camera pose if the camera is used to grab the same scene from different poses. Given a set of 3D points and their corresponding image points, to find the least-mean-square rigid transformation by which the projection of the transformed 3D points coincide with their 2D image points, was called the $\mathrm{P} n \mathrm{P}$ problem [7] if $n$ point correspondences are used. Closed form solutions have been formulated if three feature points are considered [4]. However, if more point correspondences are used for camera pose estimations, closed form solutions do not exist. Also notable among pose computations are the method proposed by Lowe [12], Yuan [21] and Dementhon and Davis [5]. Both the Low and Yuan approaches used the Newton-Raphson method, thus a drawback is that an approximate pose has to be provided. An additional drawback is that, at each iteration step, the computation of the pseudoinverse matrix of a Jacobian is very computationally expensive. The Dementhon and Davis approach [5] assumed that the camera model is scaled orthographic and finds the rigid transformation by solving a linear system, and then used a POSIT procedure to iteratively refine the result. In this paper, we proposed the

P3P-ICP approach to solve the $\mathrm{P} n \mathrm{P}$ problem. In our approach, the $P 3 P$ problem is solved for three selected seed points firstly via its close form solution. Then, the iterative closest point (ICP) algorithm is used to refine the estimated poses in an iterative way.

### 4.1 Estimation by solving the P3P problem

In the P3P-ICP approach, three seed points have to be selected. Here, we simply select three points that the triangle formed by them has the largest area because the larger the spread of the seed points, the smaller the affection of the 2D positioning error. Referred to Figure 3 (a), assume that there are three points, $P_{1}, P_{2}, P_{3}$, whose coordinates are given with the object coordinate system (OCS). If their projections with respect to the camera coordinate system (CCS) are $Q_{1}, Q_{2}, Q_{3}$, then the coordinates of $P_{1}, P_{2}, P_{3}$, with CCS are $\alpha_{1} \overrightarrow{O Q_{1}}, \alpha_{2} \overrightarrow{O Q_{2}}$, $\alpha_{3} \overrightarrow{O Q_{3}}$, respectively. If $\alpha_{1}, \alpha_{2}, \alpha_{3}$ are computed, then finding the transformation between CCS and OCS (i.e,, the camera pose) is reduced to finding the least mean square rigid-transformation between two sets of 3D points, and can be computed via the Arun et al,. method [1]. From Figure 3(a), three equations can be listed as follows:
$\left\|\alpha_{1} \overrightarrow{O Q_{1}}-\alpha_{2} \overrightarrow{O Q_{2}}\right\|^{2}=\left\|P_{1}-P_{2}\right\|^{2}$,
$\left\|\alpha_{1} \overrightarrow{O Q_{1}}-\alpha_{3} \overrightarrow{O Q_{3}}\right\|^{2}=\left\|P_{1}-P_{3}\right\|^{2}$,
$\left\|\alpha_{2} \overrightarrow{O Q_{2}}-\alpha_{3} \overrightarrow{O Q_{3}}\right\|^{2}=\left\|P_{2}-P_{3}\right\|^{2}$,
There are three variables $\alpha_{1}, \alpha_{2}, \alpha_{3}$, and three degree- 2 nonlinear equations (1), (2), (3). They can be solved using the method given in [4]. Since six solutions can be solved with (1), (2), and (3) but only one of them is correct, we can use other 3D-2D correspondences to verify that which one is correct. Here, each of the six solutions are used as initial estimate of the $I C P$ method described below, and the solution with the least residue error is served as the solution of the P3P-ICP approach.

### 4.2 Refinement using the ICP approach

Most nonlinear optimization methods require the estimation of gradients of the error function in the parametric spacc. Bccause the gradient computation is easily affected by noise, the obtained solution is easily trapped in a local minimum. In our work, the ICP method [3] is used, which requires no estimation of the gradients and can also converge to a solution with minimal residual error. Each iteration of the $I C P$ algorithm contains two steps: (1) establishing point correspondences by finding the closest neighboring points, and (2) computing the rigid motion via a least-square error measure. In the Wunsch and Hirzinger approach [20], the $I C P$ method was also used to register CAD models to images. However, in their


Figure 4: Using the ICP method to refine the camera pose for solving the PnP problem.
problem formulation, the correspondences between the 3D model points and 2D image points are assumed to bc unknown in advance. On the other hand, in our work, the 3D-2D correspondences are available in advance, and an initial solution has also been given using the method described in Section 4.1. This additional constraint can be used to increase the reliability of our system. In the following, a method similar to that given in [20] is developed for the refinement of the initial solution obtained by solving the P3P problem.
Assume that $\left\{M_{1}, M_{2}, \ldots, M_{N}\right\}$ is a set of model points and $\left\{m_{1}, m_{2}, \ldots, m_{N}\right\}$ are their corresponding 2D image points, respectively. Initially, let $T_{0}$ be the transformation between the OCS and the CCS of the first frame.

1. Apply $T_{0}$ for the transformation, $M_{i}^{*}=T_{0} M_{i}$
2. In the 3D line $L\left(m_{i}\right)$, finding the closest point (namely, $\left.M_{i}^{\prime}\right)$ of $M^{*}$, where $L\left(m_{i}\right)$ is the back projected 3D ray as shown in Figure 4.
3. Using the Arun et, al. method [1] to find the rigidtransformation $T_{l}$ that minimizing $e=\sum_{i} \| M_{i}^{\prime}$ $T_{i} M_{i} \|^{2}{ }^{2}$.
4. If $T_{l}$ and the identity matrix are close enough, stop; Else, $T_{0} \leftarrow T_{1} T_{0}$, and go to 1 .
According to our experience, the combination of the P3P algorithm and the $I C P$ approach is a very reliable and robust method. Even the initial pose is quite different from the correct one, the $P 3 P-I C P$ approach can successfully converge to the right solution without trapped in local minimum.

## 5. MODEL-BASED TRACKER

In our work, the $P 3 P-I C P$ method was used to compute the camera pose of the first frame of an image sequence ${ }^{2}$. Once the camera pose of the first frame was computed,

[^1]that of the other frames can be obtained using the modelbased tracker. Hence, the model-based tracker can avoid intensive manual work of the associations of 3D-2D correspondences by automatically tracking the feature points of the 3D model and re-estimating the poses of the camera for each frames of the sequence. In the past, some methods [8][10] assumed a vclocity model in priori and a Kalman filter was used to better predict the position of the image feature. Lowe [12] used a probabilistic criterion to guide the search for the best match, and numerical minimization is used to determine object rotation and translation. Unfortunately the use of a velocity model imposes regularity constraints on the camera motion. In [15], the indexing of aspect graph is used for tracking, and the aspect tables have to be constructed off line manually. Simon and Berger [2] used a robust estimation of the view point as well as the parts of the tracked image features that actually correspond to the model. The robust cstimator adopted was the $M$-estimator in their approach.
In this work, we combine the $L M e d S$, technique and the P3P-ICP method to obtain reliable tracking results. Our approach can deal with the case that features may disappear and re-appear in an image sequence. The tracking algorithm includes a hypotheses-generation stage and a verification stage. Assume that there are $N$ model features in the 3D space, namely, $P_{1}, P_{2}, \ldots, P_{N}$, and their 2D corresponding points in current image are $p_{1}, p_{2}, \ldots$, $p_{N}$, respectively. In the hypotheses-generation stage, hypothesized matches of $p_{1}, p_{2}, \ldots, p_{N}$ in the next frame are found. Here, the least squared-error block-matching result is served as the hypothesized match of each feature. Denote the hypothesized matches found for $p_{1}, p_{2}, \ldots, p_{N}$ in the next frame to be $p^{\prime}{ }_{1}, p^{\prime}{ }_{2}, \ldots, p^{\prime}{ }_{N}$, respectively. Then, we used the LMedS technique to find the most consensus class of matches among all of the hypothesized matches. The most consensus camera motion (MCCM) is referred to as the rigid-transformation corresponding to the most consensus class of matches. The procedure of finding the MCCM is listed below.

## Algorithm 1

1. Repeat K random trials (i.e., iteration $=1,2, \ldots, \mathrm{~K}$ ). Do steps 1.1-1.6:
1.1 Randomly select three image points ( $p_{i}{ }_{i}, p_{j}^{\prime}, p_{k}^{\prime}$ ) using the bucketing technique [22].
1.2 Apply the 3D-2D correspondences $\left(P_{i}, p^{\prime}\right),\left(P_{j}, p_{j}^{\prime}\right)$, ( $P_{k}, p^{\prime}$ ) to compute the object pose using the $P 3 P$ $I C P$ approach. Assume that a rigid transformation $T_{i, j, k}$ is found.
1.3 Apply $T_{i, j, k}$ to transform all of the $N$ model features, $P_{1}, P_{2}, \ldots, P_{N}$ to new 3D positions $P^{\prime \prime}{ }_{1}, P^{\prime \prime}{ }_{2}, \ldots$, $P^{\prime \prime}{ }_{N}$, where $P^{\prime \prime}{ }_{h}=T_{i, j, k} P_{h}, h=1,2, \ldots, N$.
1.4 Compute the residue error $e_{h}=\left\|p^{\prime}{ }_{h}-p^{\prime}{ }_{h}\right\|$ for $h=1$, $2, \ldots, N$, where $p^{\prime \prime}{ }_{h}$ is the projection of $P^{\prime \prime}{ }_{h}$, onto the image plane.


Figure 5: The edge image (canny edge) using a threshold. In regions $A$ and $B$, there are full of edges. It is not easy to segment line features in these two regions.
1.5 Obtain the median residue error $e_{\text {mid }}$ by sorting all $e_{h}, h=1,2, \ldots, N$.
1.6 Record that $E$ (iteration) $=e_{\text {mid }}$ and $T$ (iteration) $=$ $T_{i, k}$
2 Let $E(t)$ be the least one among \{E(iteration) | iteration $=1,2, \ldots, K\}$. Let $T=T(t)$.
3 Re-compute $T$ using the 3D-2D correspondences whose residues are smaller than $E(t)$, then $T$ is the MCCM.
Algorithm 1 is a general approach which can deal with the model-based tracking problems where only 3D points are used to specify the model. In our experience, this algorithm had good performance if the object motion in the image sequence is translational. However, if there is some rotational motion in the image sequence, the correspondence may not be correctly found using block matching for only point features. Hence, we proposed another algorithm (i.e., Algorithm 2) to overcome this problem. In Algorithm 2, line features in the wire frame model are used for the generation of more robust hypotheses. In the past, Deriche and Faugeras [6] and Zhang and Faugeras [22] have proposed line tracking methods which extracts line features by linking edge maps at first, and then tracking line features in the image sequence. Their methods can be referred to as a "linking followed by matching" approach. However, because extraction of line features contains feature grouping, clustering and fitting, it is not easy to segment line features in an image, especially, in an image containing rich textured objects. For example, Figure 5 shows an edge image obtained by using the canny edge detector. One can see that there are full of edges in regions A and B. In fact, it is difficult to perform correct edge linking or segmentation in these regions.


Figure 6: Finding the hypothesized matches using the masked block matching.

In this paper, instead of linking or grouping edge pixels in advance, we treat each neighborhood region of the model line points as a textured block, and find hypothesized line points in the next frame by performing block matching in the original image (rather than the edge map). As shown in Figure 6, consider lines $p_{i}$ and $p_{j}$ in the given model, we uniformly sample this line to a few points. Then, for each sampled point, find the corresponding point in the next frame using masked block matching ${ }^{3}$. Finally, we use the LMedS method to fit these corresponding points in a robust way in the next frame. The major advantage of our approach is that it can be applied not only for tracking line features with homogeneous neighborhood, but also for tracking line features with textured neighborhood. Notice that due to the aperture problem, the corresponding blocks found by block matching may not be correct. For example, some blocks may "shift" along the image line as shown in Figure 6. However, since the positions of the matched blocks are still lying on a line if the matching error is caused by aperture problem, the correct line can still be found by fitting those matched points. Hence, such a "matching followed by linking" strategy has better performance that those using a "linking followed by matching" strategy. The procedure of finding the MCCM by using the line features is listed below.

## Algorithm 2

1. For each line segment of the wire-frame model
1.1 Assume that $p_{i}$ and $p_{j}$ are two end points of this line segment in the current frame.
1.2 Sample the line interval between $p_{i}$ and $p_{j}$ uniformly, and obtain points $s_{i} i=1,2, N_{s}$
1.3 For each $s_{i}$, find the hypothesized corresponding point, $s_{i}^{\prime}$, in the next frame using the masked block matching.
1.4 Perform robust line fitting for $\left\{s_{i}^{\prime} \mid i=1,2, N_{s}\right\}$ in

If we project the tracked 3D model to the current frame, the region covered by the projection is referred to as the masked region. Then, for each block across the boundary of the masked region, we give larger weights for the pixels in the masked region and smaller weights for the pixels not in the masked region. This method is similar to that used in [13], and is referred to as the masked block matching in this paper.


Background plane
of the virtual objects can be faster and easier. We created an equivalent $3 D$ scene (E3DS) of the static scene, as shown in Figure 7. With this, an equivalent image (which is the same as the scene image) can then be produced by mapping the textures onto the E3DS and observed it from the same view.

## 7. EXPERIMENTAL RESULTS

In the first experiment we integrate a virtual object into a static scene. In particular, we apply our system for the integration of a virtual object into a stereo image pair. Figure 8(a) is the left image of a stereo image pair into which virtual objects are to be integrated. Using the 3D modeler introduced in Section 3, some important objects contained in the scene can be reconstructed via stereo vision, as shown in Figure 8(b). Figure 8(c) shows the reconstructed model observed from a slightly different view. The reconstructed object model can then be served as the foreground objects for building the E3DS (equivalent 3D scene). After the construction of the E3DS, a user can then freely move a virtual object (a teapot) on the table contained in the scene because we have also compute the plane equation of the table by using a specified triangle during modeling. Figure 8(d) and Figure 8(e) show two different integration results when we freely move the teapot on the table plane. Since the partial-occlusion and the changes of sizes effects can be correctly presented during the human-controlled moving of the teapot, the user can interact with the real world in a natural way.
In the next experiment, we integrate a virtual object into an image sequence containing a moving truck. First, a 3D model of the truck was created using the 3D object modeler from a stereo image pair, as shown in Figure 9(a). Then, the camera pose of the first frame of the image sequence was re-estimated based on the reconstructed model using the P3P-ICP approach. After that, the 3D model can be re-projected onto the image plane of the first frame. The other images contained in the sequence were tracked via the robust tracking process (Algorithm 1 was used in this experiment), and part of the tracking results are shown in Figure 9(b) by aligning the moving model with the images. It can be observed that good temporal registrations of the model and the images can be obtained via the tracking process. Finally, Figure 9(c) shows the integration of a virtual box on the top of the truck. To demonstrate the usefulness of our tracking algorithm for dealing with the partial-occlusion case, Figure 10(a) shows part of a sequence containing a moving truck which is occluded by a foreground object (a tree). In this sequence, model features could be disappear and re-appear. However, using our tracking algorithm, the 3D model of the truck can be successfully tracked in 3D space, as shown in Figure 10(b). Figure 10(c) shows the integration results.

In the above sequences, the motion type is roughly translational. In the last experiment, a moving camera was used to grab a sequence of a static scene. The motion contained in this sequence includes not only translation but also rotation. Since it is not easy to track a rotational motion using only point features, we adopted Algorithm 2 for visual tracking in this experiment, which can keep tracking the wire-frame model successfully. Figure 11 shows the integration results of this sequence.

## 8. CONCLUSIONS AND DISCUSSION

In this paper, we successfully developed a systematic approach which can integrate virtual objects into real images. Many useful modules in 3D computer vision, including 3D object reconstruction, model-based camera pose estimation and model-based tracking, were appropriately integrated in our approach. The 3D modeling approach has the advantage that the virtual can be integrated by human in a direct and natural way, and the geometrical consistency and the partial-occlusion effect can be easily handled by creating an equivalent 3D scene. We proposed a new model-based calibration method - the P3P-ICP method, which can solve the general PnP problem. A new robust model-based tracking method was also developed via the combination of the LMedS technique and the P3P-ICP approach. Our method requires no assumptions of motion models, and the most consensus camera motion can be found.
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Figure 8: (a) The left image of a stereo pair into which virtual objects are to be integrated. (b) The 3D model reconstructed using the 3D object modeler. (c) The reconstructed 3D model observed from a different view point. (d) (e) show the freely integration results from two different object poses.


Figure 9: (a) The stereo image pair used to build a rough 3D model of the truck. (b) The tracking result of the sequence containing a moving truck. (c) The integration of a virtual object (a textured block) into this sequence.

## Berlin Heidelberg, 1992.



Figure 10: (a) A sequence containing a moving truck and a foreground object (a tree). (b) The tracking results. (c) The integration results.


Figure 11: The integration results of the image sequence captured with a moving camera.
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