
EFFECTIVE ASSIGNMENT AND ASSISTANCE TO SOFTWARE DEVELOPERS AND
REVIEWERS

A Dissertation by

Motahareh Bahrami Zanjani

Master of Science, Islamic Azad University, 2010

Submitted to the Department of Electrical Engineering and Computer Science
and the faculty of the Graduate School of

Wichita State University
in partial fulfillment of

the requirements for the degree of
Doctor of Philosophy

May 2017



© Copyright 2017 by Motahareh Bahrami Zanjani

All Rights Reserved



EFFECTIVE ASSIGNMENT AND ASSISTANCE TO SOFTWARE DEVELOPERS AND
REVIEWERS

The following faculty members have examined the final copy of this dissertation for form and
content, and recommend that it be accepted in partial fulfillment of the requirement for the degree
of Doctor of Philosophy with a major in Electrical Engineering and Computer Science.

Huzefa Kagdi, Committee Chair

Christian Bird, Committee Member

Vinod Namboodiri, Committee Member

Ehsan Salari, Committee Member

Sergio Salinas Monroy, Committee Member

Kaushik Sinha, Committee Member

Accepted for the College of Engineering

Royce Bowden, Dean

Accepted for the Graduate School

Dennis Livesay, Dean

iii



DEDICATION

To my parents and my sister.

iv



ACKNOWLEDGEMENTS

First of all I would like to express my gratitude to my supervisor and dissertation commit-

tee chair, Dr. Huzefa Kagdi, whose expertise added considerably to my graduate experience. His

knowledge and expertise in area of Software evolution is admirable. Without his guidance this

dissertation would not be possible. I would also like to thank Dr. Christian Bird from Empirical

Software Engineering (ESE) group at Microsoft Research. He provided ample guidance and sug-

gestion related to this dissertation work. His extensive knowledge in this research area enlightened

me in the right direction. I would also like to thank other dissertation committee members who put

their valuable time to review my dissertation and make it a successful one. My sincere gratitude

goes to the faculty members that I came across during my entire graduate program at Wichita State

University. Last but not least, the extraordinary support I received from my parents, family, and

friends has been the most important part of my journey throughout my graduate studies. I would

like to extend my special gratitude to them for supporting me in every step of the way.

v



ABSTRACT

The conducted research is within the realm of software maintenance and evolution. Human

reliance and dominance are ubiquitous in sustaining a high-quality large software system. Au-

tomatically assigning the right solution providers to the maintenance task at hand is arguably as

important as providing the right tool support for it, especially in the far too commonly found state

of inadequate or obsolete documentation of large-scale software systems. Several maintenance

tasks related to assignment and assistance to software developers and reviewers are addressed, and

multiple solutions are presented. The key insight behind the presented solutions is the analysis

and use of micro-levels of human-to-code and human-to-human interactions. The formulated met-

hodology consists of the restrained use of machine learning techniques, lightweight source code

analysis, and mathematical quantification of different markers of developer and reviewer expertise

from these micro interactions.

In this dissertation, we first present the automated solutions for Software Change Impact

Analysis based on interaction and code review activities of developers. Then we provide explana-

tion for two separate developer expertise models which use the micro-levels of human-to-code and

human-to-human interactions from the previous code review and interaction activities of develo-

pers. Next, we present a reviewer expertise model based on code review activities of developers

and show how this expertise model can be used for Code Reviewer Recommendation. At the end

we examine the influential features that characterize the acceptance probability of a submitted patch

(implemented code change) by developers. We present a predictive model that classifies whether a

patch will be accepted or not as soon as it is submitted for code review in order to assist developers

and reviewers in prioritizing and focusing their efforts.

A rigorous empirical validation on large open source and commercial systems shows that

the solutions based on the presented methodology outperform several existing solutions. The quan-

titative gains of our solutions across a spectrum of evaluation metrics along with their statistical

significance are reported.
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CHAPTER 1

Introduction

Software products are constantly growing in terms of size, complexity, and application

domains, among other things. It is not uncommon in large open source projects to receive several

bug reports and new feature requests daily [9]. These change requests need to be effectively triaged

and resolved in an efficient and effective manner to sustain (or even retain) the viability of the pro-

duct in the marketplace – not a trivial ask by any means. The development units, i.e., individuals

and teams, need to perform several tasks such as validating the change requests, assigning them to

the developers(s), implement the necessary changes to the source code, review the code changes,

and then assembling them into a (new) release to the user base.

Software engineering is very much human driven and prone, including their ingenuity and

egregiousness. Predominantly, humans (with tool support) need to manage and perform these acti-

vities in a distributed software change management. The quality and velocity of maintenance and

evolution tasks (e.g., bug fixes or a feature implementations) are in many ways a direct reflection

of the individuals or teams who perform them. Determining the right solution providers for the task

at hand is arguably as important as suggesting the right tool support for it, especially in the far too

commonly found state of inadequate or obsolete documentation of large scale software systems.

Not surprisingly, a paramount effort has been devoted in software engineering research

to effectively support the tasks related to humans involved in developing and evolving large-scale

software systems. Among these key tasks are Developer Recommendation (DR), Software Change

Impact Analysis (IA), Reviewer Recommendation (CR), and Patch Acceptance Predictor (PAR) .

DR is the task of assigning the most appropriate developers to resolve an incoming change request

[9, 53, 65, 94, 107]. IA is task of estimating the the potential impact on source code (and beyond)

due to a proposed change [11, 12]. CR is the task of assigning the most appropriate reviewers to

code review a source code change (e.g., a patch) [14]. PAR is a task of determining whether a

submitted patch will be accepted or not.
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Over the years, a number of approaches have been proposed in the literature to automate

the IA and DR tasks [9, 11, 78, 29, 62, 75, 80]. Recently, there has been a few efforts to address

the CR and PAR tasks [96, 98, 14, 17, 48]. Although, these investigations show ample progress,

the resulting solutions are suboptimal, e.g., in terms of accuracy and coverage, whereby limiting or

questioning their practical ubiquity in the software development workflow. We conjecture that the

past solutions are severely hampered due to their principal reliance on a limited source of analysis.

These solutions are based on analyzing a single snapshot of source code and/or its associated bug

or change repositories. Although, these sources capture several important aspects, we posit that

they are limited in scope and size. They only capture the end points, i.e., macro events, of software

maintenance or evolution tasks (e.g., accepted code changes for bug fixes or feature requests), and

do not necessarily capture the means, i.e., micro events, associated to achieve them.

1.1 Definitions

Software products are constantly growing in terms of size, complexity, and application

domains. In this era of software governance, software products are seldom built from scratch, but

are continuously evolved. In the life cycle of a software, maintenance is the final and perhaps the

most expensive stage. All the tasks related to any post-delivery changes, such as change control

and fixing bugs are handled in Maintenance phase. However, maintenance is considered to be the

most expensive and long-lasting phase in the lifecycle of most software systems, where more than

50% of all maintenance costs arise from changing software [63]. Therefore, every development

or analysis step which can be automated can save a lot of time and money. In this dissertation we

investigate several maintenance tasks and we present automated solutions for these tasks. Below

we explain each of these maintenance tasks in more detail.

Software-change impact analysis (IA) have been addressed for many years and date back

to the 1970s. Bohner and Arnold [11, 12] investigated the foundations of impact analysis, and defi-

ned the term impact analysis as “Identifying the potential consequences of a change, or estimating

what needs to be modified to accomplish a change [11]”. The automated tool for IA recommends

the developer a set of relevant source code entities to the incoming change request.

2



DeveloperRecommendation (DR), or bug triaging is a crucial activity in addressing change

requests in an effective manner (e.g., within time, priority, and quality factors). It is not uncom-

mon in large open source projects to receive several bug reports and new feature requests daily [9].

These change requests need to be effectively triaged. The task of automatically assigning issues

or change requests to the developer(s) who are most likely to resolve them is called Developer

Recommendation [9, 8].

Code Reviewer Recommendation (CR): Code review is an important part of the software

development process. Recently, many open source projects have begun practicing code review

through “modern” tools such as GitHub pull-requests and Gerrit. These tools enable the owner of a

source code change to request individuals to participate in the review, i.e., reviewers. However, this

task comes with a challenge. Prior work has shown that the benefits of code review are dependent

upon the expertise of the reviewers involved [13]. Thus, a common problem faced by authors of

source code changes is that of identifying the best reviewers for their source code change. The task

of automatically recommend reviewers who are best suited to participate in a given review is called

Code Reviewer Recommendation [14].

Patch Acceptance Predictor (PAR): Large-scale open source projects typically receive

numerous patches to address change requests (e.g., bug fixes). It is not uncommon for a submitted

patch to undergo a peer-review process before it can be accepted as a valid solution and merged to

the code base. A peer-code review process has been shown to have impact on the software quality.

Determining whether a submitted patch will be accepted or not could improve the efficiency of the

peer-review process, e.g., help developers and reviewers prioritize and focus their efforts. Patch

Acceptance Predictor is a predictive model that classifies whether a patch will be accepted or not

as soon as it is submitted.

1.2 Conducted Research and Projected Contributions

In this work, we present automated solutions for DR, IA, and CR tasks that are centered

on micro events. Similarly we present a predictive model that classifies whether a patch will be

accepted or not as soon as it is submitted. Specifically, we forefront our analysis and root our so-

3



lutions in two types of micro-event sources: 1) Interaction archives which store the fine-granular

events capturing the developer interactions within an Integrated Development Environment (IDE),

e.g., withMylyn and 2) Code review archives which capture the complete code change review life-

cycle, including the associated discussion and discourse. The information in micro-event archives

subsumes or complements the one in macro-event archives.

Our methodology consists of the restrained use of machine learning techniques, lightweight

source code analysis, and mathematical quantification of different markers of developer and revie-

wer expertise. Based on this methodology, we instantiated specific approaches for the investigated

tasks: 1) InComIA and RevIA for IA based on interaction and code review archives [112], 2) iHDev

and rDevX for DR based on interaction and code-review archives respectively [111], 3) cHRev for

CR based on code-review archives [110], and 4) Predictive model for PAR based on code-review

archives. Our preliminary implementation and empirical evaluation show that our presented ap-

proaches outperform the existing ones in terms of a number of accuracy metrics on open source

and commercial systems.

The main contributions of our work include the first IA solutions to integrate the
developer interaction and code review activity with the textual information from the
source code. The first DR solutions based on interaction and code review archives
and their empirical evaluation. The only empirical evaluation of CR solution in the
commercial domain, and finally the predictive recommendation and assessment of
whether a patch will be eventually accepted or not as soon as it is submitted for
Modern Code Review were not investigated previously.

1.3 Overview of The Presented Approaches

In this section we briefly explain an overview of each presented approach in our conducted

research.

Change Impact Analysis (InComIA): This is an approach to perform impact analysis (IA)

of an incoming change request on source code. The approach is based on a combination of in-

teraction (e.g., Mylyn) and commit (e.g., CVS) histories. The source code entities (i.e., files and
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methods) that were interacted or changed in the resolution of past change requests (e.g., bug fixes)

were used. Information retrieval, machine learning, and lightweight source code analysis techni-

ques were employed to form a corpus from these source code entities. Additionally, the corpus

was augmented with the textual descriptions of the previously resolved change requests and their

associated commit messages. Given a textual description of a change request, this corpus is queried

to obtain a ranked list of relevant source code entities that are most likely change prone.

Change Impact Analysis (RevIA): Similar to previous approach, this is an approach to

perform impact analysis (IA) of an incoming change request on source code. This approach uses

the code review comments provided by developers in code review phase as an additional textual

information to form the corpus. Information retrieval, machine learning, and lightweight source

code analysis techniques were employed to form a corpus from the source code entities that are

previously changed in the resolution of past change requests. Additionally, the corpus was aug-

mented with the review comments written by developers during the review phase of previously

submitted patches. These patches are the results of the implemented changed in the source code to

resolve the change requests. Given a textual description of a change request, this corpus is queried

to obtain a ranked list of relevant source code entities that are most likely change prone.

Developer Recommendation (iHDev): This is an approach to recommend developers who

are most likely to implement incoming change requests. The basic premise of iHDev is that the

developers who interacted with the source code relevant to a given change request are most likely

to best assist with its resolution. A machine-learning technique is first used to locate source code

entities relevant to the textual description of a given change request. iHDev then mines interaction

trails (i.e., Mylyn sessions) associated with these source code entities to recommend a ranked list

of developers.

Developer Recommendation (rDevX): This is an approach that uses the developer ex-

pertise markers from the previous code review activities of developers. We analyzed code reviews

that are managed by ”modern” tools, such as Gerrit. We found eight markers of developer ex-

pertise associated with the source code changes and their acceptance, time line, and human roles
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and feedback involved in the reviews. We formed a developer-expertise model from these markers

and showed its application in bug triaging. Specifically, we derived a developer recommendation

approach for an incoming change request (e.g., to fix a bug), named rDevX , from this expertise

model.

Code Review Recommendation (cHRev): This is an approach to automatically recom-

mend reviewers who are best suited to participate in a given review, based on their historical contri-

butions as demonstrated in their prior reviews. It utilizes the past code changes and their reviewers

to form a quantifiable model of the expertise of each reviewer in each source code file. This ex-

pertise model is then used to rank reviewers based on their expertise score. Finally, a ranked list of

top n reviewers is recommended.

Patch Acceptance Predictor: This is a predictive model that classifies whether a patch

will be accepted or not as soon as it is submitted. Logistic regression and support vector machine

were employed to form the patch predictor. We examined bug, patch, developer, and reviewer

features that characterize the patches that get accepted or not and used these features to build the

classifier.

1.4 Dissertation Findings

Our findings show that:

1. Approach based on a combination of interaction (e.g., Mylyn) and commit (e.g., CVS) his-

tories outperforms traditional approaches to perform impact analysis (IA) of an incoming

change request on source code. (InComIA, Chapter 3)

2. Code review comments provide textual information related to both source code and bug itself.

This textual information improves the performance of IA approaches (RevIA, Chapter 4)

3. Developers who interacted with the source code relevant to a given change request are most

likely to best assist with its resolution. (iHDev, Chapter 5)

4. The historical code reviews capture many unique aspects that can be useful markers of de-

veloper expertise. (Chapter 6)
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5. Developer expertise model based on previous code review activities of developers would

typically recommend the correct developers at higher ranks than the competitor. (rDevX ,

Chapter 6)

6. Reviewers who reviewed the units of source code in the past are most likely to best assist

with reviewing it in the future. (cHRev, Chapter 7)

7. Leveraging the specific information in previously completed reviews (i.e., quantification of

review comments and their recency), could dramatically improve the performance of Revie-

wer Recommendation approach in comparison with the prior approaches, which (limitedly)

operate on generic review information (i.e., reviewers of similar source code file and path

names) or source code repository data. (cHRev, Chapter 7)

8. The most influential features that characterize the acceptance probability of a submitted pa-

tch by developers are, Patch Size, Number of Patch Revisions, Patch Owner’s Reputation,

Number of Assigned Reviewers, Number of Contributing Reviewers, and Contributing Re-

viewer’s Reputation. (Chapter 8)

1.5 Dissertation Organization

The remainder of this dissertation is organized as follows. Chapter 2 provides background

information and presents research related to our studies. Chapter 3 and 4 present InComIA and Re-

vIA approaches for Change Impact Analysis with results from separated empirical studies. Chapter

5 and 6 present iHDev and rDevX approaches for Developer Recommendation with results from

several empirical studies on open source and commercial software projects. Chapter 7 presents

cHRev, our approach to select expert reviewers with results from empirical studies. Chapter 8 pre-

sents a classifier which predicts the outcome of code review. Finally, Chapter 9 draws conclusions,

presents a summary of the main contributions of this thesis, and outlines the future work.
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CHAPTER 2

Background and Related Researches

In this chapter, we first explain the Software maintenance background contextualizing the

presented work and then provide the definition of micro and macro evolution repositories. We ex-

plain the interaction activity of developers and describe the Modern Code Review (MCR) process.

Similarly, a survey of related researches on software maintenance tasks is provided in this chapter.

More specifically, we describe how the related work motivates our presented approaches.

2.1 Software Maintenance Background Contextualizing the Presented Work

In the life cycle of a software, maintenance is the final and perhaps the most expensive

stage. All the tasks related to any post-delivery changes, such as change control and fixing bugs

are handled in Maintenance phase.
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The change requests and bugs reported in bug tracking tool (e.g., Bugzilla) are typically

specified in natural language (e.g., English) and they mark the beginning of Maintenance phase.

The bug reports include issues identified and submitted by programmers or end users during the

post-delivery maintenance of a product and the change requests include the enhancements to the

original product. In either case, developers need to identify the potential source code entities that are

change prone due to a given change request. This task is called Impact Analysis (IA). An automated

tool to help developers identify the related source code entities to simplify the task of issue fixing

or implementing a new change request is needed. Previously investigated IA approaches use the

textual similarity between the bug description and the textual information related to source code

entities from macro-evolution repositories. In our conducted research we investigate the task of

IA by using micro-evolution repositories. Figure 2.1 shows a schematic diagram of the presented

approaches. Block number 1 is related to the task IA. Approaches InComIA in chapter 3 and RevIA

in chapter 4 are our presented approaches for task IA.

IA recommends the developer a set of relevant source code entities to the incoming change

request. Now developers need to know which of their team-mates have more expertise on those

relevant source code entities and hence are most likely to best assist with its resolution. The task of

automatically assigning issues or change requests to the developer(s) who are most likely to resolve

them is called bug triaging or developer recommendation (DR). In this dissertation we use techni-

ques to find expertise score of developers for each source code entities relevant to the incoming

change requests. These techniques uses the information from micro-evolution repositories. Block

number 3 in Figure 2.1 is related to the task DR. Two approaches iHDev and rDevX in chapters 5

and 6 are our presented automated solutions for task DR.

We provided developers with the part of source code that needs to be changed and who have

the most expertise to implement the change. Once the identified developer addresses the incoming

change request, she submits the patch (set of modified source code files to fix a bug or add a

new feature) to the code review repository (blocks number 2 and 5 in Figure 2.1). Reviewers then

inspect the change through the code review tool (e.g.,Gerrit) and provide feedback to the developers
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in the form of review comments. The developer may modify the source code based on the review

comments received and submit the updated patch for review. Once the submitted patch meets the

desired code quality, a reviewer “signs-off” on the review to be checked into the code repository

(block number 5 in Figure 2.1). It is not always easy to determine who has the most expertise given a

particular change for review, especially for newcomers to a codebase or those changing parts of the

code with shared ownership by many people. The task of automatically assigning reviewers to code

change who are most likely to review them is called code reviewer recommendation (CR)(block

number 4 in Figure 2.1). We present approach cHRev in chapter 7 which uses the previous review

activity of developers from micro-evolution repositories to recommend the set of expert reviewers

to review a code change.

We assist developers with providing the set of expert reviewers to review the submitted

patch by the developers. Determining whether a submitted patch will be accepted or not by the

expert reviewers could improve the efficiency of the peer-review process, e.g., help developers and

reviewers prioritize and focus their efforts. In this dissertation we present a predictive model in

chapter 8 which extracts the relevant features from code review data and classifies whether a patch

will be accepted or not as soon as it is submitted.

2.2 Micro-Evolution Repositories

In this work, we present automated solutions for DR, IA, and CR tasks that are centered on

events from micro-evolution repositories. The term micro-evolution repositories is used to refer to

all the repositories that store the data generated from developer activities between the start and end

points of a change request and its resolution. Broadly speaking, micro-evolution repositories store

data about all the ”in-between” activities. The prominent instances of micro-repositories are the

ones that track and mange developer activities within IDEs (interaction activity) and code review

tools (code review activity).
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2.2.1 Interaction Histories from IDEs

Interaction is the activity of programmers in an IDE during a development session (e.g.,

editing a file or referencing an API documentation). Tools, such as Mylyn, have been developed

to model programmers’ actions in IDEs [74]. Mylyn 1 monitors programmers’ activities inside the

Eclipse IDE and uses the data to create an Eclipse user interface focused around a task. TheMylyn

interaction consists of traces of interaction histories. Each historical record encapsulates a set of

interaction events needed to complete a task (e.g., a bug fix). Once a task is defined and activated,

theMylynmonitor records all the interaction events (the smallest unit of interaction within an IDE)

for the active task. A trace file contains the interaction history of a task. This file is typically

attached to the project’s issue tracking system (e.g., Bugzilla or JIRA). For each interaction, the

monitor captures about eleven different types of data attributes. The most important of these is the

structure handle attribute, which contains a unique identifier for the target element affected by the

interaction. For example, the identifier of a Java class contains the names of the package, the file

to which the class belongs to, and the class. Similarly, the identifier of a Java method contains

the names of the package, the file and the class the method belongs to, the method name, and the

parameter type(s) of the method. Figure 2.2 shows an example of theMylyn interaction edit event.

The interaction history captures in-between activities (e.g., editing a source code file) of developers

during a development session.

2.2.2 Code Review Histories

. Code-review repositories archive all the data resulting from all the review activities

throughout the lifetime of a software system. In our conducted research we used the code re-

view data captured by Modern Code Review (MCR) tools. In recent years, many modern software

organizations have adopted MCR, which is based on collaborative tools. MCR tools that tightly

integrate with version control system (e.g., git) repositories provide a lightweight code review en-

vironment to manage reviewing processes that are similar to the formal software inspection, while

allowing for asynchronous collaboration during code reviews. Google-basedGerrit is one example
1https://www.eclipse.org/mylyn/
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Figure 2.2: A snippet of an interaction event recorded by Mylyn for bug issue #330695 with trace
ID #221752. File TaskListView.java is edited.

of tool supported peer review. AGerrit review begins when the owner posts a patch to be reviewed.

Reviewers are manually assigned, so that they can take part in the reviewing of the patch uploaded

by the owner. Unassigned reviewers can also make comments. Reviewers can provide comments

on individual lines that have changed or they can provide general comments. Reviewers can ap-

prove or reject the uploaded patch. A patch set encapsulates details regarding the author, committer,

and the inline comments made by the reviewers [73]. Modern Code Review (MCR) [13], which

is tool assisted, supports the quality-control process of reviewing a proposed code change or patch

for a maintenance task. It includes human feedback, which drives whether a proposed code change

needs to be revised, and eventually accepted or abandoned. Only accepted source code changes

are merged to the code base. That is, it is one of the sources that captures the means adopted in

reviewing and revising not only the patches that eventually get merged (i.e., committed), but also

those abandoned. The code review history captures the in-between activities (e.g., providing the

review feedback) of developers during a review session.

Patch Lifecycle in Gerrit

Gerrit is a modern peer-review tool that facilitates a traceable review process for git-based

software projects [1]. Developers make local changes in their private git repositories and then

submit these changes as a patch for review [82]. The owner may indicate the intended reviewers,

who are subsequently notified about the review invitation. Alternatively, the owner can broadcast
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Figure 2.3: An example from Gerrit code review# 74981 related to Eclipse Platform project

a request for review to find reviewers for their patch. It should be noted that the invited reviewers

do not necessarily accept the invitation and contribute to the review. The approval step requires

human contributions (e.g., to ascertain the patch meets project guidelines and intent), whereas, the

verification step is largely automatic (e.g., the build works and complies, and passes unit test cases).

If it fails either of these steps, it is abandoned. Figure 2.3 shows an example from Eclipse Platform

Gerrit for patch review # 74981. It was accepted and merged to the projects’s git repository. This

patch is for bug # 495797 which was assigned to Ian Pun for a fix and he patched it. The number

of line changes is 10 and the number of changed files is 1. Eric Williams reviewed and accepted

this patch.

Figure 2.4 shows the patch life cycle in Gerrit. Initially, a developer (the patch owner)

makes changes to the source code in response to a bug report or feature request. They submit

these code changes for review. The patch owner may indicate the intended reviewers (assigned

reviewers), who are subsequently notified about the review invitation. It should be noted that the

invited reviewers do not necessarily accept the invitation and contribute to the review. Contributing

reviewers then inspect the change through the code review tool Gerrit and provide feedback in the

form of review comments and scores to the owner. A submitted patch can have different statuses

such as Needs Code Review, Ready to Submit, Abandoned, and Merged. For a patch to get accepted
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Figure 2.4: The patch life cycle in Gerrit

and finally merged to repository, it is necessary that it receive at least one +2 and not a single -2

score.

If a patch receives a score of -2, its status will be marked abandoned. If patch has not

received a score -2, then the patch owner can rework the patch and resubmit the new version of

patch. The review process for a particular submission may include multiple iterations between

the patch owner and contributing reviewers. Eventually, a reviewer signs-off on the review after

they perceive the code change to be of a sufficient quality and should be checked into the code

repository. If a change never received sign-offs, it is abandoned. The number of sign-offs required

to check in a code change is typically dependent on a particular team’s policy. Automatic tools

typically perform the verification part.

2.3 Macro-Evolution Repositories

Macro-evolution repositories include traditional sources such as the information stored in

source code version-control systems (e.g., Subversion), requirements/bug-tracking systems (e.g.,

Bugzilla), and communication archives (e.g., email). Source-code control systems are used for

storing and managing changes to source code artifacts. We term the repositories that store and
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mange data about the end points as macro-evolution repositories. Typical examples of macro-

evolution repositories are bug tracking systems (e.g., start of a change) and source-control systems

(end of a change). The macro-evolution repositories typically mark the culmination of a major

evolution task, e.g., a report of a bug or code commit.

2.4 Related Work

In this section, we survey the related research on interaction history, code review, and vari-

ous software maintenance tasks such as IA, DR, CR, and PAR. More specifically, we describe how

the related works motivate our presented approaches.

2.4.1 Interaction History

Researchers have been developing IDE plug-ins to capture programmers’ interactions du-

ring programming activities [37, 93, 88]. NavTracks was used to mine Interaction coupling at the

file-level granularity [93]. Team Track [37] was used to provide navigation support to programmers

unfamiliar with the code base. In HeatMaps [88], the interestingness of a programming element

is determined by computing a Degree-of-Interest (DOI) value based on the historical selection and

modification of it. If an artifact is found interesting, it is decorated with colors to indicate its im-

portance to the task.

Similarly, there are studies which present the applications of the captured interaction data

for software maintenance tasks, for example, Zou et al. [115] used the interaction history to iden-

tify evolutionary information about a development process (such as restructuring is more costly

than other maintenance activities). Rastkar et al. [79] report on an investigation which conside-

red how bug reports considered similar based on change set information compare to bug reports

considered similar based on interaction information. Robbes et al. [85] developed an incremental

change based repository by retrieving the program information from an IDE (which includes more

information about the evolution of a system than traditional SCM) to identify a refactoring event.

Parnin and Gorg [76] identified relevant methods for the current task by using programmers’ in-

teractions with an IDE. Kobayashi et al. [59] presented a Change Guide Graph (CGC) based on
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interaction information to guide programmers to the location of the next change. Each node in the

graph presents a changed artifact and each edge presents a relation between consecutive changes.

Following the CGC graph, the next target in the change sequence can be identified. Schneider et

al. [90] presented a visual tool for mining local interaction histories to help address some of the

awareness problems experienced in distributed software development projects. Both interaction

history and static dependencies were used to provide a set of potentially interesting elements to a

programming task.

These studies motivated us to investigate the usefulness of interaction data to provide the

solutions for different software maintenance tasks such as IA and DR.

2.4.2 Code Review

There has been much investigation in the various aspects of modern code review. We briefly

discuss a few representative efforts from this investigation.

Previous studies in code review area can be classified according to several empirical studies

describing the different features of modern code review process, predicting the outcome of code

review, influence of code review on the code quality, optimizing the effort of reviewers, and several

tools which support the code review process. We focus our discussion of related code review

research to work that considers code reviewers as a primary subject.

Empirical studies on code review: While a very rigid Fagan code inspection process may

have been appropriate the mid-70s, a significant amount of time and effort is required to collate re-

view material, and coordinate its distribution and review [38]. In contrast contemporary or modern

code review encompasses a series of less rigid practices [81, 60, 32]. These lightweight practices al-

low peer review to be adopted to fit the needs of the development team. Peer code review, a manual

inspection of source code by developers other than the author is recognized as a valuable tool for

reducing software defects and improving the quality of software projects. Peer review is seen as an

important quality assurance mechanism in both industrial development and open source software

(OSS) community. Rigby et al. [83] examined two peer review techniques: review-then-commit

and commit-then-review used by Apache server project. The frequency of reviews, the level of
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participation in reviews, and the size of artifacts under review are a few factors that they have mea-

sured in their studies. Modern code review often leave out the team meeting and reduce the number

of people involved in the review process to two. Wood et al. [104] found that the optimal number

of reviewers should be two. Rigby et al. [82] compared three types of peer review methods: tra-

ditional inspection, OSS email-based peer review, and lightweight tool supported review. Despite

differences among projects, many of the characteristics of the review process have independently

converged to similar values. which indicates general principles of code review practice.

Software peer review has proven to be a successful technique in open source software de-

velopment. In contrast to industry, where reviews are typically assigned to specific individuals,

changes are broadcast to hundreds of potentially interested stakeholders. Rigby et al. [84] describe

an empirical study to investigate the mechanisms and behaviors that developers use to find code

changes they are competent to review. Bacchelli et al. [13] conducted an empirical study across

diverse teams at Microsoft to empirically explore the motivations, challenges and outcome of tool-

based code reviews. Baysal et al. [18] studied the patch lifecycle of the Mozilla Firefox project.

Their study shows that patches from casual developers should receive extra care to ensure software

quality and encourage future contributions. Porter et al. [77] studied effect of the variance among

elements of the software inspection process, such as team size and the number and sequencing of

session, on the inspection effectiveness.

Influence of code review on the code quality: There are several studies investigating the

effect of code review on code quality. McIntosh et al. [69, 72] studied the effect of code reviews

on code quality by mining the code review and change repositories of open source projects. They

report that the percentage of reviewed changes a code component underwent correlates inversely

to its chance of being involved in post-release fixes. Beller et al. [21] studied the types of defects

fixed in modern code review repositories. Kemerer et al. [55] show that code review reduce the

amount of defects in student projects. With the available data they were also able to study the

impact of review rate on the inspection performance. They found high review rates (i.e., a high

number of reviewed LOC/hour) to be associated with a decrease in inspections effectiveness.
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Tool support for code review: There are studies presenting the developed tools that sup-

port the code review process. For example, Kim et al.[56] developed a tool called LSdiff to help

reviewers inspect program differences. LSdiff covers the limitations of program difference tools

by inferring systematic structural differences into logic rules. Zhang et al. [114] developed a tool

called CRITICS, an Eclipse plug-in that assists developers in inspecting systematic changes. There

are several researched tools to help support other aspects of modern code review. Modern code re-

view is often supported by tools, preferably integrated into the development environment (IDE)

[31]. One of these integrated IDE tools is ReviewClipse [22] and another is Mylyn Reviews [3].

A popular review tool is OSS Gerrit [1], offering web-based reviewing for projects using Git [70].

A number of other review tools: CodeFlow [13], Microsoft code review tool; Phabricator is Fa-

cebook’s open-sourced tool [4]; Mondrian, a tool that Google uses for its closed-source projects

[2]. With the advent of open source code review tools such as Gerrit along with projects that use

them, code review data is now available for collection and analysis. Mukadam et al. [73] extracted

Android peer review data from Gerrit and provide the data for future empirical software engineer-

ing questions. González et al. [42] presented an approach to retrieve and analyze the information

produced by Gerrit based on a previously designed tool called Bicho.

None of the previous studies for Modern Code Review has investigated the application of

code review for tasks IA and DR.

2.4.3 Software Change Impact Analysis

Information Retrieval (IR) methods were proposed and used successfully to address tasks of

extracting and analyzing textual information in software artifacts, including change impact analysis

in source code [30, 51, 78]. Existing approaches to IA using IR operate at two levels of abstraction:

change request [30] and source code [51, 78]. In the first case, the technique relies on mining and

indexing the history of change requests (e.g., bug reports). In particular, this IA method utilizes

IR to link an incoming change request description to similar past change requests and the file re-

visions that were modified to address them [30, 101]. While this technique has been shown to be

relatively robust in certain settings, it is entirely dependent on the history of prior change requests.
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In cases where textually similar change requests cannot be identified (or simply do not exist), the

technique may not be able to identify relevant impact sets. Also, these works show that a sizeable

change request history must exist to make this approach operational in practice, which may limit

the effectiveness. The other set of techniques to IA that use IR operates at the source code level

and requires a starting point (e.g., a source code method that is likely to be modified in response

to an incoming change request) [51, 78]. This approach is based on the hypothesis that modules

(or classes) in software systems are related in multiple ways. The evident and most explored set of

relationships is based on data and control dependencies; however, the classes can be also related

conceptually (or textually), as they may contribute to the implementation of similar domain con-

cepts. In our previous work [51, 41], given a textual change request (e.g., a bug report), a single

snapshot (i.e., release) of source code, indexed using Latent semantic indexing, is used to estimate

the impact set and to derive conceptual couplings from the source code. Machine learning techni-

ques and information retrieval are used in different areas such as bug triaging, impact analysis,

feature location, bug severity and classifying software changes [97, 58, 99]. Different machine

learning techniques such as ML-KNN, SVM, LSI or decision tree are also used for recommending

developers to resolve a reported bug request [105, 106, 66].

Although ample progress has been made, there remains quite a bit work left in improving

the effectiveness of IA. The previous studies either used information from bug repository or source

code repository. None of these approaches considered interaction activity of developers as source of

information. Developers may interact (e.g., navigate, view, and modify) entities within an Integra-

ted Development Environment (IDE) that may not be eventually committed to the code repository.

These interactions could have contributed in locating and/or verifying the entities that were chan-

ged due to a change request, which potentially makes them candidates for future changes. Code

review is another in-between activity of developers in software maintenance process. Developers

provide feedback in the form of review comments. These review comments includes textual in-

formation related to both source code and bug itself. This textual information holds a wide range
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of information that is instrumental in finding a solution for IA. None of the previous approaches

considered code review comments provided by developers as source of information for task IA.

We present a new approach, namely InComIA, for IA that is centered on the developer inte-
raction and commit histories of source code entities that were involved in the resolution of pre-
vious change requests. Similarly we present another approach called RevIA which includes the
code review comments written by developers during the review phase as an additional textual
information. Several empirical studies are conducted to assess the effectiveness of the InComIA
and RevIA approaches.

2.4.4 Developer Recommendation

The task of automatically assigning issues or change requests (e.g., bug fixes or new fea-

ture) to the developer(s) who are most likely to resolve them has been studied under the umbrella

of issue triaging. A number of approaches exist in the literature [9, 107, 47, 7, 35, 16, 8, 10, 111].

Anvik and Murphy [7] conducted an empirical evaluation of two techniques for identifying expert

developers. Developers acquire expertise as they work on specific parts of a system. Expertise

Browser (ExB) is a tool to identify developers with the desired expertise [71]. Tamrawi et al. [94]

used fuzzy-sets to model bug-fixing expertise of developers based on the hypothesis that developers

who recently fixed bugs are likely to fix them in the near future. An approach based on a machine

learning technique is used to automatically assign a bug report to a developer [9]. Another appro-

ach to facilitate bug triaging uses a graph model based on Markov chains, which captures the bug

reassignment history [47]. Matter et al. [68] used the similarity of textual terms between a given

bug report of interest and source code changes (e.g., word frequencies of the diff given changes

from source code repositories). Fritz et al. [39] introduced the degree-of-knowledge model that

computes a real value for each source code element based on both authorship and interaction in-

formation. Their expertise model was applied to, and evaluated on, the developer recommendation

problem. Bird et al. [25] analyzed the communication and co-ordination activities of the parti-

cipants by mining email archives. Ma et al. [67] proposed a technique that uses implementation

expertise (i.e., developers usage of API methods) to identify developers. Weissgerber et al. [102]

depicts the relationship between the lifetime of the project and the number of files each author

updates by analyzing and visualizing the check-in information for open source projects. German
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[40] provided a visualization to show which developers tend to modify certain files by studying the

modification records (MRs) of CVS logs. Fischer et al. Bortis et al. [27] introduced PorchLight, a

tag-based interface and customized query expression, to offer triagers the ability to explore, work

with, and assign bugs in groups. Shokripour et al. [92] proposed an approach for bug report assig-

nment based on the predicted location (in the source code) of the bug. Begel et al. [20] conducted

a survey of inter-team coordination needs and presented a flexible Codebook framework that can

address most of those needs. Robbes et al. [87] used the interaction data from Mylyn to evaluate

developer-expertise metrics based on time, which is the start time of aMylyn-interaction session.

Approaches for developer recommendation typically operate on software repositories (e.g.,

models trained from past bugs/issues or source-code changes), the source-code authorship, or their

combinations under the rationale that if a developer frequently commits changes to, or fixes bugs in,

particular parts of a system, they have knowledge of that area and can competently make changes

to it. We agree with the fundamental concept that historical records of developers’ activity yield

insight into their knowledge and ability, but we also posit that additional traces of developer activity

such as interactions with source code (beyond those leading to commits) when resolving an issue

can provide a more comprehensive picture of their expertise. Similarly, the historical code reviews

capture many unique aspects that can be the useful markers of developer expertise. Among them

is the reviewer role and contributions in terms of the code critique and formative experience in

authoring code changes, which may or may not have been successful (i.e., eventually included in

the project code base). Code reviews subsume the commits in source-code repositories (e.g., git

or Subversion). We posit that these markers provide a unique opportunity to expand the scope of

forming models of developer expertise in source code and their improved applications in software

maintenance and evolution tasks. The records of developers’ interactions with code in resolving

an issue and code review activity of developers remain largely untapped in solving this problem.
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We present a new approach, namely iHDev, for assigning the incoming change requests to
appropriate developers. iHDev is centered on the developers’ interactions with source code
entities that were involved in the resolution of previous change requests. Similarly, we present
another approach, namely rDevX for assigning the incoming change requests to appropriate
developers based on past code review activities of developers. Several empirical studies are
conducted to assess the effectiveness of the presented approaches.

2.4.5 Reviewer Recommendation

The reviewer recommendation task has not been examined much in the literature yet. There

are only three approaches reported for reviewer recommendations. Balachandran [14] proposed a

GIT blame like line oriented approach. Recently, Thongtanunam et al. [96] proposed an approach,

namely REVFINDER, which is based on the past reviews of files with similar names and paths.

They showed that REVFINDER outperformed Balachandran’s approach on open source systems.

REVFINDER finds past reviews with files whose paths and names are similar (based on string

comparison) to the ones in the patch under review. It assigns all the reviewers from each such past

review the same (string comparison) score. All the reviewers are ranked based on the sum of their

scores. It does not look into other attributes of the past contributions of the reviews (e.g., how much

and when) and is limited to whether a reviewer contributed or not. In summary, REVFINDER’s

expertise model favors breadth or generality of review contributions. In parallel to our work, Xia

et al. [98] proposed another approach for reviewer recommendation, namely TIE. The intuition

of TIE is that the same reviewers are likely to review changes containing similar terms (words)

and reviewers are likely to review changes to the same files or files in similar locations. TIE

outperformed REVFINDER on open source systems. Similar to REVFINDER, TIE approach just

look into the similarity of patch description and file path.

approaches for reviewer recommendation either need textual information from code chan-

ges or do not account for attributes such as the amount of comments and their recency. None of the

previous approaches provides empirical evaluation included the closed-source domain.

We present an approach, cHRev, to automatically recommend reviewers who are best suited to
participate in a given review, based on their historical contributions as demonstrated in their
prior reviews. We evaluate the effectiveness of cHRev on three open source systems as well as
a commercial codebase at Microsoft.

22



2.4.6 Predicting the outcome of code review

There are a few studies that evaluate the influence of different factors on the output of code

review (e.g., code review response time and outcome). Baysal et al. [17] described an empirical

study of code review process for WEbKit and the reported results provide that non-technical factors

such as bug priority and patch writer experience can have a significant impact on the code review

outcome. Weissgerber et al. [103] performed data mining on email archives of two open source

projects to study the patch contributions. They found that smaller patches have a higher chance of

being accepted than the larger ones. Jiang et al. [49] found that patch acceptance is affected by

the developer experience, patch maturity, and prior subsystem churn, whereas, the reviewing time

is impacted by the submission time, the number of affected subsystems, the number of suggested

reviewers and the developer experience. Jeong et al. [48] examined the review process for two Mo-

zilla projects along with the approaches to recommend reviewers. Then they presented predictors

to predict the outcome of code review process done by the recommended reviewers.

There has been a few previous efforts in addressing the question, what makes patches get

accepted or not? ; however, they have not been in the context of Modern Code Review [17],

[50], [44], [19]. Also, the predictive recommendation and assessment of whether a patch will be

eventually accepted or not as soon as it is submitted for MCR were not investigated previously.

We first investigate the factors that influence the patch acceptance. We take into account several
direct and indirect measures, which are derived from the structured and unstructured data avai-
lable from bug tracking and code-review repositories. These measures are then used formulate
a descriptive model. Secondly, we build a classifier to predict whether a patch will be accepted
or not as soon as it is submitted for MCR process.
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CHAPTER 3

Change Impact Analysis (InComIA)

This chapter presents an approach to perform impact analysis (IA) of an incoming change

request on source code [112]. The approach is based on a combination of interaction (e.g.,Mylyn)

and commit (e.g., CVS) histories. As we mentioned in Chapter 2, interaction activity of developer

is an example of micro-events. The source code entities (i.e., files and methods) that were interac-

ted or changed in the resolution of past change requests (e.g., bug fixes) were used. Information

retrieval, machine learning, and lightweight source code analysis techniques were employed to

form a corpus from these source code entities. Additionally, the corpus was augmented with the

textual descriptions of the previously resolved change requests and their associated commit mes-

sages. Given a textual description of a change request, this corpus is queried to obtain a ranked list

of relevant source code entities that are most likely change prone. Such an approach that combines

information from interactions and commits for IA at the change request level was not previously

investigated. Furthermore, the approach requires only the entities that were interacted and/or com-

mitted in the past, which differs from the previous solutions that require indexing of a complete

snapshot (e.g., a release).

An empirical study on 3272 interactions and 5093 commits from Mylyn, an open source

task management tool, was conducted. The results show that the combined approach outperforms

an individual approach based on commits. Moreover, it also outperformed an approach based on

indexing a single, complete snapshot of a software system.

3.1 Introduction

Software-change impact analysis, or simply impact analysis (IA), is an important activity

during the software maintenance and evolution phase. IA aims at estimating the potentially im-

pacted entities of a system due to a proposed change [11]. The applications of IA include cost
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estimation, resource planning, testing, change propagation, managing ripple effects, and traceabi-

lity [78, 29, 62, 75, 80].

Change requests are typically specified in natural language (e.g., English). They include

bug reports submitted by programmers or end users during the post-delivery maintenance of a

product and managed with issue tracking systems (e.g., Bugzilla). One variant of IA that is widely

investigated in the literature is to identify the potential source code entities that are change prone

on account of a given change request. A number of approaches to address this task have been

presented in the literature for performing IA [41]. They range from traditional static and dynamic

analysis techniques to modern methods based on Information Retrieval (IR) and Mining Software

Repositories (MSR). For example, an IR technique is used to index all the source code entities in

a single snapshot and then use the incoming change request to query for the top relevant source

code entities. MSR techniques use the historic information from bug and source code repositories

to predict the change prone source code. Although ample progress has been made, there remains

quite a bit work left in improving the effectiveness of IA.

We present a new approach, namely InComIA, for IA that is centered on the developer

interaction and commit histories of source code entities that were involved in the resolution of pre-

vious change requests. Developers may interact (e.g., navigate, view, and modify) entities within

an Integrated Development Environment (IDE) that may not be eventually committed to the code

repository. These interactions could have contributed in locating and/or verifying the entities that

were changed due to a change request, which potentially makes them candidates for future chan-

ges. Tools such as Mylyn capture and store such interaction histories. Our approach combines the

source code entities (i.e., files and methods) that were interacted or changed in the resolution of past

change requests (e.g., bug fixes). Information retrieval, machine learning, and lightweight source

code analysis techniques are then used to form a corpus from these source code entities. Addi-

tionally, the corpus is augmented with the textual descriptions of the previously resolved change

requests and their associated commit messages. Given a textual description of a change request,

this corpus is queried to obtain a ranked list of relevant source code entities that are most likely
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change prone (i.e., the estimated impact set). In our previous work [15], we used combinations of

interaction and commit histories for source code to source code IA. In this chapter, we investigate

IA on the onset of an incoming change request to source code.

To evaluate the accuracy of our technique, we conducted an empirical study on the open

source systemMylyn. Precision and recall metric values on a number of bug reports sampled from

this system for IA are presented. That is, how effective our approach is at recommending the

actual source code entities (files and methods) that are changed to fix these bugs. Additionally, we

empirically compared our approach to those using commits and the entire source code from a single

snapsot. The results show that the presented approach outperformed the baseline competitors:

Lowest recall gains of 28% and 44%, highest recall gains of 225% and 350%, lowest precision

gains of 28% and 33%, and highest precision gains of 250% and 350% were recorded.

Our work makes the following noteworthy contributions in the context of performing IA

on source code due to an incoming change request:

1. To the best of our knowledge, our approach is the first to integrate the developer interaction

and commit histories of source code.

2. We performed a comparative study with an approach that makes an exclusive use of source-

code commits.

3. We performed a comparative study with an approach that uses the source code in a single

snapshot.

The rest of the chapter is organized as follows: Our InComIA approach is discussed in Section 3.2.

The empirical study on Mylyn open-source projects and the results are presented in Section 3.3.

Threats to validity are listed and analyzed in Section 3.4.

3.2 The InComIA Approach

Our InComIA approach to IA of an incoming change request on source code consists of the

following steps:
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• The past change requests (e.g., bug reports) from software repositories are analyzed, and all

the source code entities that were interacted and committed are extracted.

• The source code of each unique entity, from each revision (i.e., in subversion vocabulary)

in which it was interacted or committed in the past, is parsed using a developer-defined gra-

nularity level (e.g., file and method). For each entity, comments, identifiers and expressions

are then extracted from the parsed source code. For each entity all of its commit messages

and bug descriptions are also obtained. A corpus is created such that each source code entity

has a corresponding document (i.e., in IR vocabulary) in it.

• Given a change request description, a ranked list of relevant source code entities (e.g., files

and methods) is recommended for IA based on the K-Nearest Neighbor algorithm and Cosine

similarity.

Before, we present the details of these steps, we briefly discuss the two principal sources

of information of InComIA.

3.2.1 Interactions and Commits for Change Request Resolution

Interaction is the activity of programmers in an IDE during a development session (e.g.,

editing a file, or referencing an API documentation). Different tools (such as Mylyn) have been

developed to model programmers’ actions in IDEs [74, 93, 90, 88]. Mylyn1 monitors programmers’

activities inside the Eclipse IDE and uses the data to create an Eclipse user interface focused around

a task.

The Mylyn interaction consists of traces of interaction histories. Each historical record en-

capsulates a set of interaction events needed to complete a task. Once a task is defined and activated,

theMylynmonitor records all the interaction events (the smallest unit of interaction within an IDE)

for the active task. For each interaction, the monitor captures about eight different types of data

attributes. The structure handle attribute contains a unique identifier for the target element affected

by the interaction. For example, the identifier of a Java class contains the names of the package, the
1https://www.eclipse.org/mylyn/
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Figure 3.1: A snippet of 4 interaction events (labelled 1-4) recorded byMylyn for bug issue #175229
with trace ID #71687.

file to which the class belongs to and the class. Similarly, the identifier of a Java method contains

the names of the package, the file and the class the method belongs to, the method name and the

parameter type(s) of the method. Figure 3.1 shows an example of 4 consecutiveMylyn interaction

events. For each active task, Mylyn creates an XML trace file called Mylyn-context.zip. In the 1st

interaction, the createEditorTab method is selected. In the 2nd, 3rd and 4th interactions, the contex-

tActivated method is indirectly manipulated, then directly selected and finally edited. A) Method

name: createEditorTab; B) Class name: ContextEditManager; C) File name: ContextEditorMana-

ger.java; D) Parameter types for createEditorTab method: Lorg.eclipse.ui.internal.EditorReference

and Ljava.lang.String.

A trace file contains the interaction history of a task. This file is typically attached to the

project’s issue tracking system (e.g., Bugzilla or JIRA). The trace files for the Mylyn project are

archived in the Eclipse bug tracking system as attachments to a bug report2.

A common practice in the open source software development is for developers to include

an explicit bug or issue ID in the commit message. The presence of this information establishes the

traceability between an issue or bug reported in the bug tracking system and the specific commit(s)

performed to address it. A regular-expression based method can be employed to process commits

and extract this traceability information. Figure 3.2 shows the bug description for bug ID #175229,
2https://bugs.eclipse.org/bugs/query.cgi
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<bug>
<bug_id>175229</bug_id>
<creation_ts>2007-02-23 03:34:00 </creation_ts>
<short_desc>

Should be able to open editor automatically when a task
is activated

</short_desc>
</bug>
..........................................................................
<logentry revision=”5113”>
<author>mkersten </author>
<date>2007-06-19T02:27:07 </date>
<paths>

......
</paths>
<msg>RESOLVED - bug 175229: Should be able to open

editor automatically when a task is activated.
https : //bugs.eclipse.org/bugs/showbug.cgi?id = 175229

</msg>

Figure 3.2: Bug ID #175229 from Eclipse bug tracking and commit history.

which is extracted from the Eclipse bug tracking system, and the commit message related to this

bug ID, which is for revision #5113. The files that were included in this commit are listed between

the paths tags. Now, we describe the details of our InComIA approach.

3.2.2 Extracting Interacted Entities

We first need to identify bug reports that contain mylyn-context.zip attachment(s) because

all bug issues may not contain interaction trace(s). To do so, we searched the Eclipse bug-tracking

system for bugs containing at least one mylyn-context.zip attachment. Another factor to consider

is that all of the interactions to a system may not result in committed changes to a source control

system. If a bug issue is not fixed with a resolution, it is unlikely for a corresponding commit history

to exist. Thus, we only searched for bug issues with a ”Resolved” status and a ”Fixed” resolution.

We developed a tool to process the search result and performs the major following tasks:

Downloading trace files: The tool takes the search result from the Eclipse bug-tracking

site as input and automatically downloads all the trace files to a user specified directory. The trace
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files have the same name, mylyn-context.zip. The tool renames each file by using the bug ID and

attachment ID (separated by an underscore) giving them a unique identifier in the directory they

reside in. Internally, the tool identifies the trace file ID(s) for each bug issue. If options are speci-

fied to output this result, the tool can save the bug IDs with the corresponding trace IDs in a Java

properties file format, the key is the bug id and the values is a comma separated list of trace IDs.

It uses the URL pattern https://bugs.eclipse.org/bugs/attachment.cgi?id=X to download each trace

file by replacing X with the trace ID.

Processing trace files: The tool takes the directory that contains the trace files as

input and parses each trace file to identify the list of Java files and methods manipulated by each

interaction history. We consider each trace file as an interaction transaction. For each transaction,

the tool outputs the issue number together with a tab-separated list of Java files and methods. We

need the issue number to create a link between interaction and commit transactions. The targeted

files and methods are identified from the structure handle of the interaction event. Figure 3.1 (A and

C) shows a method name and file name from event 1 and 3 respectively. Mylyn can create different

types of interaction events (e.g., edit and selection) on the same target in a single interaction history.

We consider only the first interaction to an element regardless of the type of interaction event. For

further details on this step, please refer to our previous work [15]. We refer to the set of Interacted

entities as set I = {(i, Eim)} where i is the revision number and Eim is the mth entity E which

was interacted in revision i.

3.2.3 Extracting Committed Entities

Our approach also requires commit data from version archives, such as SVN and CVS,

because we need files that have been changed together in a single commit operation. SVN preserves

atomicity of commit operations; however, older versions of CVS did not. Subversion assigns a

new ”revision” number to the entire repository structure after each commit. For a project hosted

in an ”older” CVS repository, we convert the CVS repository into an SVN repository using the

CVS2SVN tool, which has been used in popular projects such as gcc3. Our tool mines file-level

commit transactions from the SVN repository. For mining method-level transactions, we used a

30



New Bug Report

Bug and

Commit

Histories,

BM and CM

Corpus docnew, docpast

K-NN

Set Of Interacted

entities I

Set Of Commited

entities C

Top K Relevant

Entities

Figure 3.3: A Schematic diagram of InComIA.

previously developed tool with some modification to identify the issue number associated with

each commit. We refer to the set of committed entities as set C = {(i, Ein)} where i is the revision

number andEin is the nth entityE that was committed in the revision i. Figure 3.3 shows the overall

structure of our InComIA approach. This section contributes to the left three blocks of Figure 3.3.

3.2.4 Obtaining Source Code of Entities from Interacted and Committed Revisions

Our InComIA approach needs the source code of all of the entities from all of the revisions

in which they were interacted or committed previously in resolving change requests. The extraction

step described above only gives the list of entity names and revisions in which they were involved,

but not the source code. It is relatively straightforward to determine the source code revision of

an entity in which it was committed; however, the precise revision number that was interacted

is not available from the interaction history. Therefore, we consider that the source code in the

n − 1th revision of an entity should have been interacted if the same entity was committed in the

nth revision for an issue.

Source code from each of the revisions in which an entity was interacted is obtained. Simi-

larly, source code from each of the revisions in which an entity was committed is obtained. At the
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end of this step, we have all the needed source code of each interacted or committed source code

entity. We use these source code files to form a corpus.

3.2.5 Creating a Corpus from Source Code and Textual Descriptions

Extracting Comments, Identifiers and Expressions

The source code files from each interacted or committed revision are converted to the srcML

representation 3. This conversion is done for the ease of extraction of identifiers, comments and

expressions from the source code. All the comments are extracted from all of the srcML files with

an XML query approach. We consider two types of comments in a source code file.

• Header comments that are generally the first comment in a source code file, or leading a

source code class and/or source code method, and may contain useful keywords related to

the specific role of the related class or method.

• Body comments that sometimes contain important description (e.g., related to a specific

change that was done in a specific class or method).

For extracting identifier names, we use the CamelCase splitting technique for compound identifiers.

For example, the identifier ”TaskHistoryTest” is split into ”Task”, ”History” and ”Test” and the

identifier ”SSLCertificate” is split into ”SSL” and ”Certificate”. Similarly, we consider all of the

expressions in a source code file, including all of the output messages, which may contain important

keywords.

Extracting Issue Descriptions

We add the issue (i.e., bug) descriptions related to each revision that has files that have been

interacted or committed to our corpus. Therefore, we need to have a list of all the issue IDs with

their textual descriptions. We refer to the set of bug descriptions as set BM = {(i, Bik)} where i

is the revision number and Bik is the kth bug description for revision i. It is possible that for one

revision, more than one bug description exists.
3http://www.srcml.org/
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Figure 3.4: A snippet of the file TaskHistoryTest.java

Extracting Commit Messages

After converting theMylyn CVS repository to an SVN repository, we simply parse the SVN

log to find the commit message and bug ID related to each revision number. We refer to the set

of commit messages as set CM = {(i, Ci)} where i is the revision number and Ci is the commit

message for revision i.

After this step, we have a document for each source code entity that was either interacted or

committed in the corpus. The dimensions of these documents in the corpus are formed from all of

the words extracted from processing the revisions for source code comments and identifiers, issue

descriptions and commit messages.

Figure 3.4 shows that there is a strong text similarity between the header comment of file

TaskHistoryTest.java ”Test navigation to previous/next tasks.... ”, the method body comment ”....by

clicking rather than navigating previous/next” and the commit message from the SVN log ”provide

context for previous/next task actions ....”. After this step, all of the information needed from the

left three blocks in Figure 3.3 is gathered and the initial corpus is formed.
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3.2.6 Indexing and Querying the Corpus

In InComIA, we use techniques from Natural Language Processing in order to locate tex-

tually relevant files based on comments, identifiers, expressions and bug and commit descriptions.

We have the two following documents: a new bug description for which we want to find all of

the relevant files (which we will refer to as docnew) and a corpus document made up of all of the

information extracted from source code files plus bug descriptions and commit messages (which

we will refer to as docpast). Before transforming two documents to numeric vectors (document

representation) we preprocess both of our documents.

Preprocessing Step

The preprocessing step includes two important parts:

Removing Stop words: Most common words in English (called stop words) are often

removed from documents before any attempt to classify them is made.

Stemming each word: Stemming is the process of reducing inflected (or sometimes deri-

ved) words to their stem, base or root form. After removing the stop words, we stem each of the

words in the bug description.

nltk.stopwords and nltk.PorterStemmer from the Natural Language Toolkit are used for

these two steps4.

Document Presentation (Including Document Indexing and Term Weighting)

To perform the process of document presentation we use Gensim5 (topic modelling for hu-

mans) - a Python library.

Document Indexing: We produce a dictionary from all of the terms in our document and

assign a unique integer ID to each term appearing in it.

Term Weighting: We use tfidf in our approach. The global importance of a term i is

based on its inverse document frequency (idf ). idf is the document frequency of term i in the

whole document collection. tfi,j is the term frequency of a term i in a document j. Each document
4http://www.nltk.org
5http://radimrehurek.com/gensim/tut3.html
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dj is represented as a vector dj = (w1,j, ..., wi,j, ..., wn,j) where n is the total number of terms in

our document collection and wi,j is the weight for term i in document j.

Dimensionality Reduction

In InComIA, we use the singular value decomposition (SVD) of the feature document matrix

representation of our dataset (docpast) [91]. We transform our tf-idf corpus into a latent m-D space

of a lower dimensionality via the models.Lsimodel function in the Gensim library. Thus, we have

all the processing of corpus creation completed in the ”corpus” block in Figure 3.3.

K-Nearest-Neighbor

The task of multi-label classification is to predict for each data instance, a set of labels that

applies to it. Standard classification only assigns one label to each data instance. However, in many

settings a data instance can be assigned by more than one label. For IA, each data instance (i.e., a

bug report) can be assigned multiple labels (i.e., entities). ML-KNN is a state-of-the-art algorithm

in the multi-label classification literature [113]. We employ the K-Nearest-Neighbor (KNN) search

with a defined value of K to search the existing corpus (docpast) based on similarities with the new

bug description (docnew) (i.e., the ”K-NN” block in Figure 3.3). This search finds the top K similar

files or methods. Cosine similarity is used to measure the similarity of the two document vectors

(see the three corresponding blocks in Figure 3.3).

fsim (docnew, docpast) =
docnew.docpast
|docnew||docpast|

(3.1)

Once a new change request is received, by examining the created corpus, we can recom-

mend the relevant source code entities that need to be fixed to resolve it. In summary, our InComIA

approach (Formula (3.2)) is a model based on a union of elements in sets C and I plus the infor-

mation from sets CM and BM which Corein is a created corpora based on entity ein.

InComIA = Corein ] bi ] ci

(i, ei,n) ∈ C ∪ I, (i, bi) ∈ BM, (i, Ci) ∈ CM
(3.2)

We useMylyn Interaction data and commits from the SCM for supporting IA. For access to

the list of files that are interacted to fix previous bugs, we first extractMylyn interaction files from

35



Table 3.1: Predicted files for bug# 201151 by three different approaches

Approach Predicted files

SIA —

ComIA AbstractRepositorySettingsPage.java

InComIA
AbstractRepositorySettingsPage.java

BugzillaRepositorySettingsPage.java

the bug tracking system and then process them into transactions. Similarly for creating a list of

files that are committed to fix previous bugs, we extract commits from the source code repository

and then process them into transactions.

3.2.7 An Example fromMylyn

Here, we demonstrate our approach using an example from Mylyn. The change request of

interest here is the bug# 201151 ” [patch]Bugzilla TaskRepositori Setting let Version Automatic

being left when Version not supported”. This bug is fixed in revision# 5595. Our gold set GS, i.e.,

files changed, to fix this specific bug is AbstractRepositorySettingsPage.java and IBugzillaCon-

stants.java, BugzillaRepositorySettingsPage.java.

Table 3.1 shows the results of search, i.e., files predicted by three different approaches.

Approaches SIA and ComIA are discussed in Section 3.1. Only correctly predicted files out of 10

recommended ones are shown. The number of terms for SIA is 130607 and the number of docu-

ments is 1102. The number of terms for ComIA is 5294145 and the number of documents is 2398

and for InComIA, the number of terms is 15825476 and the number of documents is 2405. InCo-

mIA has the largest corpus. InComIA has the best performance in comparison with ComIA and SIA.

ComIA and InComIA have larger corpora than SIA because these two approaches consider all the

revisions in which files were interacted or committed plus commit messages and bug descriptions.

Tables 3.2 and 3.3 show a few interesting commit messages, expressions, and comments for those

revisions in which the file AbstractRepositorySettingsPage.java was committed and the file Bug-

zillaRepositorySettingsPage.java was committed or interacted. This information does not exist in

36



SIA, because in SIA we only consider a single snapshot of software (in this case the revision 5594

is considered, which is the last). The expressions and comments extracted from source code are

shown in tables 3.2 and 3.3 do not exist in our gold set source code files in revision 5594.

Table 3.2: Different comments and expressions extracted from file AbstractRepositorySettings-
Page.java in different revision numbers and associated commit messages

Revision Comment, expression and commit messages

2526 ”Refactor TaskRepository to be extensible ”

2872 ”add Bugzilla repository templates”

2827 ”Trac connector: add repository templates for

version support”

Table 3.3: Different comments and expressions extracted from file BugzillaRepositorySettings-
Page.java in different revision numbers and associated commit messages

Revision Comment, expression and commit messages

5189 ”Task List Repository preference page allows

a negative number of days ”

5268 ”TaskRepository settings wizards don’t persist

individual proxy settings”

Our example suggests that comments and expressions from the different revisions of a file

plus all of the commit messages and bug descriptions related to those revisions in the corpus could

have important words related. If only one revision of software is considered in creating the corpus,

we could lose important keywords from other revisions.

3.3 Empirical Evaluation

The main purpose of this case study was to investigate how well our combined approach

InComIA for IA performed in predicting relevant entities for fixing a new incoming change request

(e.g., bug). We compared InComIAwith a previous approach for IA that indexes all the source code
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in a single snapshot (denoted here as SIA). Moreover, we compared InComIAwith an approach that

uses past commits and bug descriptions (denoted here as ComIA). This comparison would permit

the assessment of the impact of including interactions in InComIA.

3.3.1 Research Questions

We addressed the following research questions (RQs) in our case study:

• RQ1. How do ComIA (an IA approach trained from entities in only set C) and the InComIA

(an IA approach trained by entities in combined set C and I) compare in predicting the top

K relevant entities for incoming change requests?

• RQ2. How do IA approaches ComIA and InComIA compare with the previous model SIA in

predicting the top K relevant entities for incoming change requests?

ComIA is a model based on committed entities in the set C plus the information from sets CM

and BM. Corein is a created corpora based on entity ein (i, ei,n) ∈ C, (i, bi) ∈ BM, (i, Ci) ∈ CM .

ComIA = Corein ] bi ] ci (3.3)

SIA is a common model that is based on indexing the source code from a single snapshot (e.g.,

software release).

The purpose of RQ1 was to assess if incorporating an additional set of interacted entities

to our training set improved the accuracy of IA or not. The accuracy comparison between the

approaches InComIA and ComIA would help us assess the level of the past interacted entities’ con-

tribution to the accuracy of InComIA. That is, is it really worthwhile to put in the additional work of

extracting entities interacted with in the resolution of past change requests, or would the committed

entities would suffice? The purpose of RQ2was to assess how do IA approaches based only source

code entities that were interacted and/or committed in the past, compare with an approach that uses

entire source code body in a single snapshot.
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3.3.2 Experiment Setup

For ComIA, we considered all of the bugs that have the associated ID in a commit message.

Subversion (SVN) repository commit logs were used to aid in this process. For example, keywords

(such as the bug ID) in the commit messages/logs were used as starting points to determine if the

commits were in fact associated with the mentioned change request in the issue tracking system.

Similarly, we gained the associated revision numbers for each bug ID.

For InComIA, we considered all of the bugs that have at least one associated ID either in

the commit messages or in the interacted trace files. A list of files (or methods) with the associated

revision number was then extracted. The specific versions of the files (or methods) that were

committed (in ComIA) and either committed or interacted (in InComIA) for each bug in the testing

set were excluded from the training set. All of the necessary information (comments, identifiers

and expressions) was extracted from each revision of the entity plus all of the commit messages

and bug descriptions for each of the revisions in order to create the final training corpus. We used

a dimensionality of 500, which is recommended for a large number of terms [28]. The experiment

was run for two K values: K@10 and K@20.

3.3.3 Subject Software System

We focused our evaluation on theMylyn project, which contains about 4 years of interaction

data. It is an Eclipse Foundation project with the largest number of interaction history attachments.

It is mandatory for Mylyn project committers to use the Mylyn plug-in. Commit history started

2 years prior to that of interaction, and commits to the Mylyn CVS repository terminated on July

01, 2011. To get both interaction and commit histories within the same period, we considered the

history between June 18, 2007 (the first day of interaction history attachment) and July 01, 2011

(the last day of a commit to theMylyn CVS repository).

3.3.4 Dataset

The Mylyn project consists of 2275 bug issues containing 3272 trace files. After prepro-

cessing the traces and filtering out noises, 2357 file level and 2174 method level transactions were
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identified. Table 3.4 provides information about the file and method levels of interaction transacti-

ons for the Mylyn project. There were more file level interaction transactions than method level

interaction transactions. This difference may be due to the fact that Mylyn propagates lower-level

interaction events into their parents. The Mylyn project contained 5093 revision histories. Out of

5093 change sets, 3727 revisions contained a change to at least one Java file and 2058 revisions

contained a change to at least one Java method. About 3572 (96%) of file level changes and 1947

(95%) of method level changes were associated with issues.

Table 3.4: Mylyn project interaction and commit histories from June 18, 2007 to July 01,2011.

System Interaction Commit

Mylyn

3272 traces 5093 revisions

File Method File Method

2357 2174 3727 2058

3.3.5 Training and Testing Sets

Both interaction and commit datasets were split into two groups: training and testing sets.

The training sets were used to train our machine learning technique, and the testing sets were used

to measure the effectiveness of three different models for impact analysis. We used the first 90% of

the bugs for the training set and the next 10% of the bugs for the testing set. We had three different

models and two levels of granularity. Therefore, we had a total of 6 training sets.

3.3.6 Performance Metrics

To evaluate the accuracy of the three models, we used two popular measures: precision and

recall. Suppose that there are m bug reports. For each bug report bi let the set of actual entities

that were changed be Fi. We recommend the top K entities Ei for bi with each of the approaches.

Recall @K and precision @K for the m bug reports are given by:

Recall@K =
1

m

m∑
i=1

| Ei ∩ Fi |
| Fi |

(3.4)
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Precision@K =
1

m

m∑
i=1

| Ei ∩ Fi |
| Ei |

(3.5)

These metrics were computed for a recommendation list of entities with different sizes (i.e, K=10,

K=20).

3.3.7 Hypotheses Testing

We derived testable hypotheses to evaluate our research questions. We only list the null

hypotheses because one can easily derive the alternative hypotheses from them. SSD indicates

statistically significant difference.

H01: There is no SSD between the precision/recall values of InComIA and ComIA for the

file-level.

H02: There is no SSD between the precision/recall values of InComIA and ComIA for the

method-level.

H03: There is no SSD between the precision/recall values of ComIA and SIA for the file-

level.

H04: There is no SSD between the precision/recall values ofComIA and SIA for the method-

level

H05: There is no SSD between the precision/recall values of InComIA and SIA for the file-

level.

H06: There is no SSD between the precision/recall values of InComIA and SIA for the

method-level.

We performed the analysis of variance (parametric ANOVA) test with α = 0.05 to validate

whether there is a statistically significant difference between the models. Table 3.5 is a heat-map

summarizing the hypotheses test results across all three different models for two values of K. Sig-

nificant difference: Cells colored black indicate that it exists for both method and file levels; for

dark-gray it exists for only the file level; for light-gray it exists for only the method level; for white

there is none for both levels.
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Table 3.5: A heat-map summarizing hypotheses test results across all the three models for two
different values of k.

H
K@10 K@20

Precision Recall Precision Recall

H01

H02

H03

H04

H05

H06

3.3.8 Case Study Results

In this section, we compare the results of three different models: ComIA, InComIA and SIA.

For each change request in the benchmark, we parametrized three different models to predict the

top ten and top twenty relevant entities. These recommendations were compared with the actual

entities that were changed to fix the considered change request in order to compute the precision

and recall values. Table 3.6 compares recall@10 and recall@20 at both the file and method levels

of granularity. As expected, the recall value generally increases with the increase in the K value for

each model, and the precision value decreases with the increase in the K value for each model. For

example, for the InComIA model at the file level granularity, the recall@10 and recall@20 values

are 0.26 and 0.32, and the precision@10 and precision@20 values are 0.15 and 0.12.

To answer the research question RQ1, we compare recall and precision values of the In-

ComIA and ComIA models for different values of K. We computed the precision gain of InComIA

over ComIA, which is computed using the formula:

GainP@kInComIA−ComIA =
prec@kInComIA − prec@kComIA

prec@kComIA
× 100 (3.6)

The two GainP InComIA-ComIA columns in Table 3.6 show the precision gain of InComIA over

ComIA for different K values at both file and method levels. As can been seen, InComIA clearly

outperforms ComIA at both the file and method levels for all K values. The precision gain at the
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file level ranges from 33.33% to 36% and for method level ranges from 28.57% to 75%. Similarly,

we computed the recall gain of InComIA over ComIA, which is computed using the formula:

GainR@kInComIA−ComIA =
rec@kInComIA − rec@kComIA

rec@kComIA
× 100 (3.7)

The two GainR InComIA-ComIA columns in Table 3.6 show the recall gain of InComIA over

ComIA for the different K values at both file and method levels. As can been seen, InComIA

clearly outperforms ComIA at both the file and method levels for all K values. The recall gain at

the file level ranges from 28% to 44% and for the method level ranges from 58.82% to 80%. In

summary, the overall results suggest that InComIA would generally perform better than ComIA in

terms of recall and precision.

To answer the research question RQ2 we compare the recall and precision values of InCo-

mIA and ComIA with those of SIA for different values of K. We computed the precision gain of

InComIA over SIA and the precision gain of ComIA over SIA, which is computed similarly with

formula (3.6). The precision gain at the file level for ComIA over SIA ranges from 120% to 125%

and for the method level it ranges from 100% to 250%. Therefore ComIA outperforms SIA at both

the file and method levels for all different values of K. The precision gain at the file level for InCo-

mIA over SIA is 200% and for the method level it ranges from 250% to 350%. Therefore, InComIA

outperforms SIA at both the file and method levels in terms of precision.

The recall gain of InComIA and ComIA over SIA is computed similarly with formula (3.7).

From Table 3.6, the two columns labelled GainR ComIA-SIA show that at both the file and method

levels ComIA outperforms SIA for all of the different values of K. The recall gain value for ComIA

over SIA ranges from 108.33% to 125% at the file level and ranges from 150% to 183% at the

method level. The recall gain value for InComIA over SIA ranges from 166.66% to 225% at the file

level and is 350% at the method level. Therefore, InComIA outperforms SIA at both the file and

method levels for recall. In summary, the overall results suggest that both InComIA and ComIA

would generally perform better than SIA in terms of recall and precision.

To test our hypotheses, we applied the One Way ANOVA test on the recall and precision

values of all three approaches with different values of K at both the file and method levels. From
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Table 3.6: Recall@10 and 20 and Precision@10 and 20 of three models InComIA, ComIA, and SIA

Recall@10

Granularity InComIA ComIA SIA GainR InComIA-ComIA GainR ComIA-SIA GainR InComIA- SIA

File 0.26 0.18 0.08 44.00% 125.00% 225.00%

Method 0.18 0.1 0.04 80.00% 150.00% 350.00%

Precision@10

Granularity InComIA ComIA SIA GainP InComIA-ComIA GainP ComIA-SIA GainP InComIA- SIA

File 0.15 0.11 0.05 36.00% 120.00% 200.00%

Method 0.09 0.07 0.02 28.57% 250.00% 350.00%

Recall@20

Granularity InComIA ComIA SIA GainR InComIA-ComIA GainR ComIA-SIA GainR InComIA-SIA

File 0.32 0.25 0.12 28.00% 108.33% 166.66 %

Method 0.27 0.17 0.06 58.82% 183.00% 350.00 %

Precision@20

Granularity InComIA ComIA SIA GainP InComIA-ComIA GainP ComIA-SIA GainP InComIA-SIA

File 0.12 0.09 0.04 33.33% 125.00% 200.00%

Method 0.07 0.04 0.02 75.00 % 100.00 % 250.00 %

Table 5, we can see that there is a statistically significant difference between the precision and

recall values of InComIA and ComIA at the file level for two different values of K, so we reject H01.

However, for the precision value of K@10 at the method level there is no statistically significant

difference, so we accept H02. For ComIA and SIA there is a statistically significant difference for

the values of precision and recall at the file level. However, for the precision value of K@20 at the

method level there is no statistically significant difference, Therefore we reject H03 and we accept

H04. Results of the ANOVA test show a statistically significant difference between the precision

and recall values of InComIA and SIA at both the file and method levels, so we reject both H05 and

H06. In summary, the overall results from Table 5 suggest that InComIA would generally perform

better than ComIA and SIA in terms of recall and precision.
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3.4 Threats to Validity

We discuss internal, construct, and external threats to validity of the results of our empirical

study.

Incomplete or Missing Interaction History: Although, a common period was considered

for extracting the interaction and commit datasets in the Mylyn dataset, the number of commit

transactions is significantly higher than the number of interaction transactions. This difference

may not be the result of a single task getting defined for multiple commits because there are many

cases in which committed files were never part of one of the corresponding interactions.

CVS to SVN Conversion: We do not know the error rate of CVS2SVN when grouping

individual CVS files. It may erroneously split a commit into multiple, or group multiple commits

into one. There are 1366 more commits than the number of interaction traces for the same period.

This difference could be due to errors from CVS2SVN.

Explicit Bug ID Linkage: We considered interactions and commits to be related if there was

an explicit bug id mentioned in them. Implicit relationships were not considered.

Training and Testing Set Split: We considered only a 90%:10% split between training and

testing sets. It is possible that a different split point could produce different results.

Single Period of History: We considered only the history between June 18, 2007 and July

01, 2011. It is possible that this history is not reflective of the optimum results for all the models.

A different history period might produce different results in terms of their relative performance.

Accuracy and Practicality: The accuracies of the two standalone techniques, however low

in certain cases to raise a practicality concern, are comparable to other previous results (Zimmer-

mann et al. 2005). Our work shows how to improve accuracy by forming effective combinations.

Only One System Considered: Due to the lack of adequate Mylyn interaction histories for

open source projects, our validation study was performed only on a single system written in Java.

It was the one with the largest available dataset within Eclipse Foundation. It had over 2600 fixed

bug reports that contained at least one interaction trace attachment. The second and third largest
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projects (the Eclipse Platform and Modeling) had about 700 and 450 such bugs. Nonetheless, this

fact may limit the generality of our results.
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CHAPTER 4

Change Impact Analysis (RevIA)

Similar to the previous chapter, this chapter presents an approach called RevIA to perform

impact analysis (IA) of an incoming change request on source code. This approach uses the code

review comments provided by developers in code review phase as an additional textual informa-

tion to form the corpus. As we mentioned in Chapter 2, code review activity of developer is an

example of micro-events. Information retrieval, machine learning, and lightweight source code

analysis techniques were employed to form a corpus from the source code entities that are previ-

ously changed in the resolution of past change requests. Additionally, the corpus was augmented

with the review comments written by developers during the review phase of the previously sub-

mitted patches. These patches are the results of the implemented changes in the source code to

resolve the change requests. Given a textual description of a change request, this corpus is queried

to obtain a ranked list of relevant source code entities that are most likely change prone. Such an

approach that combines the code review comments with the textual information from the source

code entities for IA at the change request level was not previously investigated. An empirical study

on 1617 code reviews, 14691 review comments, and 4000 source code files from Mylyn, an open

source task management tool, was conducted. The results show that the approach based on code

review comments outperforms the approach based on only source code textual information.

4.1 Introduction

We introduced the Software-change impact analysis (IA) problem at previous chapter (Chap-

ter 3). The solution we presented at Chapter 3 for task IA was a combined approach based on

interaction and commit activities developers. In this chapter we present a new approach called

RevIA. The novelty of RevIA is using code review comments from the code review process (micro-

evolution repository) to create the corpus. All the review comments written for each source code

file will be augmented to the corpus. As we described earlier about the review process, developers
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Figure 4.1: A snippet of the code review comment in Gerrit which is written by Sam Davis for file
TaskReviewRelationshipListener.java related to Mylyn project

make changes in their local git repositories and then submit these changes as a new patch for code

review. Reviewers then inspect the code change through the code review tool (a web page in the

case of Gerrit) and provide feedback in the form of review comments to the patch owner. Figure 4.1

shows an example of review comment written by Sam Davis for file TaskReviewRelationshipListe-

ner.java related toMylyn project. Review comments are written for each source code entity within

a patch i.e., each source code entity that is changed to fix the bug. Hence these review comments

provide the textual information related to both source code and bug itself. The review comments

are a mechanism that reviewers use to express their feedback and communicate with the owner

and other peer reviewers of a code change. That is, these comments act as a medium for technical

discussion about the code fix and the quality of it. They also play role in transferring knowledge

between developers and it is possible to retrieve the latest information related to the source code

from these review comments. Therefore, code review repository holds a wide range of information

that are instrumental in finding a solution for various problems such as Impact Analysis (IA). Re-

vIA combines these review comments with the textual information from the source code in order

to form the corpus.

To evaluate the accuracy of our technique, we conducted an empirical study on the open
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source system Mylyn. Precision, recall, and mean average precision metric values on a number of

bug reports sampled from this system for IA are presented. That is, how effective our approach is at

recommending the actual source code entities that are changed to fix these bugs. Additionally, we

empirically compared our approach to another approach which is based on only textual information

from the source code.

The results show that adding the review comments to the corpus increase the performance.

Lowest recall, precision, and mean average precision gains of 67%, 100%, and 50% and highest

recall, precision, and mean average precision gains of 126%, 166%, and 260% were recorded.

Our work makes the following noteworthy contributions in the context of performing IA

on source code due to an incoming change request:

1. To the best of our knowledge, our approach is the first to integrate the code review activity

of developers with the source-code textual information.

2. We performed a comparative study with an approach that makes an exclusive use of source-

code textual information.

The rest of the chapter is organized as follows: Our RevIA approach is discussed in Section

4.2. The empirical study on Mylyn open-source projects and the results are presented in Section

4.3. Threats to validity are listed and analyzed in Section 4.4.

4.2 The RevIA Approach

Our RevIA approach to IA of an incoming change request on source code is almost similar

to the presented approach InComIA in previous chapter and it consists of the following steps:

• The past change requests (e.g., bug reports) from software repositories are analyzed, and all

the source code entities that were committed are extracted.

• The source code of each unique entity, from each revision (i.e., in subversion vocabulary) in

which it was committed in the past, is parsed using a developer-defined granularity level. For

each entity, comments, identifiers and expressions are then extracted from the parsed source

code.
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• For each source code entity the relevant code review comments are extracted from Gerrit

repository and parsed. A corpus is created such that each source code entity has a correspon-

ding document (i.e., in IR vocabulary) in it.

• Given a change request description, a ranked list of relevant source code entities (e.g., files

and methods) is recommended for IA based on the K-Nearest Neighbor algorithm and Cosine

similarity.

The first, second, and fourth steps are explained in detail in previous chapter. Below we

explain the third step.

4.2.1 Extracting Code Review Comments and Creating a Corpus

In this section we briefly explain how we extract the code review comments from Gerrit

Gerrit: To collect code review data for Mylyn we reverse engineered the Grrit JSON API

and queried the Gerrit servers for data regarding the review for each project. Gerrit works by

initially sending a web page skeleton and some Javascript to the browser. The Javascript then

makes a number of web requests back to the Gerrit server and requests information about code

review, which is returned in JSON format. Gerrit API provides an interface to JSON formatted

review data 1. This JSON data must still be parsed [73]. We also need to determine which fields in

the displayed web page correspond to which fields within the JSON. The JSON response is fairly

complex, deep, and redundant. After readingGerrit Code Review tutorial documentation in section

”REST API/Query Changes” we found that there is a GET command (’GET/changes’) 2 which we

can use for querying the changes submitted to the Gerrit. A query string must be provided by the

q parameter. The n parameter can be used to limit the returned results. Each review in Gerrit has a

unique number which can be used to query the information related to that review. Not all the data

fields in the JSON response query meet our needs. We filter out the interesting fields which are

used in our study.
1https://gerrit-review.googlesource.com/Documentation/rest-api.html
2https://gerrit-review.googlesource.com/Documentation/rest-api-changes.html#list-changes
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Creating a corpus from source code and cod review comments: The corpus is created

in a similar way that we explained in previous chapter section (3.2.5).

Indexing and Querying the Corpus: In RevIA, we use techniques from Natural Language

Processing in order to locate the textually relevant files based on comments, identifiers, expressions

and code review comments. This section is explained in detail in previous chapter (3.2.6).

4.2.2 Re-Ranking the Recommended Source Code Files with Issue Change Proneness

As we discussed in previous chapter, there is a one-to-many relationship between an IR

query, i.e., description of a bug bi, and source code files. Given a user provided the cutoff point

of K, we get the K top ranked source code files f1, f2, ....., fk for the bug bi. We use the change-

proneness measure to re- rank these top K files. Issue Change Proneness (ICP) of a source code

entity is a measure of its change affinity as determined from it’s previous change (commit) history.

A straightforward measure of the ICP of a source code entity is given by the number of commits

in commit history that contain that source code entity[46]. The rationale behind this choice for

re-ranking the set of the recommendation is based on the premise that the larger the number of

changes related to past requests (e.g., bug fixes) in which the relevant source code file is involved,

the higher the likelihood of the same file requiring changes due to a given (new) change request.

For each bug bi in our benchmark we first extract the date which the bug was reported. Then we

extract all the commits from code change history which were submitted within m days before the

the bug report date (m is a configurable parameter). For each of the relevant source code files

f1, f2, ....., fk, we then calculate their ICPs from the extracted commits. The file with the highest

ICP is ranked first, the one with the lowest ICP is ranked last, and so on. In our study we consider

three different values for m.

• m=0 means considering the entire code change history.

• m=20 means considering all the commits from code change history which were submitted

within the 20 days before the bug report date
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• m=30 means considering all the commits from code change history which were submitted

within the 30 days before the bug report date

We first run RevIA and SIA with out using any re-ranking mechanism, then we use these three

different re-ranking mechanisms and we compare the results.

4.3 Empirical Evaluation

The main purpose of this case study was to investigate how well our approach RevIA for IA

performed in predicting relevant entities for fixing a new incoming change request (e.g., bug). We

compared RevIA with a previous approach for IA that indexes all the source code in a single snaps-

hot, denoted here as SIA, explained in detail in previous chapter (Section 3.3). This comparison

would permit the assessment of the impact of including code review comments in RevIA.

4.3.1 Research Questions

We addressed the following research questions (RQs) in our case study:

RQ1. How do IA approach RevIA compare with the previous model SIA in predicting the

top K relevant entities for incoming change requests?

RQ2. How do the re-ranking mechanisms effect on the performance results?

4.3.2 Experiment Setup

For RevIA, we considered all of the bugs that have at least one associated ID either in the

commit messages or code review repository. We used a dimensionality of 500, which is recom-

mended for a large number of terms [28]. The experiment was run for two K values: K@10 and

K@20. For SIA, we considered all of the bugs that have the associated ID in a commit message.

Git repository commit logs were used to aid in this process. For example, keywords (such as the

bug ID) in the commit messages/logs were used as starting points to determine if the commits were

in fact associated with the mentioned change request in the issue tracking system. Similarly, we

gained the associated revision numbers for each bug ID.
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4.3.3 Subject Software System

We focused on Mylyn in this study. Mylyn contains about 3 years of code review data

in Gerrit and is an Eclipse Foundation project which source code is written in java. Code review

history inGerrit started by Feb 2012. TheMylyn project consists of 1617 code reviews uploaded in

Gerritwhich includes at least one Java file 3. 1549 Out of 1617 reviews have the status ”MERGED”

or ”ABANDONED” which we just consider these reviews in our study. 78% of reviews in Mylyn

includes patches which finally merged to repository and 22% of reviews are abandoned. Same as

Eclipse Platform project noise were removed from review comments. After removing noise, totally

14691 review comments are written forMylyn project.

4.3.4 Training and Testing Sets

The dataset is split into two groups: training and testing sets. The training sets were used

to train our machine learning technique, and the testing sets were used to measure the effectiveness

of two different models for impact analysis. We used the first 90% of the bugs for the training set

and the next 10% of the bugs for the testing set. We considered 100 bugs in our benchmark.

4.3.5 Performance Metrics

To evaluate the accuracy of our approach, we used two popular measures: precision and

recall. Suppose that there are m bug reports. For each bug report bi, let the set of actual entities

that were changed be Fi. We recommend the top K entities Ei for bi with each of the approaches.

Recall @K and precision @K for the m bug reports are given by:

Recall@K =
1

m

m∑
i=1

| Ei ∩ Fi |
| Fi |

(4.1)

Precision@K =
1

m

m∑
i=1

| Ei ∩ Fi |
| Ei |

(4.2)

MAP@K =
1

m

m∑
i=1

1

ni

ni∑
z=1

Precision(Riz)

ni =| Ei ∩ Fi |
(4.3)

3https://git.eclipse.org/r/#/q/mylyn,n,z
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These metrics were computed for a recommendation list of entities with different sizes (i.e, K=10,

K=20). We also calculated Mean Average Precision (MAP) by Equation 4.3. MAP is the mean of

the average precision of each recommendation set for each bug report in our benchmark. For each

bug report bi we have a set of recommended top K entities called Ei = e1, e2, ...., ez and Riz is the

set of ranked retrieval results from the top result until we get to the correct entities.

4.3.6 Hypotheses Testing

We derived testable hypotheses to evaluate our research questions. We only list the null

hypotheses because one can easily derive the alternative hypotheses from them. SSD indicates

statistically significant difference.

H01: There is no SSD between the precision, recall, and MAP values of RevIA and SIA.

H02: There is no SSD between the precision, recall, and MAP values of results produced

by running RevIA with and without using re-ranking mechanisms.

4.3.7 Case Study Results

In this section, we compare the results of RevIA and SIA. For each change request in the

benchmark, we parameterized these two different models to predict the top ten and top twenty

relevant entities. These recommendations were compared with the actual entities that were changed

to fix the considered change request in order to compute the precision, recall, and MAP values.

Figure 4.2 shows the results for Recall, Precision, Mean Average Precision, and the cal-

culated metric gains of two models RevIA and SIA with and without re-ranking mechanisms for

K=10 and K=20. Based on what we explained in Section 4.2.2 we have four different type of ran-

king mechanisms. Hence Figure 4.2 presents four different groups of results that are explained as

follows.

• No Re-ranking, presents the results of RevIA and SIA without performing any re-ranking

mechanism.

• Re-ranking based on the entire history, presents the results of RevIA and SIA after re-ranking
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the recommended source code files based on the calculated ICP from the entire code change

history.

• Re-ranking based on the last 20 days before the bug report date, presents the results of Re-

vIA and SIA after re-ranking the recommended source code files for each bug report in the

benchmark. Re-ranking is done based on the calculated ICP from all the commits in code

change history which were submitted within the 20 days before the bug report date.

• Re-ranking based on the last 30 days before the bug report date, presents the results of Re-

vIA and SIA after re-ranking the recommended source code files for each bug report in the

benchmark. Re-ranking is done based on the calculated ICP from all the commits in code

change history which were submitted within the 30 days before the bug report date.

For each of these four groups we calculated recall, precision, and MAP for each test case

in the benchmark for both RevIA and SIA and then we calculated the average of the results.

As expected, the recall value generally increases with the increase in the K value for each

model, the precision value decreases with the increase in the K value for each model, and MAP

is consistent with the increase in the K value for each model. The re-ranking mechanisms we

explained in Section 4.2.2 are done in order to improve the precision and MAP results by changing

the ranking of the recommendations.

To answer the research question RQ1, we compare recall, precision, and MAP values of

the RevIA and SIAmodels for different values of K. We computed the metric gain of RevIA (i.e., X

equals to precision, recall, and MAP) over SIA using the following formula:

GainX@KRevIA−SIA =
X@KRevIA −X@KSIA

X@KSIA
× 100 (4.4)

As can been seen, RevIA clearly outperforms SIA at all four different groups of results for

both K=20 and K=10. The Gain% column at Figure 4.2 presents the calculated metric gain ofRevIA

over SIA. The recall gain ranges from 67.74% to 126.67% and precision gain ranges from 100% to

166.67%. The MAP gain ranges from 50% to 260%. Although the precision results for both RevIA

and SIA are really low, but RevIA could improve the results by 100%.
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K=20 SSD Gain % K= 10 SSD Gain %

Recall RevIA 0.39 0.34

Recall SIA 0.22 0.15

Precision RevIA 0.04 0.08

Precision SIA 0.02 0.03

Mean Average Precision RevIA 0.18 0.18

Mean Average Precision SIA 0.05 0.05

K=20 SSD Gain % K= 10 SSD Gain %

Recall RevIA 0.53 0.41

Recall SIA 0.31 0.21

Precision RevIA 0.06 0.10

Precision SIA 0.03 0.04

Mean Average Precision RevIA 0.15 0.14

Mean Average Precision SIA 0.10 0.09

K=20 SSD Gain % K= 10 SSD Gain %

Recall RevIA 0.51 0.47

Recall SIA 0.30 0.28

Precision RevIA 0.06 0.12

Precision SIA 0.03 0.05

Mean Average Precision RevIA 0.31 0.30

Mean Average Precision SIA 0.20 0.20

K=20 SSD Gain % K= 10 SSD Gain %

Recall RevIA 0.52 0.50

Recall SIA 0.31 0.29

Precision RevIA 0.06 0.12

Precision SIA 0.03 0.06

Mean Average Precision RevIA 0.29 0.29

Mean Average Precision SIA 0.19 0.19

Yes 100.00 Yes 166.67

Yes 260.00 Yes 260.00

Yes 52.63 Yes 52.63

No Re-ranking

Yes 77.27 Yes 126.67

Re-ranking based on the last 30 days before the bug report date

Yes 67.74 Yes 72.41

Yes 100.00 Yes 100.00

Yes 100.00 Yes 140.00

Yes 55.00 Yes 50.00

No 50.00 No 55.56

Re-ranking based on the last 20 days before the bug report date

Yes 70.00 Yes 67.86

Re-ranking based on the entire history

Yes 70.97 Yes 95.24

Yes 100.00 Yes 150.00

Figure 4.2: Recall, Precision, Mean Average Precision, and the calculated metric gains of two
models RevIA and SIA with and without re-ranking mechanisms for K=10 and K=20.

56



To answer the research question RQ2, we compare recall, precision, and MAP values of

the RevIA running with and without re-ranking mechanisms. The results from Figure 4.2 show

that re-ranking the recommended source code files based on their calculate ICP improve the recall

and precision in comparison with not using the re-ranking. Re-ranking mechanisms for RevIA

could achieve the maximum recall gain of 47% , maximum precision gain of 50% , and maximum

MAP gain of 66%. There is not much difference between the three different types of re-ranking

mechanisms in terms of precision and recall.

In summary, the overall results suggest that RevIA generally performs better thanSIA. Si-

milarly, using re-ranking techniques improve the results.

To test our hypotheses, we applied the One Way ANOVA test on the recall, precision, and

MAP values of RevIA and SIA approaches with different values of K. From Figure 4.2, we can see

that there is a statistically significant difference between the recall, precision, and MAP values of

RevIA and SIA for both K=20 and k=10 so we reject H01. Similarly, there is a statistically significant

difference between the recall, precision, and MAP values of of results produced by running RevIA

with and without using re-ranking mechanisms so we reject H02.

4.4 Threats to Validity

The threats to validity of the results of our empirical study is similar to what we explained

in previous chapter (Section 3.4) and it only differs in one case.

Code Review Comments’ Noise: During code review practice, there are several review com-

ments that are generated and automatically submitted by the tools such as Hudson for Mylyn pro-

jects. Similarly, there are review comments submitted by reviewers which only include the review

score but no other meaningful information. We considered these review comments as noise and we

removed them form our dataset. There could be other sources of noise in review comments which

are not considered as noise in our approach. This could effect the accuracy of results.

57



CHAPTER 5

Developer Recommendation (iHDev)

This chapter presents an approach, namely iHDev, to recommend developers who are most

likely to implement incoming change requests [111]. The basic premise of iHDev is that the de-

velopers who interacted with the source code relevant to a given change request are most likely

to best assist with its resolution. A machine-learning technique is first used to locate source code

entities relevant to the textual description of a given change request. iHDev then mines interaction

trails (i.e., Mylyn sessions) associated with these source code entities to recommend a ranked list

of developers. iHDev integrates the interaction trails (micro-events) in a unique way to perform its

task, which was not investigated previously.

An empirical study on open source systems Mylyn and Eclipse Platform was conducted to

assess the effectiveness of iHDev. A number of change requests were used in the evaluated ben-

chmark. Recall for top one to five recommended developers and Mean Reciprocal Rank (MRR)

values are reported. Furthermore, a comparative study with two previous approaches that use com-

mit histories and/or the source code authorship information for developer recommendation was

performed. Results show that iHDev could provide a recall gain of up to 127.27% with equivalent

or improved MRR values by up to 112.5%.

5.1 Introduction

Software change requests and their resolution are an integral part of software maintenance

and evolution. It is not uncommon in open source projects to receive tens of change requests daily

that need to be promptly resolved [9]. Issue triage is a crucial activity in addressing change requests

in an effective manner (e.g., within time, priority, and quality factors). The task of automatically

assigning issues or change requests to the developer(s) who are most likely to resolve them has

been studied under the umbrella of bug or issue triaging. A number of approaches to address this

task have been presented in the literature [9, 53, 65, 94, 107]. The fundamental idea underlying
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most triage approaches is to identify the expertise and interests of developers, infer the concern

or component that must be addressed for a task, and then match developers to tasks. Approaches

typically operate on the information available from software repositories (e.g., models trained from

past bugs/issues or source code changes), the source code authorship [65], or their combinations

[46] under the rationale that if a developer frequently commits changes to, or fixes bugs in, par-

ticular parts of a system, they have knowledge of that area and can competently make changes to

it.

We agree with the fundamental concept that historical records of developers’ activity yield

insight into their knowledge and ability, but we also posit that additional traces of developer acti-

vity such as interactions with source code (beyond those leading to commits) when resolving an

issue can provide a more comprehensive picture of their expertise. The records of developers’

interactions with code in resolving an issue remain largely untapped in solving this problem.

In this chapter, we show that exploiting these additional sources of such interactions leads

to better task assignment than relying on commit and bug tracking histories. We present a new

approach, namely iHDev, for assigning the incoming change requests to appropriate developers.

iHDev is centered on the developers’ interactions with source code entities that were involved in the

resolution of previous change requests. Developers may interact with source code entities within

an Integrated Development Environment (IDE) that may or may not be eventually committed to the

code repository [15, 112]. These interactions (e.g., navigate, view, and modify) could have contri-

buted in locating and/or verifying the entities that were changed due to a change request. Therefore,

it suggests that the interacting developers are knowledgeable in those entities. On the face value, it

could be conjectured that commits (i.e., changed entities) are a subset of interactions (i.e., viewed

and changed entities). Our previous investigation found that a superset or subset relationship does

not always hold [15]. Thus, the interaction trails have the potential to offer aspects that may not

be embodied in commit histories. Tools such as Mylyn capture and store such interaction trails

(histories) [74].

iHDev takes the textual description of an incoming change request (e.g., a short bug des-
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cription) and locates relevant entities (e.g., files) from a source code snapshot. A machine learning

technique, K-Nearest Neighbor (KNN) algorithm and cosine similarity, is used in this step. The

interaction histories of these entities are mined to forge a ranked list of candidate developers to

resolve the change request. The basic premise of our approach is that the developers who inte-

racted with the relevant source code to a given change request in the past are most likely to best

assist with its resolution. In a nutshell, our approach favors interaction Histories over other types

of past information to recommend Developers; hence, the name iHDev. It neither needs to mine

for textually similar past change requests nor source code change (commit) histories. It only needs

developer-interaction sessions from the issue repository of a system, which are typically attached

to issue/bug reports (e.g., in theMylyn prescribed XML format).

To evaluate the accuracy of our technique, we conducted an empirical study on two open

source systems Mylyn and Eclipse Platform. Recall and Mean Reciprocal Rank (MRR) metric

values of the developer recommendations on a number of bug reports sampled from this system

are presented. That is, how effective our iHDev approach is at recommending the actual developer

who ended up fixing these bugs. Additionally, our iHDev approach is empirically compared with

two other approaches that use the commit and/or source code authorship information [65], [46],

[53]. The results show that the presented iHDev approach outperformed these baseline competitors.

Lowest recall gains of 6.17% and 9.72% were recorded against the two respective approaches.

Highest recall gains of 125% and 127.27% were recorded against the two respective approaches.

These gains came without incurring any decreased Mean Reciprocal Rank (MRR) values; rather

iHDev recorded improvements in them. That is, iHDev would typically recommend the correct

developers at higher ranks than the subjected competitors.

Our work makes the following noteworthy contributions in the context of recommending

relevant developers to resolve incoming change requests:

1. To the best of our knowledge, our iHDev approach is the first to utilize developers’ source

code interaction histories involved with past change requests.
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2. We performed a comparative study with two other approaches that use commit and/or source

code authorship information.

The rest of the chapter is organized as follows: Our approach is discussed in Section 5.2.

The empirical study on Mylyn and Eclipse Platform, and its results are presented in Section 5.3.

Threats to validity are listed and analyzed in Section 5.4.

5.2 Approach

Our approach iHDev to assign an incoming change request to the appropriate developer(s)

consists of the following steps:

1. Locating Relevant Entities to Change Request: We use the K-Nearest Neighbor (KNN)

algorithm to locate relevant units of source code (e.g., files and classes) that match the given

textual description of a change request or reported issue. The indexed source code rele-

ase/snapshot is typically between the one in which an issue is reported and before the change

request is resolved (e.g., a bug is fixed).

2. Mining Interaction Histories to Recommend Developers: The interaction histories of the

units of source code from the above step are then analyzed to recommend a ranked list of

developers that are the most experienced and/or have substantial contributions in dealing

with those units (e.g., classes). The interaction histories are extracted from the issue-tracking

system.

5.2.1 Key Terms and Definition

Interaction: Interaction is the activity of programmers in an IDE during a development

session (e.g., editing a file or referencing an API documentation).

Tools, such as Mylyn, have been developed to model programmers’ actions in IDEs [74].

Mylyn monitors programmers’ activities inside the Eclipse IDE and uses the data to create an

Eclipse user interface focused around a task. TheMylyn interaction consists of traces of interaction

histories. Each historical record encapsulates a set of interaction events needed to complete a task
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(e.g., a bug fix). Once a task is defined and activated, theMylynmonitor records all the interaction

events (the smallest unit of interaction within an IDE) for the active task. For each interaction, the

monitor captures about eleven different types of data attributes. The most important of these is the

structure handle attribute, which contains a unique identifier for the target element affected by the

interaction. For example, the identifier of a Java class contains the names of the package, the file

to which the class belongs to, and the class. Similarly, the identifier of a Java method contains

the names of the package, the file and the class the method belongs to, the method name, and the

parameter type(s) of the method.

Trace file: For each active task, Mylyn creates an XML trace file, typically named

Mylyn-context.zip or its derivative. A trace file contains the interaction history of a task. This file

is typically attached to the project’s issue tracking system (e.g., Bugzilla or JIRA). The trace files

for the Mylyn project are archived in the Bugzilla as attachments to a bug report. For example for

issue #315184 there is one trace file namedMylyn-context.zip1.

Attacher: Each issue/bug could have trace files. A developer submits these trace files

to the project’s issue tracking system and are attached to the associated issue report. We term this

developer as the attacher. This term helps differentiate from the use of committers and developers

in the context of source code repositories. There is no explicit information to distinguish between

the attacher and the actual developer who performed the interaction session. We assume that the

attacher is the developer who performed the attached interaction session. This issue is similar to the

distinction between the developer who performed and the committer who committed the changes

to a source code repository. For example, Steffen Pingel attached the file Mylyn-context.zip for

issue #315184. Considering theMylyn workflow for interactions, we did not expect nor found any

instances where the attacher was not the developer who performed the interaction session.
1https://bugs.eclipse.org/bugs/show_bug.cgi?id=315184
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Figure 5.1: A snippet of an interaction event recorded by Mylyn for bug issue #330695 with trace
ID #221752. File TaskListView.java is edited.

5.2.2 Locating Relevant Entities to Change Request

In our approach, we use techniques from natural language processing and machine learning

to locate textually relevant source code files to a given change request for which we need to assign

developers. The specific steps are given below:

Creating a corpus from software

The source code of a release, in or before which the change request is resolved, is parsed

using a developer-defined granularity level (e.g., file) and documents are extracted. A corpus is

created such that each file will have a corresponding document therein. Identifiers, comments,

and expressions are extracted from the source code. Each document in the corpus is referred to as

docpast.

Preprocessing Step

Each document docpast is preprocessed in two parts: removing stop words and stemming.

Document-Term Representation

Document Indexing: We produce a dictionary from all of the terms in our document and

assign a unique integer Id to each term appearing in it.

Term Weighting: We use tfidf in our approach. The global importance of a term i is based

on its inverse document frequency (idf ), calculated as the reciprocal of the number of documents

that the term appears in. idf is the document frequency of term i in the whole document collection.

tfi,j is the term frequency of the term i in the document j. Each document dj is represented as a
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vector dj = (w1,j, ..., wi,j, ..., wn,j) where n is the total number of terms in our document collection

and wi,j is the weight of the term i in document j.

Using Change Request

The textual description of a change request for which we want to find all of the relevant

files, and eventually to be assigned developer(s), is referred to as docnew. docnew also goes through

the preprocessing step and is represented as a document.

K-Nearest-Neighbor

The task of multi-label classification is to predict for each data instance a set of labels that

applies to it. Standard classification only assigns one label to each data instance. However, in many

settings a data instance can be assigned by more than one label. In our context, each data instance

(i.e., a bug report) can be assigned multiple labels (i.e., source code files). ML-KNN is a state-of-

the-art algorithm in the multi-label classification literature [113]. We employ the ML-KNN search

with a user-defined value of K (e.g., the value of 10 as used in previous work [107]) to search the

existing corpus (docpast) based on similarities with the new bug description (docnew). This search

finds the top K similar files. We consider these top K files to be a set, i.e., they are eventually

relevant to the change request regardless of their similarly levels or ranking. Cosine is then used to

measure the similarity of the two document vectors.

fsim (docnew, docpast) =
docnew.docpast
|docnew||docpast|

(5.1)

At the conclusion of this step, we have identified the K most relevant source code files to

the given change request. Now, we need to mine the candidate developers from the interaction

histories of these files.

5.2.3 Mining Interaction Histories to Recommend Developers

The basic premise of iHDev is that the attachers who substantially interacted with the speci-

fic source code in the past are most likely the best candidate to assist with the issues/bugs associated

with it. Our approach uses an interaction log, which was assembled from source code interactions
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Figure 5.2: A snippet of the bug #315184 interaction log entry from its interaction log file.

submitted by attachers to the bug tracking system (e.g., Bugzilla). Interaction log entries include

the dimensions: attacher, date, and path (e.g., files) involved in an interaction event. Interaction

logs are not directly available from the issue/bug tracking systems. We engineered the interaction

log to simplify the implementation of the mining component of iHDev. A notable side effect is that

it provides an analogy to commit logs, which are a basis for several developer-recommendation

approaches.

Interaction Log: An Interaction Log is a file that includes the interaction history and

the attacher(s) who created the trace file for each bug in the issue tracking system. The specific

steps for creating an interaction log are given below:

Extracting Interactions

We first need to identify the bug reports with the mylyn-context.zip attachment(s) because

not all bug issues necessarily contain the interaction trace(s). We searched the Bugzilla issue

tracking system and included bugs containing at least one mylyn-context.zip attachment.

Determining the list of attachers

All the trace files from the issue-tracking system are automatically downloaded to a user

specified directory. A complete list of attachers for each trace file of every bug is then produced.

Creating Interaction log

The tool then takes the directory that contains the trace files as input and parses each trace

file to create an interaction log. For each bug ID, this interaction log includes the attacher (from

the list of attachers) and three of the eleven attributes from the trace file (see Figure 5.1): End-
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Date, Kind, and StructureHandle. There are several different kinds of interaction events (e.g., edit,

manipulation, selection, and propagation); however, we consider only the edit interaction events

because these events refer to interactions that resulted in a change to the source code file (even if

that change was never committed), an action that often requires some level of knowledge of the

source code. Other events such as navigation or selection do not imply explicit interaction or exper-

tise and can therefore potentially introduce noise rather than provide additional useful information.

Also, it is possible for one bug to have multiple trace files, each with a different attacher. Thus, for

each bug in the interaction log file, multiple log entries may exist. Figure 5.2 shows a log entry for

bug #315184 in the interaction log, which has only one trace file (and one attacher). For this bug,

only one file has an edit interaction event (i.e.,”AbstractTaskRepositoryPage.java”).

The interaction log includes data such as the bug ID, attacher, the interacted source code, and

the date on which the source code was interacted to fix this issue (see Figure 5.2 for an example).

This data explains who interacted with the source code and when they did it. An attacher may

contribute multiple interactions with the same file or multiple attachers may interact with the same

file in different trace files. Therefore, interactions give an opportunity to analyze both the exclusive

and shared contributions of attachers to a source code file.

Developer Expertise Measures: One measure of an attacher’s contribution is the total

number of interactions on source code performed in the past [71]. An attacher who contributed

a larger number of interactions on a specific part of the source code than another attacher can be

considered as more knowledgeable on those parts. Another consideration for attacher contributions

is the workdays (i.e., activity) involved in the interactions that are attached as a trace file. The

activity of a specific attacher is the percentage of their workdays over the total workdays of the

system. Here, an attacher’s workday is considered as a day (calendar date) on which they interacted

with at least one part of the source code, because an attacher can have multiple interactions on a

given workday. A system’s workday is considered a day on which at least one part of the source

code is interacted. A day on which no interactions exist is not considered a workday. These two

measures give us two different views on attachers’ development styles. Some may perform smaller
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interaction sessions and submit frequently in a workday (e.g., multiple attachments), while others

may do it differently (e.g., single attachment). The third measure accounts for the recency of these

interactions. We used these three measures, which were inspired by our previous work on commits

[53], to determine the attachers that were more likely to be experts in a specific source code file,

i.e., attacher-interaction map. The attacher-interaction map, AI for the attacher a and file f is

given below:

AI(a,f) = 〈If , Af , Rf〉

• If is the number of interactions that include file f and are interacted by the attacher a.

• Af is the number of workdays in the activity of attacher a with interactions that include the

file f.

• Rf is the most recent workday in the activity of the attacher awith an interaction that includes

the file f.

Similarly, the file-interaction map FI represents the interaction contribution to the file f, and is

shown below:

FI(f) = 〈I ′f , A′
f , R

′
f〉, where

• I ′f is the number of interactions that include file f.

• A′
f is the total number of workdays in the activity of all attachers that include interactions

with the file f.

• R′
f is the most recent workday with an interaction that includes the file f.

The measures If , Af , and Rf are computed from the interaction log. More specifically, the

dimensions attacher, date, and paths of the log entries are used in the computation. The dimension

date is used to derive workdays or calendar days. The dimension attacher is used to derive the

attacher information. The dimension path (StructureHandle) is used to derive the file information.

The measures I ′f , A′
f , and R′

f are similarly computed. The log entries are readily available in the
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Table 5.1: The attachers extracted with iHDev from each of the top ten files relevant to Bug#
313712.

Files Ranked Attacher based on xFactor value

…/TaskEditorNewCommentPart.java Jingwen ’Owen’:1.23, Frank Becker:1.06, Steffen Pingel:0.54, Jacek
Jaroczynski:0.19, David Shepherd:0.07, David Green:0.06

…/CopyContextHandler.java Shawn Minto:2.00, Steffen Pingel:0.61, Mik Kersten:0.42

…/NewAttachmentWizardDialog.java Frank Becker:1.40, David Green:0.90, Steffen Pingel:0.60, Mik Ker-
sten:0.30

…/Messages.java ....

…/WebBrowserDialog.java ....

…/BugzillaResponseDetailDialog.java Frank Becker:3.00

…/UpdateAttachmentJob.java Frank Becker:1.94, Robert Elves:1.40

…/TaskAttachmentPropertyTester.java Philippe Marschall:1.63, Steffen Pingel:1.38

…/TaskEditorRichTextPart.java Frank Becker:1.11, Jingwen ’Owen’ Ou:0.90, Steffen Pingel:0.66,
Thomas Ehrnhoefer:0.26, Jacek Jaroczynski:0.12, David Green:0.11,
David Shepherd:0.03

…/BugzillaPlanningEditorPart.java Steffen Pingel:1.85, Robert Elves:1.35

form of XML and straightforward XPath queries are formulated to compute the measures. The

contribution or expertise factor, termed xFactor, for the attacher a and the file f is computed using

the ratios of the attacher–interaction and file–interaction maps. The contribution factor, xFactor,

is given below:

xFactor(a, f) =
AI(a,f)
FI(f)

(5.2)

xFactor(a, f) =


If
I′f

+
Af

A′
f
+ 1

|Rf−R′
f |

if |Rf −R′
f | 6= 0

If
I′f

+
Af

A′
f
+ 1 if |Rf −R′

f | = 0
(5.3)

The xFactor score is computed for each of the relevant source code files to the given change

request (see Section 5.2.2). According to Equation 5.3, the maximum value of xFactor can be three

because we have used three measures, each of which can have a maximum contribution ratio of 1.

Recommending developers based on xFactor scores: We now describe how the ranked-

list of developers is obtained from all of the scored attachers of each relevant source code file to a
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given bug. From Section 5.2.3, there is a one-to-many relationship between the source code files

and attachers. That is, each file fi may have multiple attachers; however, it is not necessary for all

of the files to have the same number of attachers. For example, the file f1 could have two attachers

and the file f2 could have three attachers. Each row in the matrix Da (see Equation 5.4) gives the

list of unique attachers for each relevant file fi. Dafi represents the set of attachers, with no dupli-

cation, for the file fi, where 1 ≤ i ≤ n and n is the number of relevant files. aij is the jth attacher

in the file fi with l unique attachers.

Da =

( f1 Daf1
f2 Daf2.. ..
.. ..
fn Dafn

)
Dafi = { ai1 ai2 ... ail } (5.4)

Although, a single file does not have any duplicate attachers, two files may have common

attachers. In Equation 5.5, Dau is the union of all unique attachers from all relevant files.

Dau =
n⋃

i=1

Dafi (5.5)

Score(a) =
n∑

i=1

xFactori(a, fi) (5.6)

Each attacher a for a file f has the xFactor score. To obtain the likelihood of the attacher a, i.e.,

Score(a), to resolve the given change request, we sum xFactor scores of the relevant files in which

it appears (see Equation 5.6). That is, their overall expertise in all the files is computed collectively.

The Score(a) value is calculated for each unique attacher a in the set Dau.

In Equation 5.7, we have a set of candidate developers. The developers in this set are ranked

based on their Score(a) values. Once the developers are ranked in the descending order of their

Score(a) values, we have a ranked list of candidate developers. By using a cutoff value of m, we

recommend the top m candidate developers, i.e., with top m Score(a) values, from the ranked list

obtained from the set DF .

DF = {(a, Score(a)), ∀a ∈ Dau} (5.7)

This step concludes iHDev and we have the top m candidate developers recommended for

the given change request.
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5.2.4 An Example fromMylyn

Here, we demonstrate iHDev using an example fromMylyn. The change request of interest

here is the bug #313712 ”attachment dialog does not resize when Advanced section is expanded”.

We first collected a snapshot ofMylyn’s source code prior to this bug fixed and then parsed it using

the file-level granularity (i.e., each document is a file). After indexing with a machine learning

technique, we obtained a corpus consisting of 1,825 documents and 201,554 words. A search query

was then formulated using the bug’s textual description, the result of which (i.e., top 10 relevant

files) is summarized in Table 5.1. These (k = 10) files are our starting point for iHDev. The correct

developer who fixed this bug and committed the change is Frank Becker. In Table 5.1, the third

column shows a set of all attachers with the xFactor values for each file fi.

In iHDev, we first obtained the set Dau from all of the attachers recommended for each

relevant file fi to the bug #313712 in Table 5.1. The set Dau consists of 11 unique attachers. Be-

cause a developer could use different identities for the attacher and committer roles, we normalized

them to a single identity, which was their full name. For each of the 11 unique attachers, the Score

value is calculated according to Equation 5.6. Table 5.2 shows the top five Score values and the

corresponding attachers, i.e., m = 5. Frank Becker has the highest score in the set DF (a value

of 8.51), so he is the first recommended developer. For the remaining attachers, the value of the

function Score is less than Frank Becker’s score, so they all have a rank greater than 1.

Table 5.2: Top five attachers (developers) recommended to resolve bug #313712 by iHDev.

Attacher Score Rank

Frank Becker 8.51 1

Steffen Pingel 5.64 2

Robert Elves 2.75 3

Jingwen ’Owen’ Ou 2.13 4

Shawn Minto 2.0 5

Table 5.3 shows the results for the approaches iHDev, xFinder, xFinder′ and iMacPro (des-
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cribed in sections 5.3.1) for m = 5. Clearly, the best result is for iHDev, as it recommends Frank

Becker (the correct developer who fixed bug #313712) in the first position, whereas xFinder, xFin-

der′, and iMacPro recommend Frank Becker in the third, fourth, and third position respectively.

iHDev outperforms the others with respect to recall@1 and recall@2 values. At recall@5, all the

approaches would be equivalent; however, iHDev provides the best ranked position (i.e., the reci-

procal ranked value).

Table 5.3: Top five recommended developers and their associated ranks for the compared approa-
ches. iHDev, xFinder, xFinder′ and iMacPro.

Approach Top five recommended developers in ran-
ked order

iHDev Frank Becker 1 , Steffen Pingel 2 , Robert
Elves 3 , Jingwen ’Owen’ Ou 4 , Shawn
Minto 5

xFinder Steffen Pingel 1 , Robert Elves 2 , Mik Ker-
sten 2 , Frank Becker 3

xFinder′ Steffen Pingel 1 , Mik Kersten 2 , Robert El-
ves 3 , Frank Becker 4 , Shawn Minto 5

iMacPro Steffen Pingel 1 , Shawn Minto 2 , Frank
Becker 3

5.3 Case Study

The purpose of this study was to investigate how well our iHDev approach recommends

expert developers to assist with incoming change requests. We also compared our approach with

two previously published approaches. The first approach, xFinder [53], is based on the mining

of commit logs. The second approach, iMacPro [46], uses the authorship information and main-

tainers of the relevant change prone source code to recommend developers. We used these two

approaches for comparison because they require information from the commit repository. iHDev

uses interaction history of source code. Therefore, this part of the study would allow us to compare

interactions and commits with respect to the developer recommendation task. We addressed the fol-
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lowing research question RQ: How do iHDev (trained from the interaction history) compare with

xFinder, xFinder′, and iMacPro (trained from the commit history) in recommending developers?

5.3.1 Compared Approaches: xFinder, xFinder′, and iMacPro

The xFinder approach uses the source code commit history to recommend developers to

assist with a given change request. The first step is finding the relevant source code files for the

change request, similar to iHDev (see Section 5.2.2). The commit (and not interaction) histories of

these files are analyzed to recommend a ranked list of developers. xFinder uses the frequency count

of the developers in the relevant files for ranking purposes. For example, if a developer occurs in

three relevant files, its score is assigned a value of 3, and is ranked above another developer that

occurs in two relevant files (with a score of 2). If multiple developers have the same score, they are

given the same rank (e.g., two developers are ranked second in Table 5.3). iHDev uses a different

ranking mechanism. We replaced xFinder’s ranking algorithm with that of iHDev, which is based

on the sum of xFactor scores. This modified xFinder approach is termed xFinder′. xFinder′

allows us to compare the core of two approaches (i.e., interactions and commits) by neutralizing

the variability in their rankings.

The iMacPro approach uses the source code authorship and commit history to assign inco-

ming change requests to the appropriate developers. The first step is finding the relevant source

code files for the change request, similar to iHDev (see Section 5.2.2). These source code units

are then ranked based on their change proneness. Change proneness of each source code entity is

derived from its commit history. The developers who authored and maintained these source code

files are discovered and combined. Finally, a final ranked list of developers for the given change

request is recommended. Hossen et al. [46] showed that iMacPro outperformed the iA approach

[65], which was shown to perform equivalent to or better than the approach of Anvik et al. [9].

5.3.2 Subject Software Systems

We focused on the Mylyn and Eclipse Platform.
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Mylyn

Mylyn contains about 4 years of interaction data and is an Eclipse Foundation project with

the largest number of interaction history attachments. It is mandatory forMylyn project committers

to use the Mylyn plug-in. Commit history started 2 years prior to that of interaction, and commits

to the Mylyn CVS repository terminated on July 01, 2011. To get both interaction and commit

histories within the same period, we considered the history between June 18, 2007 (the first day

of an interaction history attachment) and July 01, 2011 (the last day of a commit to the Mylyn

CVS repository). Doing so ascertained that none of the approaches had any particular advantage

or disadvantage over the others due to the lack of history for training. The Mylyn project consists

of 2272 bug issues containing 3282 trace files for a total of 276390 interaction logs for interaction

events that lead to edit of the interacted source code. TheMylyn project consists of 5093 revisions,

out of which 3727 revisions contained a change to at least one Java file and for 3536 revisions there

exists at least one trace file in the interaction history.

Eclipse Platform

Eclipse Platform contains 6 different sub projects: e4, Incubator, JDT, Orion, PDE and

Platform2. Eclipse Platform contains about 7 years of interacted data from July 2007 to May 2014.

It is not mandatory for theEclipse Platform committers to use theMylyn plug-in. Therefore, it is not

surprising that the number of issues that contain interactions is less than those in theMylyn project.

The commit history for Eclipse Platform started in April 2001, 6 years prior to that of interaction,

and commits to the Eclipse Platform CVS repository terminated on November 05, 2012. To get

both interaction and commit histories within the same period, we considered the history between

July 25, 2007 (the first day of an interaction history attachment) and November 05, 2012 (the last

day of commits/revisions to the Eclipse Platform CVS repository). During this history the Eclipse

Platform consists of 700 bug issues containing 897 trace files for a total of 95834 interaction logs

for interaction events that lead to edit of the interacted source code. It consists of 52126 revisions,
2http://www.eclipse.org/eclipse/
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out of which 35290 revisions contained a change to at least one Java file and for 861 revisions there

exists at least one trace file in the interaction history.

Both xFinder and iMacPro need the commit histories of the Mylyn and Eclipse Platform

open source systems because they need files that have been changed together in a single commit

operation. SVN preserves the atomicity of commit operations; however, older versions of CVS

did not. Subversion assigns a new ”revision” number to the entire repository structure after each

commit. The ”older” CVS repositories were converted to SVN repositories using the CVS2SVN

tool, which has been used in popular projects such as gcc3. For the datasets considered in our

study, Mylyn and Eclipse Platform had their commit histories in CVS depositories. Therefore, we

converted the CVS repositories to SVN repositories.

5.3.3 Benchmarks: Training and Testing Datasets

ForMylyn and Eclipse Platform, we created a benchmark of bugs and the actual developers

who fixed them to conduct our case study. The benchmark consists of a set of change requests

that has the following information for each request: a natural language query (request summary)

and a gold set of developers that addressed each change request. The benchmark was established

by a manual inspection of the change requests, source code, their historical interactions in the bug

tracking system, and their historical changes recorded in version-control repositories. Interaction

trace files were used to find the interaction events related to each bug and the attacher who cre-

ated the trace file was used as the attacher in our interaction log. For tracing each Bug ID in the

Subversion (SVN) repository commit logs, keywords such as Bug ID in the commit messages/logs

were used as starting points to examine if the commits were in fact associated with the change re-

quest in the issue tracking system that was indicated with these keywords. The author and commit

messages in those commits, which can be readily obtained from SVN, were processed to identify

the developers who contributed changes to the change requests (i.e., gold set). These developers

were then used to form our actual developer set for evaluation. A vast majority of change requests

are handled by a single developer (92% in Mylyn and 97% in Eclipse Platform). Table 5.4 shows

the frequency distributions of developers resolving issues in the benchmarks forMylyn and Eclipse
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Table 5.4: The frequency distributions of developers resolving issues in the benchmarks forMylyn
and Eclipse Platform.

System Frequency distribution Total Issues

# 1 # 2 # 3

Mylyn 277 21 3 301

Eclipse Platform 70 0 2 72

Platform. For example, 277 issues were resolved by a single developer in Mylyn and none of the

issues were resolved by two developers in Eclipse Platform. Our technique operates at the change

request level, so we also needed input queries to test. We considered all of the bugs that have at

least one associated Id in the commit messages and traces files. We created the final training corpus

from all of the source code files in the last revision before the bug issues in our benchmark were

fixed. We split the benchmark into training and testing sets. We picked June 18, 2007 to March

16, 2010 as our training set and March 16, 2010 to July 01, 2011 as our testing set for Mylyn.

The testing set period contains 600 different revisions and 301 different issues/bugs. Similarly We

picked July 25, 2007 to March 01, 2010 as our training set and March 01, 2010 to November 05,

2012 as our testing set for Eclipse Platform. The testing set contains 140 different revisions and 72

different issues/bugs. Our benchmarks are available online3. The experiment was run for m = 1,

m = 2, m = 3, and m = 5, where m is the number of recommended developers. We considered

the top ten relevant files from the machine learning step.

5.3.4 Metrics and Statistical Analyses

We evaluated the accuracy of each of the approaches for all of the bug issues in our testing

set using the Recall and Mean Reciprocal Rank (MRR) metrics used in previous work [9, 65, 107].

For each bug b, in a set of bugs B of size n, in the benchmark of a system and a m number of

recommended developers, the formula for the recall@m is given below:

recall@m =
| RD(b) ∩ AD(b) |

| AD(b) |
(5.8)

3http://serl.cs.wichita.edu/svn/projects/dev-rec-interactions/trunk/MSR2015/data/Benchmark
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where RD(b) and AD(b) are the recommended developer by the approach and the actual developer

who resolved the issue for the bug b respectively. This metric is computed for recommendation

lists of developers with different sizes (e.g., m = 1, m = 2, m = 3, and m = 5 developers).

Increasing the value of m could lead to a higher recall value (and typically does); however,

it may come at the cost of an increased effort in examining the potential noise (false positives).

Over 90% of the cases in our benchmarks have only a single correct developer. In such a scenario,

each increment to m in pursuit of a correct developer could add drastically to the proportion of

false positives. Therefore, a traditional metric of the likes of precision is not a suitable fit for our

context. For example, if a correct developer is found at m = 5, the possible precision value is in the

range [0.2, 1.0] for the rank positions [5, 1], typically around the lower bound of 0.2. Note that the

precision metric is also agnostic to the rank positions of recommendations. Therefore, for a cutoff

value of m, it would produce the same value for two approaches presenting the same number of

correct answers. For m = 5, two approaches presenting a single correct answer at the positions 1

and 5 respectively will have the same precision value of 0.2. Nonetheless, a complimentary measure

to recall is also needed to assess the potential effort in addressing noise (false positives). We focused

on evaluating the ranked position of the correct developer for each bug in each benchmark from a

cumulative perspective regardless of the cutoff point m.

Mean Reciprocal Rank (MRR) is one such measure that can be used for evaluating any

process that produces a list of possible responses to a sample of queries, ordered by probability

of correctness. This metric has been used in previous work [100]. The reciprocal rank of a query

response is the multiplicative inverse of the rank of the first correct answer. Intuitively, the lower

the value (between 0 and 1), the farther down the list, examining incorrect responses, one would

have to search to find a correct response.

MRR =
1

| n |

|n|∑
i=1

1

ranki
(5.9)

Here, the reciprocal rank for a query (bug) is the reciprocal of the position of the correct developer

in the returned ranked list of developers (ranki) and n is the total number of bugs in our benchmark.

When the correct developer for a bug is not recommended at all, we consider its inverse rank to be

76



a zero. When there are multiple correct developers (which are a very few cases in our benchmark),

we consider the highest/first ranked position. The higher the value of MRR, the better it speaks of

the potential effort spent in noise. For example, an MRR value of 0.5 suggests that the approach

typically produces the correct answer at the 2nd rank. Overall, our main research hypothesis is

that iHDev will outperform the subjected competitors in our study in terms of recall without

incurring additional costs in terms of MRR.

We applied the One Way ANOVA test to validate whether there was a statistically signifi-

cant difference with α = 0.05 between the results of both recall and MRR values. For MRR, we

considered the ranks of correct answers of the approaches for each bug (data point). We used this

non-parametric test because we did not assume normality in the distributions of the recall results.

The purpose of the test is to assess whether the distribution of one of the two samples is stochasti-

cally greater than the other. Therefore, we defined the following null hypotheses for our study (the

alternative hypotheses can be easily derived from the respective null hypotheses):

• H-1: There is no statistically significant difference between the recall@m values of iHDev

and each of xFinder, xFinder′, and iMacPro.

• H-2: There is no statistically significant difference between the MRR values of iHDev and

each of xFinder, xFinder′, and iMacPro.

5.3.5 Results

The recall@1, recall@2, recall@3, and recall@5 values for each of the compared approa-

ches for Mylyn and Eclipse Platform were calculated from the established benchmarks. Table 5.5

shows the recall@m values of Mylyn and Eclipse Platform for all the compared approaches (see

the Recall@m column). The MRR values for each of the compared approaches for Mylyn and

Eclipse Platform were then calculated. Table 5.6 shows the MRR values of Mylyn and Eclipse

Platform for all approaches (see the MRR column).

We computed the recall gain of iHDev over another compared approach (i.e., Y ) using the

following formula:
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Table 5.5: Average of recall @1, 2, 3 and 5 values of the approaches iHDev, xFinder, xFinder′,
and iMacPro measured on theMylyn and Eclipse Platform benchmarks.

m Recall@m iHDev vs xFinder iHDev vs xFinder′ iHDev vs iMacPro

iHDev xFinder xFinder′ iMacPro Gain% Pvalue Adv Gain% Pvalue Adv Gain% Pvalue Adv

Mylyn

1 0.50 0.45 0.52 0.50 11.11 0.22 None -3.84 0.58 None 0 0.9 None

2 0.71 0.63 0.59 0.63 12.69 0.02 iHDev 20.33 0.001 iHDev 12.69 0.03 iHDev

3 0.79 0.68 0.69 0.72 16.17 0.001 iHDev 14.49 0.004 iHDev 9.72 0.05 iHDev

5 0.86 0.69 0.81 0.76 24.63 ≤0.001 iHDev 6.17 0.08 None 13.15 0.0008 iHDev

Eclipse Platform

1 0.25 0.12 0.12 0.11 108.33 0.03 iHDev 108.33 0.03 iHDev 127.27 0.02 iHDev

2 0.37 0.20 0.17 0.18 85.00 0.03 iHDev 117.64 0.007 iHDev 105.55 0.01 iHDev

3 0.41 0.20 0.22 0.22 105.00 0.005 iHDev 86.36 0.01 iHDev 86.36 0.01 iHDev

5 0.45 0.20 0.23 0.23 125.00 0.001 iHDev 95.65 0.004 iHDev 95.65 0.003 iHDev

GainR@miHDev−Y =
recall@miHDev − recall@mY

recall@mY

× 100 (5.10)

The MRR column in Table 5.6 shows MRR values of the compared approaches.

We computed the MRR gain of iHDev over another compared approach (i.e., Y ) using the

following formula:

GainMRRiHDev−Y =
MRRiHDev −MRRY

MRRY

× 100 (5.11)

To answer the research question RQ, we compared the recall values of iHDev, xFinder,

xFinder′, and iMacPro for m = 1, m = 2, m = 3, and m = 5. We computed the recall gain of

iHDev over Y in {xFinder, xFinder′, and iMacPro} using Equation 5.10. Similarly, we compared

MRR values of iHDev, xFinder, xFinder′, and iMacPro. We computed the MRR gain of iHDev

over Y in {xFinder, xFinder′, and iMacPro} using Equation 5.11. Table 5.5 and Table 5.6 show

the recall and MRR results respectively. The Gain % columns in Table 5.5 show the recall gains

of iHDev over each compared approach for the different m values. The Gain % columns in Table

5.6 show the MRR gain of iHDev over each compared approach. The Pvalue columns in Table
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5.5 shows the p-values from applying the One Way ANOVA test on the recall values for m = 1,

m = 2, m = 3, and m = 5. The Pvalue columns in Table 5.6 shows the p-values from applying the

One Way ANOVA test on the reciprocal rank values. The Advantage columns show the approach

that had a statistically significant gain over the other. In cases neither did, None is shown.

For each pair of competing approaches, there were eight comparison points in terms of recall

values (four each forMylyn and Eclipse Platform). Overall, out of eight comparison cases between

iHDev and xFinder for recall values, iHDev was advantageous over xFinder in seven of them; the

remaining one being a statistical tie. Out of eight comparison cases between iHDev and xFinder′ for

recall values, iHDevwas advantageous in six of them; the remaining two being a statistical tie. Out

of eight comparison cases between iHDev and iMacPro for recall values, iHDev was advantageous

in seven of them; the remaining one being a statistical tie. Despite a few observations of negative

gains, there was not even a single case in which other approaches was statistically advantageous

over iHDev in terms of recall. Therefore, we reject the hypothesis H1.

For each pair of competing approaches, there were two comparison points in terms of MRR

values (one each for Mylyn and Eclipse Platform). Overall, iHDev was advantageous in both ca-

ses of comparison between iHDev and xFinder. iHDev was advantageous in one case each for

comparisons between iHDev and xFinder′, and between iHDev and iMacPro. The remaining two

cases were a statistical tie. There were no cases in which the other approaches were statistically

advantageous over iHDev in terms of MRR. Therefore, we reject the hypothesis H2.

In summary, the overall results suggest that iHDev generally performs better than xFinder,

xFinder′, and iMacPro in terms of both recall and MRR. Using the interaction history typically

leads to improvements in accuracy. Not only does it identify the correct developers more often

(as evident by the significant recall gains or no loss), but also at a high enough position in the list

of recommended candidates (as evident by the significant MRR gains or no loss). For example,

iHDev recorded recall gains over xFinder in the range [85% , 125%] for Eclipse Platform. Also,

on average, the correct developer would appear at the 3rd position (MRR=0.34) for iHDev recom-

mendations, whereas, in xFinder this value would be at the 6th position (MRR=0.16). Thus, the
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Table 5.6: Mean Reciprocal Rank of the approaches iHDev, xFinder, xFinder′, and iMacPro mea-
sured on theMylyn and Eclipse Platform benchmarks.

System MRR iHDev vs xFinder iHDev vs xFinder′ iHDev vs iMacPro

iHDev xFinder xFinder′ iMacPro Gain% Pvalue Adv Gain% Pvalue Adv Gain% Pvalue Adv

Mylyn 0.66 0.56 0.62 0.64 17.85 0.003 iHDev 6.45 0.22 None 3.12 0.4 None

Eclipse 0.34 0.16 0.16 0.17 112.5 0.005 iHDev 112.5 0.007 iHDev 100 0.01 iHDev

MRR gain of over 112%. iHDev takes us a step forward toward achieving the ideal goal of a

recommender that not only always identifies the correct developers, but also puts them in the

top positions.

5.3.6 Discussion

We discuss a few qualitative points that would help understand the rationale behind the

improved performance with using interactions in iHDev.

Multiple Attempts at Resolution. Given the nature of OSS, there are often multiple at-

tempts at resolving a given change request. For example, multiple (a few incomplete or incorrect)

fixes are attempted by perhaps multiple developers. In the end, only a complete and correct resolu-

tion is accepted and/or merged into the source code repository (i.e., the main development trunk or

branch). The interaction history records these attempts; however, the commit history only records

the final outcome (i.e., only the things committed), if any. Gousios et al. [43] observed that in

GitHub some issues receive multiple pull-requests with solutions (all representing interaction and

competence), but not all are accepted and merged. Our results show that past experiences (inclu-

ding failures) are important ingredients in shaping developer expertise. Interactions offer a valuable

insight into these micro-level developers’ activities in building their expertise, whereas, the commit

repositories would largely miss out on them. For example, the file UpdateAttachmentJob.java has

458 edit events, but it has only 6 commits. Additionally, the developer Frank Becker contributed

50 edit events, but had only one commit. The interaction history shows that he attempted resoluti-

ons for 6 bugs, but, the commit shows that he contributed only one bug fix. This example suggests

there is quite a disparity between the micro and macro level perspectives of contributions.

80



Resolutions and Peer Review. The practice of peer review of proposed resolutions/patches

exist in bothMylyn and Eclipse Platform. We observed cases in which resolutions (even those that

were correct in the sense of a technical fix for the problem at hand) were not merged to the source

code repository (e.g., potential conflicts with other code elements or patches did not make it in time

for the review process to go through or were out of luck as they arrived after something else was

already accepted) or were revised and then merged (e.g., a few changes to a few files revised or not

needed). The interaction history captures the resolutions while the commit history misses out on

these alternative solutions.

Interactions come first, Commits later. In the typical workflow, interactions come first

and commits later. Interactions are available much earlier than commits to mine and integrate the

results. Our datasets show that for a given time period, there are more interactions than commits.

Therefore, using interaction data may reduce the latency in building and deploying actionable mo-

dels on a project, as the training data would become available sooner.

Self-Serving Benefits. We believe that the potential benefits shown to developers by con-

verting the interactions into actionable support for their routine tasks could serve as a motivating

factor in usingMylyn type activity loggers. That is, developers would see the value in logging their

activities now, so that they could benefit for concrete tasks in the future.

Task Applicability. Our work shows the potential value of interactions in improving the

developer recommendation tasks; however, they could be use for other software maintenance and

evolution tasks that have typically relied on commit histories. Previously, we used interactions for

impact analysis [15, 112].

In summary, our findings highlight many aspects that the developer recommendation met-

hodology based on the commit history may not capture, but interactions do.

5.4 Threats to Validity

We discuss internal, construct, and external threats to validity of the results of our empirical

study.

Accuracy measures and correctness of developer recommendations: We used the widely
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used metric recall in our study. We also calculated mean reciprocal rank. We considered a gold-set

to be developers who contributed source code changes to address change requests. Of course, it is

possible that other team members are also equally qualified to handle these change requests; howe-

ver, such a gold-set would be very difficult to ascertain in practice. Nonetheless, our benchmark

can be viewed as conservative bounds.

Accuracy@k [108, 23, 94]generally considers only one correct answer to claim 100%. In

our study, over 90% of cases had only one correct answer. Therefore, the differences in recall@k

and accuracy@k values are negligibly small. Although, (as discussed in Section 5.3.4) we deemed

the precision metric to be unsuitable for our technique due to the ordered nature of responses, we

summarize the results. In case of Mylyn and xFinder precision gain ranges between 12.76% and

136.36% and out of eight comparisons with ANOVA, iHDev was advantageous in four of them.

In case of Mylyn and xFinder′ precision gain ranges between 12% and 137.50 % and out of eight

comparisons with ANOVA, iHDevwas advantageous in six of them. In case ofMylyn and iMacPro

precision gain ranges between 6% and 136.36 % and out of eight comparison with ANOVA, iHDev

was advantageous in seven of them. Furthermore, should there be a larger number of cases with

multiple correct answers, a metric such as Mean Average Precision (MAP) could be employed.

Machine Learning-based matching of change requests to relevant files: KNN sometimes

returned classes (i.e., files) that were not found in the commits related to the bug fixes or change

request implementations. However, based on our prior work we observed that the files that were

recommended as textually similar were either relevant (but not involved in the change that resolved

the issue) or conceptually related (i.e., developers were also knowledgeable in these parts).

Narrow Ground Truth: Our ground truth included only the developers who eventually re-

solved the change request. It is likely that other developers are equally capable of resolving the

same requests. Identifying them is not obvious from repositories and would require a quantitative

study.

Developer identity mismatch: Although we carefully examined all of the available sources
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of information in order to match the different identities of the same developer, it is possible that we

missed or mismatched a few cases.

Incomplete or Missing Interaction History: Although, a common period was considered for

extracting the interaction and commit datasets, the number of commits is significantly higher than

the number of interaction transactions. This difference is not necessarily the result of a single task

defined for multiple commits, because there are many cases in which committed files were never

part of one of the interactions.

Explicit Bug ID Linkage: We considered interactions and commits to be related if there was

an explicit bug ID mentioned in them. Implicit relationships were not considered.

Two Systems Considered: Due to the limited availability of Mylyn interaction histories,

our study was performed on only two systems written in Java. Mylyn and Eclipse Platform were

the largest available datasets within the Eclipse Foundation. Nonetheless, this fact may limit the

generality of our results.
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CHAPTER 6

Developer Recommendation (rDevX)

The practice of code review of patches submitted for software maintenance is common in

open source and commercial domains. There is empirical evidence supporting many of its benefits,

including in improving software quality and knowledge transfer. In this chapter, we investigated

the research question ”what can historical records of code reviews tell us about developer exper-

tise?”. We analyzed code reviews that are managed by ”modern” tools, such as Gerrit. We found

eight markers of developer expertise associated with the source code changes and their acceptance,

time line, and human roles and feedback involved in the reviews. We formed a developer-expertise

model from these markers and showed its application in bug triaging. Specifically, we derived a

developer recommendation approach for an incoming change request (e.g., to fix a bug), named

rDevX , from this expertise model. An empirical study on open source systems Eclipse Platform,

Mylyn, and OpenStack Nova was conducted to assess the effectiveness of rDevX . A number of

change requests were used in the evaluated benchmark. Furthermore, a comparative study on anot-

her previous approach that use commit history for developer recommendation was performed. The

metrics recall and MRR (Mean Reciprocal Rank) were used to measure their quantitative effective-

ness. Results show that rDevX outperforms the subjected competitor with statistical significance.

We also performed a qualitative analysis to ratiocinate the gains of rDevX .

6.1 Introduction

Software engineering is very much human driven and prone. The quality and velocity of

maintenance and evolution tasks (e.g., bug fixes or feature implementations) are in many ways

a direct reflection of the individuals or teams who perform them. Determining the right solution

providers for the task at hand is arguably as important as suggesting the right tool support for it,

especially in the far too commonly found state of inadequate or obsolete documentation of large

scale software systems. The expressiveness and effectiveness of the artifacts could be directly at-
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tributed to the expertise of its authors. Questions about a specific source code unit from newcomers

to a project may be best answered by that code’s developers or owners [13]. The developers who

have the needed expertise to a change request should be assigned to resolve it [8]. Unfortunately,

the knowledge or expertise of developers is oftentimes not readily documented or easily available

in large, distributed projects such as open source software development.

There has been previous efforts to build models of developer expertise in source code [9, 54,

65, 94, 107, 111, 46]. Most of these models use historical change records of source code captured

in software repositories (bug reports and/or commits). Recently, there have been efforts to build

knowledge models from developer interactions that go beyond a change event (e.g., navigation)

captured in integrated development environments. Although these models capture aspects related

to developer activity, they cannot and do not include other important markers of expertise.

Modern Code Review (MCR) [13], which is tool driven and assisted, has been found to

be useful in not only improving software quality, but also as a means of knowledge transfer and

collaboration [13]. The historical code reviews capture many unique aspects that can be useful

markers of developer expertise. Among them is the reviewer role and contributions in terms of the

code critique and formative experience in authoring code changes, which may or may not have been

successful (i.e., eventually included in the project code base). Code reviews subsume the commits

in source-code repositories (e.g., git or Subversion). We posit that these markers provide a unique

opportunity to expand the scope of forming models of developer expertise in source code and their

improved applications in software maintenance and evolution tasks.

Our Contribution: In this chapter, we investigated the research question “how to trans-

form the historical records of code reviews into a developer expertise model, which can be used in

the software-change-request-resolution phase?”. Approaches for recommending reviewers from

analyzing code reviews have been proposed before [110, 96, 98, 14]; however, developer expertise

models and automatically recommending developers for change-request, e.g., bug, triaging using

code reviews have not been investigated yet. Our work makes the following noteworthy contribu-

tions:
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Developer Expertise Model: We identify eight markers of developer expertise in source

code from analyzing past code reviews – expert-markers1. The markers are associated with the

source code changes and their acceptance, time line, and human roles and feedback involved in the

reviews. We then unify these markers to form a developer expertise model in source code.

rDevX– Developer Recommendation Technique: We show the application of our developer-

expertise model for the task of developer recommendation, i.e., automatically assigning issues or

change requests to the developer(s) who are most likely to resolve them. rDevX takes the textual

description of a change request (e.g., a short bug description) and recommends a ranked list of

developers to resolve it.

Empirical Evaluation: To evaluate the accuracy of rDevX , we conducted an empirical study

on three open source systems Eclipse Platform,Mylyn, andOpenStack Nova. Recall and Mean Re-

ciprocal Rank (MRR) metric values of the developer recommendations on a number of bug reports

sampled from these systems are presented. Our rDevX approach is empirically compared with an

approach based on the commit history [54]. The results show that the presented rDevX appro-

ach outperformed its competitor. rDevX registers gains as much as 75% over the other approach.

These gains came without incurring any decreased Mean Reciprocal Rank (MRR) values; rather

rDevX recorded improvements in them. That is, rDevX would typically recommend the correct

developers at higher ranks than the competitor.

The rest of this chapter is organized as follows: Our presented developer expertise model is

discussed in Section 6.2 and its application in developer recommendation, i.e., rDevX, is presented

in Section 6.3. The empirical study is presented in Section 6.4. Threats to validity are discussed in

Section 6.5.

6.2 The Developer Expertise Model

We first provide our rationale for going beyond developer expertise models formed from

macro-repositories such as commit archives and then discuss our presented model based on histo-

rical code reviews.
1aspired to be in spirit of biomarkers
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6.2.1 Why Code Reviews to Build a New Model for Developer Expertise?

Numerous approaches have been proposed to formulate the expertise of developers in source

code from software repositories [9, 107, 47, 7, 46, 16, 8, 10, 111]. Source-code-version archives,

i.e., commits, are the most commonly analyzed repositories for this purpose. The underlying pre-

mise of these approaches is typically that developers who contributed changes to specific source

code entities are knowledgeable or experts of those entities. Their expertise is predominately de-

termined from their commit activity and their roles as code owners or authors or maintainers [46].

Although, developer expertise modeled in such a way provides several important aspects, we posit

that it is limited in scope and size. Are there other markers that demonstrate developers gaining

expertise in particular source code entities beyond their record of the code owner role and accepted

changes that are eventually merged to the code base, i.e., commits? Commit repositories only cap-

ture the end points, i.e., macro events, of software maintenance or evolution tasks (e.g., accepted

code changes for bug fixes or feature requests), and do not necessarily capture the means, i.e., micro

events, associated to achieve them. The question is where to find the records of these means and

how could they help in forming an enhanced and more effective developer expertise model than

those formed from the archives of ends?

Several open source projects and commercial companies practice modern code review. Ger-

rit is one popular tool that facilities MCR. Previous empirical studies show that the code review

process helps developers spread the knowledge across the development team [81, 82, 13]. A senior

developer at Microsoft made the following remark:

one of the things that should be happening with code reviews over time is a distribution

of knowledge [13].

Bacchelli et al. [13] similarly state that Team Awareness and Shared Code Ownership are

other aspects of the code review process at Microsoft. These findings suggest that the benefits of

MCR extend beyond finding and reducing defects.

We resort to the code-review archives to detect markers of developer expertise in source

code. Modern Code Review (MCR), which is tool assisted, supports the quality-control process of
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reviewing a proposed code change or patch for a maintenance task. It includes human feedback,

which drives whether a proposed code change needs to be revised, and eventually accepted or

abandoned. Only accepted source code changes are merged to the code base. That is, it is one

of the sources that captures the means adopted in reviewing and revising not only the patches

that eventually get merged (i.e., committed), but also those abandoned. We explore code reviews,

especially the proposed changes (regardless of them committed or not), human roles and feedback.

These aspects are not captured in commit repositories. Next, we discuss the exclusive markers

(measures) that can be obtained from the code-review archives compared to those from commit

archives.

Owner and Reviewer Roles: In MCR, humans have two main roles: 1) The owner is the

one who submits the proposed code change or patch for review and 2) A reviewer is the one who

reviews the proposed change, provide feedback on it, and/or accept it. Typically, there is one code

owner and multiple reviewers for a proposed change. At least one reviewer must accept the change

for it to be merged/committed to the project code base or else it is abandoned. Is there a difference

in the sets of owners and reviewers, and their code expertise? If there is none, the corresponding

commit and code-review archives should produce the identical set of human contributors. That

is, both sources provide equivalent information, and perhaps the commit archives are a sufficient

source for expertise.

We investigated three open source systems, Eclipse Platform,Mylyn, and OpenStack Nova

to investigate this issue. For each system, we obtained the set of authors from the commit, and the

set of owners and reviewers from the code-review archives. We calculated the Jaccard similarity

between these sets. The Jaccard coefficient measures the similarity between sample sets from

their intersection size divided by their union size. The Jaccard values for Eclipse Platform,Mylyn,

OpenStack Nova are 0.45, 0.67,and 0.48 respectively. The low jaccard similarity between two sets

of reviewers and owners show the difference between the sets. In other words, how dissimilar

both the sets are. This observation shows that a role change could occur. For example, a reviewer

of code today may turn into its author tomorrow. We also investigated the historical records of
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files in both commit and code review repositories for these systems. For each system, we obtained

the set of unique files from the commit and the set of unique files from the code-review archives.

We calculated the Jaccard similarity between these sets. The Jaccard values for Eclipse Platform,

Mylyn, OpenStack Nova are 0.55, 0.55, and 0.60 respectively. These values show that these two

sets are quite dissimilar. This observation shows that there is potential for broader scope of source

code files available in code review than commit archives.

Reviewer to Author Role Change: The role of a reviewer is not always confined to providing

feedback or suggesting the improvements to or critiquing the patch. It is possible that during the

code review process, a reviewer ends up taking the mantle of ownership. For example, consider

the review # 62379 2 in Eclipse Platform. The owner of the patch under this review is Xavier

Coulon3. Jeff Johnston and Roland Grunberg provided review comments for this patch. Roland

Grunberg offered suggestions on the file DockerContainersView.java. Jeff Johnston implemented

those suggested changes and submitted the second, revised patch, which was accepted. This case

suggests that others who may have only the review knowledge about the source code can start

contributing as authors. Again, this aspect of role changes is not documented in commit archives.

The knowledge garnered in reviewing code can later be used in its authorship, as early as in the

same patch.

Review Before Commit: Studies show that the code review process help in knowledge trans-

fer [81], [82], [13]. New contributors are initiated to the software development via the code review

process. They first participate as reviewers and observe how other more experienced owners and

reviewers conduct their activities. After they gain enough knowledge in this incubation period,

they also become code contributors. For example the developer ”Niraj Modi” started his first re-

view experience in the source code file ”Control.java” from the package swt of Eclipse Platform

in the review # 284624. He actually made an in-line comment for the reviewed changes in the file

”Control.java” on June 13, 2014. Several months later on January 23, 2015, he submitted his fix
2https://git.eclipse.org/r/#/c/62379/
3We use the names from publicly available data
4https://git.eclipse.org/r/#/c/28462/
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for bug # 435384 which included a change to the file ”Control.java”. This case suggests that the

code-review archive may capture the developer expertise on specific source code elements much

earlier than the commit archives.

Abandoned Patches: The code changes that are accepted in code review are eventually

committed to the code base. Thus, they are captured in the source-code version archives. Not

all the submitted patches are eventually accepted (see Table 6.5). The abandoned patches are not

recorded in the commit repositories. The question is what could the abandoned patches tell us

about the developer expertise? It should be noted that not all patches are abandoned due to the

inferior expertise of developers or their suboptimal solutions, i.e., they are perceived to be of low

quality (defect prone or coding style noncompliance). In some instances, they are abandoned due

to timing or feature-priority issues. Nevertheless, even when patches are abandoned due to their

lack of quality, they maybe indicators of developers gaining expertise for future success, i.e., their

patches in the future are accepted. Thus, abandoned patches may embed indicators of equivalent

expertise of other developers or breeding grounds for developers.

We manually examined several abandoned patches and observed interesting characteristics.

Two developers submitted two separate patches in a close time proximity. One got accepted and the

other was left abandoned after a successful build. The patch submitted in review #601295, which

is related to bug #475941, in Eclipse Platform was abandoned. Whereas another patch submitted

in review #602436 was merged.

In another instance, two developers submitted two different patches, and one was abandoned

not necessarily because of its poor quality in terms of verification and validation, but due to the

preferred design of the other7 (which perhaps indicates a better internal quality). We also found

a case in which one of developers submitted a patch for an enhancement request (bug#3981108)
5https://git.eclipse.org/r/#/c/60129
6https://git.eclipse.org/r/#/c/60243/
7https://git.eclipse.org/r/#/c/35282/
8https://bugs.eclipse.org/bugs/show_bug.cgi?id=398110
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and then it was determined that the enhancement was not needed9. These observations suggest that

abandoned patches are a valuable source for inferring developer expertise.

There have been attempts to model developer expertise from records of interactions captu-

red in IDEs [111, 39]. It should be noted that interactions capture only the code owner’s activities

involved in resolving and implementing of an issue, and not those of reviewers and owner-reviewer

discussion and discourse. Similarly, bug repositories [8, 107] typically record the front stages of

a change request, i.e., from reporting to resolving it. For example, a bug report may include com-

ments on clarifying or additional information on a defect. This information may help design and

implement the needed changes to address it, but usually not to review them.

6.2.2 Markers and Expertise Model

The discussion in the preceding section suggests that code review archives provide a valu-

able source for inferring developer expertise in source code. We considered markers (measures)

of developer expertise associated with the source code changes and their acceptance, and human

roles and feedback involved in the reviews. These markers are lightweight, yet capture important

dimensions of expertise, which could make maintenance tasks effective. We considered two types

of measures: 1) frequency and 2) recency. Given a unit of source code, e.g., the file f , determine

the expertise of the contributor d in it. Our model unifies the markers and provides the relative

expertise of a particular contributor in a specific source code unit. We next describe the markers

and the model.

Patches Submitted, Nf : We calculate the contributor d’s total number of submitted patches

that include the file f . That is, the contributor d is in the owner’s role. This metric is frequency

based.

Previous studies show that the recency of contributions is an important and influential factor

[111, 54]. It helps provide a more favorable weight to relevant contributions than irrelevant (much

older) ones. Therefore, we also consider the date of the last submitted patch.
9https://git.eclipse.org/r/#/c/9891/
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Last Submitted Patch Date, Df , is the date of the contributor d’s last submitted patch that

include the file f.

Patches Accepted, Pf : We calculate the contributor d’s total number of accepted patches

that include the file f .

Last Accepted Patch Date, Af , is the date of the contributor d’s last accepted patch that

include the file f.

Review Comments on Patches Submitted, Tf : We calculate the contributor d’s total number

of comments written for the submitted patches that include the file f . That is, the contributor d is

in the reviewer’s role. This metric is frequency based.

Last Comment Date on Submitted Patch, Lf , is the last comment date of the contributor d

on the submitted patches that include the file f.

Review Comments on Patches Accepted, Rf : We calculate the contributor d’s total number

of comments written for the accepted patches that include the file f .

Last Comment Date on Accepted Patch, Wf , is the last comment date of the contributor d

on the accepted patches that include the file f.

We used the above eight measures to determine the developer’s expertise in a specific source

code file, i.e., developer-review map. The developer-review map, DR for the developer d and file f

is formulated into a vector, which is given below:

DR(d,f) = 〈Pf , Af , Nf , Df , Rf ,Wf , Tf , Lf〉

Note that there is one to many relationship between a given source code entity and deve-

lopers, i.e., multiple developers maybe knowledgeable in it. To account for this issue, we also

compute the equivalent eight measures for a specific source code entity and represent them into a

vector form. The file-review map FR represents the review contributions to the file f, and is shown

below:

FR(f) = 〈P ′
f , A

′
f , N

′
f , D

′
f , R

′
f ,W

′
f , T

′
f , L

′
f〉, where

• P ′
f is the total number of patches that got accepted, that includes the file f.

• A′
f is the date of last accepted patch that include the file f.
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• N ′
f is the total number of patches that got submitted, that includes the file f.

• D′
f is the date of last submitted patch that include the file f.

• R′
f is the total number of review comments written on accepted patches that include the file

f.

• W ′
f is the date of last review comments written on accepted patches that include the file f.

• T ′
f is the total number of review comments written on submitted patches that include the file

f.

• L′
f is the date of last review comments written on submitted patches that include the file f.

The contribution or summaries of expertise, termed SoE, for the developer d and the file f

is computed using the sum of the ratios of the individual features from the developer-review and its

respective feature from the file-review maps. That is, the file-review map serves as a normalizing

factor. The equation to calculate the total score of a developer for every file, in other words, the

SoE, is calculated in two steps: the total of recency factors and the total of frequency factors for

every developer with respect to the source code file. The total of recency factor is the sum of the

scores of all the date related features and the total of frequency factor is the sum of all the frequency

related features. The score for each date feature is calculated as follows:

Y(d,f) is a generic meta-representation of how the score for all the date related features are

calculated.

Y (d, f) =

{
1

|yf−y′f |
if |yf − y′f | 6= 0

1 if |yf − y′f | = 0
(6.1)

The term yf and y′f are numerical representation of date values and hence the term yf − y′f

would also be numerical. Here, the term y can take the value of Af , Df , Wf , or Lf . The term y′

can take the corresponding value of A′
f , D′

f , W ′
f or L′

f .

TD(d,f) is the total of recency factors, i.e., the score corresponding to all date related featu-

res:
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TD(d, f) =
4∑

i=1

Yi(d, f) (6.2)

Y(d,f) is calculated as in equation (1), for all the date related features i.e. Af ,A′
f , Df , D′

f ,

Wf , W ′
f and Lf , L′

f . Here, the value of i ranges from one to four as there are four groups of date

related features.

PD(d,f) is the total of frequency factors, i.e., the score corresponding to all patch and con-

tributor related features:

PD(d, f) =
{

Pf

P ′
f
+

Nf

N ′
f
+

Rf

R′
f
+

Tf

T ′
f

(6.3)

The final equation of SoE(o,f) is given as the sum of the total of frequency and recency

factors:

SoE(d, f) = TD(d, f) + PD(d, f) (6.4)

According to Equation 6.4, the maximum value of SoE can be eight because we have used

eight measures. It should also be noted that these measures can be computed for any given historical

window, and not necessarily on the entire historical data (e.g., to form an expertise model at a given

point of time from prior contributions – see Section 6.3 ). Although, we described our model at the

file level, it can be extrapolated to higher or lower levels of granularity. For high-level entities (e.g.,

the package containing a particular file), we compute the measures for all its files and aggregate

them to determine the SoE value. For lower-level granulates (e.g., classes and methods), we need

to further process the file and line changes, i.e., it requires additional cost. The measures and SoE

value are then computed for each entity at that level.

6.3 Application for Recommending Appropriate Developers in Change Request Triaging

We show the application of our developer expertise model from code reviews for the de-

veloper recommendation task in bug triaging. Developer recommendation is the assignment of
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an incoming change request (e.g., a bug report or feature request) to the developers who are most

likely to address it. Our presented approach, named rDevX , consists of the following steps:

Locating Relevant Entities to Change Request: We use the K-Nearest Neighbor (KNN)

algorithm to locate relevant units of source code (e.g., files and classes) that match the given textual

description of a change request or reported issue. The indexed source code release/snapshot is

typically the one in which an issue is reported for the first time (i.e. the issue is not resolved in

that revision). We impose this criterion because we cannot use any forward looking information in

training our model.

Recommending developers based on the SoE Model: For each of the relevant files from

the above step, we compute its SoE score using our developer expertise model from the reviews

contributed prior to the snapshot time in the above step. Again, we impose this criterion because

we cannot use forward looking reviews to train our model. We use a ranking mechanism from these

scores to arrive at a ranked list of recommended developers.

6.3.1 Locating Relevant Entities to Change Request

In our approach, we use techniques from natural language processing and machine learning

to locate textually relevant source code files to a given change request. The specific steps are given

below:

Creating a corpus from software

The source code of a release, in or before which the change request is resolved, is parsed

using a developer-defined granularity level (e.g., file) and documents are extracted. A corpus is

created such that each file will have a corresponding document therein. Identifiers, comments,

and expressions are extracted from the source code. Each document in the corpus is referred to as

docpast.

Preprocessing Step

Each document docpast is preprocessed in two parts: removing stop words and stemming.
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Document-Term Representation

We produce a dictionary from all of the terms in our document and assign a unique integer

Id to each term appearing in it.

Term Weighting: We use tfidf in our approach. The global importance of a term i is based

on its inverse document frequency (idf ), calculated as the reciprocal of the number of documents

that the term appears in. idf is the document frequency of term i in the whole document collection.

tfi,j is the term frequency of the term i in the document j. Each document dj is represented as a

vector dj = (w1,j, ..., wi,j, ..., wn,j) where n is the total number of terms in our document collection

and wi,j is the weight of the term i in document j.

Using Change Request

The textual description of a change request for which we want to find all of the relevant

files, and eventually to be assigned developer(s), is referred to as docnew. docnew also goes through

the preprocessing step and is represented as a document.

K-Nearest-Neighbor

The task of multi-label classification is to predict for each data instance a set of labels that

applies to it. Standard classification only assigns one label to each data instance. However, in many

settings a data instance can be assigned by more than one label. In our context, each data instance

(i.e., a bug report) can be assigned multiple labels (i.e., source code files). ML-KNN is a state-of-

the-art algorithm in the multi-label classification literature [113]. We employ the ML-KNN search

with a user-defined value of K (e.g., the value of 10 as used in previous work [107]) to search the

existing corpus (docpast) based on similarities with the new bug description (docnew). This search

finds the top K similar files. We consider these top K files to be a set, i.e., they are eventually

relevant to the change request regardless of their similarly levels or ranking. Cosine is then used to

measure the similarity of the two document vectors.

fsim (docnew, docpast) =
docnew.docpast
|docnew||docpast|

(6.5)
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The conclusion of this step identifies the K most relevant source code files to the given

change request. Now, we need to find the developer expertise using the SoE scores.

6.3.2 Recommending developers based on SoE scores

We now describe how the ranked-list of developers is obtained from all of the scored con-

tributors of each relevant source code file to a given bug. Each contributor can be an author or a

reviewer. Each file fi may have multiple contributors; however, it is not necessary for all of the

files to have the same number of contributors. For example, the file f1 could have two contributors

and the file f2 could have three contributors. Each row in the matrix Dc (see Equation 6.6) gives

the list of unique contributors for each relevant file fi. Dcfi represents the set of contributors, with

no duplication, for the file fi, where 1 ≤ i ≤ n and n is the number of relevant files. cij is the jth

contributor in the file fi with l unique contributors.

Dc =

( f1 Dcf1
f2 Dcf2.. ..
.. ..
fn Dcfn

)
Dcfi = { ci1 ci2 ... cil } (6.6)

Although, a single file does not have any duplicate contributors, two files may have common con-

tributors. In Equation 6.7, Dcu is the union of all unique contributors from all relevant files.

Dcu =
n⋃

i=1

Dcfi (6.7)

Score(c) =
n∑

i=1

SoEi(c, fi) (6.8)

Each contributor c for a file f has the SoE score. To obtain the likelihood of the contributor c,

i.e., Score(c), to resolve the given change request, we sum SoE scores of the relevant files in

which contributor c appears (see Equation 6.8). That is, their overall expertise in all the files is

computed collectively. The Score(c) value is calculated for each unique contributor c in the set

Dcu. In Equation 6.9, we have a set of candidate developers. The developers in this set are ranked

based on their Score(c) values. Once the developers are ranked in the descending order of their

Score(c) values, we have a ranked list of candidate developers. By using a cutoff value of m, we

97



recommend the top m candidate developers, i.e., with top m Score(c) values, from the ranked list

obtained from the set DF .

DF = {(c, Score(c)),∀c ∈ Dcu} (6.9)

This step concludes rDevX and we have the top m candidate developers recommended for

the given change request. If we do not get any recommendations, we resort to the package level or

higher.

6.3.3 An Example fromMylyn

We demonstrate rDevX using an example fromMylyn. The change request of interest here is

the bug #42854410 ”Review Dashboard selection for a Gerrit server”. We first collected a snapshot

ofMylyn’s source code prior to this bug fixed and then parsed it using the file-level granularity (i.e.,

each document is a file). After indexing with a machine learning technique, we obtained a corpus

consisting of 1,825 documents and 201,554 words. A search query was then formulated using the

bug’s textual description, the result of which (i.e., top 10 relevant files) is summarized in Table 6.1.

These (k = 10) files are fed to the second step, rDevX . The correct developer who fixed this bug

and committed the change is Jacques Bouthillier. In Table 6.1, the second column shows a set of

all developers with the SoE values for each file fi.

In rDevX , we first obtained the set Dcu from all of the developers recommended for each

relevant file fi to the bug #428544 in Table 6.1. The set Dcu consists of 9 unique developers.

Because a developer could use different identities for the owner and reviewer roles, we normalized

them to a single identity, which was their full name. For each of the 9 unique developers, the Score

value is calculated according to Equation 6.8. Table 6.2 shows the top five Score values and the

corresponding developers, i.e., m = 5. Jacques Bouthillier has the highest score in the set DF (a

value of 30.48), so he is ranked first. For the remaining developers, the value of the function Score

is less than Jacques Bouthillier’s score, so they all have a rank greater than 1.

Table 6.3 shows the results for the approaches rDevX , xFinder and DevCom (described in

sections 6.4.1) for m = 5. Clearly, the best result is for rDevX and DevCom, as they recommend
10https://bugs.eclipse.org/bugs/show_bug.cgi?id=428544
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Table 6.1: The developers extracted with rDevX from each of the top ten files relevant to Bug#
428544.

Files Ranked developer based on SoE value

…/SelectReviewSiteHandler.java Francois Chouinard:0.43, Steffen Pingel:2.00, Jacques Bouthil-
lier:6.08, Marc-Andre Laperle:0.86

…/AddGerritSiteHandler.java Francois Chouinard:0.36, Steffen Pingel:2.00, Jacques Bouthil-
lier:6.01, Guy Perron:0.44, Marc-Andre Laperle:0.86

…/GerritOperationFactory.java Steffen Pingel:4.51, Miles Parker:3.01, Tomasz Zarna:0.16

…/AdjustMyStarredHandler.java Francois Chouinard:1.23, Steffen Pingel:2.00, Jacques Bouthil-
lier:5.36, Marc-Andre Laperle:0.86

…/BuildServerValidator.java ....

…/R4EGerritQueryUtils.java Francois Chouinard:6.09, Jacques Bouthillier:1.04

…/AllOpenReviewsHandler.java Francois Chouinard:0.24, Steffen Pingel:2.00, Jacques Bouthil-
lier:6.25, Marc-Andre Laperle:0.86

…/RefreshConfigRequest.java Steffen Pingel:1.00, Miles Parker:3.00, Tomasz Zarna:0.16

…/R4EGerritServerUtility.java Francois Chouinard:0.70, Jacques Bouthillier:5.74

…/GerritUiPlugin.java Sebastien Dubois:0.05, Sam Davis:1.05, Steffen Pingel:1.31, Miles
Parker:5.93, Tomasz Zarna:1.17

Jacques Bouthillier (the correct developer who fixed bug #428544) in the first position, whereas

xFinder recommends Steffen Pingel. The original developer, Jacques Bouthillier who fixed the

bug was not recommended by xFinder. Clearly, rDevX outperforms its competitor with respect to

recall@1, recall@2, recall@3, and recall@5 values.

Table 6.2: Top five developers recommended to resolve bug #428544 by rDevX .

Owner Score Rank

Jacques Bouthillier 30.48 1

Steffen Pingel 14.82 2

Miles Parker 11.94 3

Francois Chouinard 9.05 4

Marc-Andre Laperle 3.44 5
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Table 6.3: Top five recommended developers and their associated ranks for the compared approa-
ches.

textbfApproach Top five recommended developers in ranked order

rDevX Jacques Bouthillier 1 , Steffen Pingel 2 , Miles Parker 3 , Francois Chouinard
4 , Marc-Andre Laperle 5

xFinder Steffen Pingel 1 , Miles Parker 2

DevCom Jacques Bouthillier 1 , Steffen Pingel 2 ,Miles Parker 3 , Francois Chouinard
4 , Marc-Andre Laperle 5

6.4 Case Study

We assess our developer-expertise model derived from code-review archives in terms of

its effectiveness in developer recommendation, i.e., we evaluate rDevX . Thus, the purpose of this

study was to investigate how well our rDevX approach recommends expert developers to assist with

incoming change requests, especially when compared to a commit-based approach (see Section

6.2.1 for the commit and code review comparison). We addressed the following research question:

RQ: How do the accuracies of rDevX (trained from the code review history), xFinder (trai-

ned from the commit history [54]), and DevCom (trained from a combination of the code review

and commit histories) compare in recommending code reviewers?

Because xFinder is an approach that used developer expertise features only from commit

history and its expertise markers used bear a close resemblance to the ones we used from code

reviews in cHRev, we chose to compare our approach with xFinder. Additionally, we had access to

its tool support. We also consider another approach DevCom which is a combination of developer

expertise features from both commit and code review history. The idea of comparing our approach

with xFinder and DevCom was to investigate how expertise built from the code review history

compare with the commit history. Additionally, does their combination provide for a more effective

developer-expertise model than considering them individually? Next, we elaborate on xFinder and

DevCom.
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6.4.1 xFinder

xFinder builds the developer expertise based on the number of commits, and their number

of workdays and recency. Similar to rDevX it adds the scores for each developer. It considers

the actual developers or authors of changed code in commits (and not their committers). In a

git repository, there are separate fields for authors and committers. These fields are populated

automatically from Gerrit after the patch gets merged to the git repository. For example, in review

# 27931211 for OpenStack Nova, the author in the git repository is copied from the owner of the

patch in Gerrit, who in this case was Dan Smith. The committer was Jay Pipes. Therefore, this

patch/commit is attributed to Dan Smith and not Jay Pipes in xFinder. xFinder was shown to

be competitive with other developer recommendation approaches, including those that use bug

repositories [54].

xFinder uses three measures, the number of commits, their number of workdays and re-

cency, to determine the developers who are more likely to be experts in a specific source code file,

i.e., developer-commitmap. The developer-commitmap, DC for the developer d and file f is given

below:

DC(d,f) = 〈If , Cf ,Mf〉

• If is the number of commits that include file f and are done by the developer d.

• Cf is the number of workdays in the commit activity of developer d that include the file f.

• Mf is the most recent workday in the commit activity of the developer d that includes the

file f.

Similarly, the file-commit map FC represents the commit contribution to the file f, and is shown

below:

FC(f) = 〈I ′f , C ′
f ,M

′
f〉, where

• I ′f is the number of commits that include file f.

11https://review.openstack.org/#/c/279312/
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• C ′
f is the total number of workdays in the commit activity of all developers that include file

f.

• M ′
f is the most recent workday with a commit that includes the file f.

The measures If , Cf , and Mf are computed from the commit history. The contribution or

expertise factor, termed xFactor, for the developer d and the file f is computed using the ratios of

the developer–commit and file–commit maps. The contribution factor, xFactor, is given below:

xFactor(d, f) =
DC(d,f)

FC(f)

(6.10)

xFactor(d, f) =


If
I′f

+
Cf

C′
f
+ 1

|Mf−M ′
f |

if |Mf −M ′
f | 6= 0

If
I′f

+
Cf

C′
f
+ 1 if |Mf −M ′

f | = 0
(6.11)

We first need to locate relevant source code files to the change request. This step is similar

to the first step of rDevX , which is explained in Section 6.3.1. The xFactor score then is computed

for each of these relevant source code files. According to Equation 6.11, the maximum value of

xFactor can be three because we have used three measures, each of which can have a maximum

contribution ratio of 1. We used the same approach of cHRev (See Section 6.3.2) to obtain the

ranked-list of developers from all of the scored contributors of each relevant source code file to a

given bug. The only difference is that we replaced the SoE score with the xFactor score in Equation

6.8.

6.4.2 DevCom

The presence of orthogonality between different sources have been leveraged in several

other software engineering tasks previously [41], which served as an inspiration to emulate the

combination for the developer recommendation task. To assess the potential orthogonally between

the commits and reviews, we devised a combined approach, namely DevCom, which is based on

the factors of rDevX and xFinder. Similar to rDevX and xFinder, we first locate relevant source

code files to the change request. This step is similar to the first step of rDevX (see Section 6.3.1).

For each of these source code files, DevCom considers eight metrics from reviews and another
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three from commits. That is, for each source code file we calculate the sum of its relevant SoE

score (Equation 6.4) from the code review history and its relevant xFactor score (Equation 6.11)

from the commit history. The maximum value of the cumulative sum can be 11 because we have

used totally 11 measures, each of which can have a maximum contribution ratio of 1. We used

the same approach from Section 6.3.2 to obtain the ranked-list of developers from all of the scored

contributors of each relevant source code file to a given bug. The only difference is that we replaced

SoE score with the calculated cumulative score in Equation 6.8. The commits and code reviews are

managed in two different systems (git and Gerrit). As such, there might be two different identities

of the same developer. We did string matching with their credentials (e.g., names) between the

two systems in case of an id mismatch to ascertain if they were different or same developers. This

automatic step was augmented with a manual examination.

Developer interactions captured in IDEs is another source that has been used for developer

expertise models [111, 39] and recommendations [112, 86, 64]. We could not include this approach

in our comparison because of the lack of availability of such interaction repositories in the open

source domain. Mylyn and Eclipse Platform projects which did collect developer interactions ex-

tensively no longer seem to do so. Only 120 bug reports from 2013-04-08 to 2016-04-08 have an

attachment of Mylyn interaction traces. The interactions seem to be replaced with code reviews in

these projects. The transition seems to perhaps indicate the better value from code reviews than

interactions.

6.4.3 Benchmarks: Bugs, Commits, and Reviews

We collected all theBug IDs for our benchmark fromBugzilla12 forMylyn,Eclipse Platform,

and LaunchPad13 for OpenStack Nova. The benchmark consists of a set of change requests. Each

change request has a natural language query (short, textual summary) and a gold set of developers

that addressed it. The benchmark was established by a manual inspection of the change requests,

source code, their code review history in the Code review, Gerrit, and their historical changes
12https://bugs.eclipse.org/bugs
13https://bugs.launchpad.net/nova
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recorded in version-control repositories, Git. In order to create our benchmark, we considered the

following bug selection criteria: 1) were fixed and resolved, 2) had both commits and code reviews

available prior to their reporting dates, 3) contained changes to the source code, 4) fix commits

traceable to the bug tracking system, and 5) traceable to the release of the software because we

need the latest snapshot of a system on or before a particular bug was reported.

For tracing each Bug ID in the commit repository, keywords such as Bug ID in the commit

messages/logs were used as starting points to examine if the commits were in fact associated with

the change request in the issue tracking system that was indicated with these keywords. The author

and commit messages, which can be readily obtained, were processed to identify the developers

who contributed changes to the change requests (i.e., gold sets). It should be noted that committers

are not necessarily the actual authors or developers who resolved the bug and contributed fixes. The

actual authors are typically mentioned in the commit messages or in a special author field (which

is different from the committer field, e.g., in git). We considered the actual authors or developers

in our gold set.

A vast majority of change requests are handled by a single developer (90% in Mylyn, 89%

in Eclipse Platform and 95% in OpenStack Nova). Table 6.4 shows the frequency distributions of

developers resolving issues in the benchmarks for Mylyn, Eclipse Platform and OpenStack Nova.

For example, 114 issues were resolved by a single developer in Mylyn, 11 were resolved by two

developers in Eclipse Platform and none of the issues were resolved by three developers in Open-

Stack Nova. The Inter Quartile Range (IQR) column shows the second and third quartile values for

number of bugs which are resolved by unique developers in the benchmarks. For example, Mylyn

has 23 unique developers of which 50% (second quartile) resolved at most one bug and 75% (third

quartile) resolved at most 6 bugs out of the total 126 bugs in benchmark. OpenStack Nova has the

most number of unique developers and hence the second and third quartile values are less than other

projects. Our technique operates at the change request level, so we also needed input queries to

test. We considered all of the bugs that have at least one associated Id in the commit messages and

traces files. We created the final training corpus from all of the source code files in the last revision
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Table 6.4: The frequency distributions of developers and summary statistics (IQR, unique develo-
pers) resolving issues in the benchmarks forMylyn, Eclipse Platform and OpenStack Nova.

System # of Issues Resolved by Total Issues IQR #Unique Developers

1 Developer 2 Developers 3 Developers Q2 Q3

Mylyn 114 10 2 126 1 6.50 23

Eclipse Platform 116 11 3 130 1 2.25 40

OpenStack Nova 114 6 0 120 1 2.00 64

Table 6.5: Descriptive statistics of the review and commit history of the three open source subject
systems

.

Start Date-
Code Review

End Date-
Code Review

#Submitted
Patches

#Merged
Patches

#Abandoned
Patches

#Review
Comments

Start Date-
Commit

End Date-
Commit #Commits

Eclipse Platform 02/28/2012 12/22/2014 1902 1419 331 10975 02/28/2012 12/22/2014 3100

Mylyn 02/29/2012 12/26/2014 1617 1212 337 10392 02/29/2012 12/26/2014 1867

OpenStack Nova 09/22/2011 03/10/2016 24776 17467 6384 401181 09/22/2011 03/10/2016 25607

before the bug issues in our benchmark were fixed. We considered the commits and reviews prior

to that revision for training the respective approaches.

Table 6.5 shows the descriptive statistics of review and commit history related to the three

studied systems. The number of commits is larger than the number of reviews because in the first

couple of months of starting the review practice not all the developers did it. Also, we could not

retrieve a few reviews fromGerrit. The experiment was run for m = 1, m = 2, m = 3, and m = 5,

where m is the number of recommended developers. We considered the top ten relevant files from

the machine learning step.

6.4.4 Metrics and Hypotheses

We evaluated the accuracy of each of the approaches for all of the bug issues in our test set

using the Recall and Mean Reciprocal Rank (MRR) metrics used in previous work [9, 65, 107].

For each bug b, in a set of bugs B of size n, in the benchmark of a system and a m number of
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recommended developers, recall@m is given below:

recall@m =
| RD(b) ∩ AD(b) |

| AD(b) |
(6.12)

where RD(b) and AD(b) are the recommended developer by the approach and the actual developer

who resolved the issue for the bug b respectively. This metric is computed for recommendation

lists of developers with different sizes (e.g., m = 1, m = 2, m = 3, and m = 5 developers).

Increasing the value of m could lead to a higher recall value (and typically does); however,

it may come at the cost of an increased effort in examining the potential noise (false positives).

Over 90% of the cases in our benchmarks have only a single correct developer. In such a scenario,

each increment to m in pursuit of the correct developer could add drastically to the proportion

of false positives. Therefore, a traditional metric of the likes of precision is not suitable for our

context. For example, if a correct developer is found at m = 5, the possible precision value is

in the range [0.2, 1.0] for the rank positions [5, 1], typically around the lower bound of 0.2. Note

that the precision metric is also agnostic to the rank positions of recommendations. Therefore, for a

cutoff value of m, it would produce the same value for two approaches presenting the same number

of correct answers. For m = 5, two approaches presenting a single correct answer at the positions 1

and 5 respectively will have the same precision value of 0.2. Therefore, we focused on evaluating

the ranked position of the correct developer for each bug in each benchmark from a cumulative

perspective regardless of the cutoff point m.

Mean Reciprocal Rank (MRR) is one such measure that can be used for evaluating any

process that produces a list of possible responses to a sample of queries, ordered by probability

of correctness. This metric has been used in previous work [100]. The reciprocal rank of a query

response is the multiplicative inverse of the rank of the first correct answer. Intuitively, the lower

the value (between 0 and 1), the farther down the list, examining incorrect responses, one would

have to search to find a correct response.

MRR =
1

| n |

|n|∑
i=1

1

ranki
(6.13)
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The reciprocal rank for a query (bug) is the reciprocal of the position of the correct developer in

the returned ranked list of developers (ranki) and n is the total number of bugs in our benchmark.

When the correct developer for a bug is not recommended at all, we consider its inverse rank to be

a zero. When there are multiple correct developers (which are a very few cases in our benchmark),

we consider the highest/first ranked position. The higher the value of MRR, the better it speaks of

the potential effort spent in noise. For example, an MRR value of 0.5 suggests that the approach

typically produces the correct answer at the 2nd rank.

We defined the following null hypotheses for our study (the alternative hypotheses can be

easily derived from the respective null hypotheses):

• H-1: There is no statistically significant difference among the recall@m values of rDevX ,

xFinder, and DevCom.

• H-2: There is no statistically significant difference among the MRR values of rDevX , xFin-

der, and DevCom.

6.4.5 Results

The recall@1, recall@2, recall@3, and recall@5 values using rDevX , xFinder, and De-

vCom for Eclipse Platform,Mylyn, and OpenStack Nova were calculated from the established ben-

chmarks. Table 6.6 shows the recall@m values of all three systems using all three approaches.

(see the Recall@m column). Similarly the MRR values for each of the compared approaches for

Eclipse Platform, Mylyn, and OpenStack Nova were then calculated. Table 6.7 shows the MRR

values of all three system using compared approaches (see the MRR column).

To investigate the research question RQ, we computed the metric gain of rDevX (i.e., X

equals to recall, or MRR) over another compared approach (i.e., Y equals to xFinder, or DevCom)

using the following formula:

GainX@mrDevX−Y = X@mrDevX−X@mY

X@mY
× 100 (6.14)
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We computed the recall gain of rDevX over xFinder and DevCom using Equation 6.14.

Similarly, we computed the MRR gain of rDevX over xFinder and DevCom using Equation 6.14.

The Gain % columns in Table 6.6 show the recall gains of rDevX over each compared approach

for the different m values. The Gain % columns in Table 6.7 show the MRR gain of rDevX over

each compared approach. The p-valuech6 columns in Table 6.6 shows the p-values from applying

the One Way ANOVA test on the recall values for m = 1, m = 2, m = 3, and m = 5. The p-value

columns in Table 6.8 shows the p-values from applying the One Way ANOVA test on the reciprocal

rank values.

Clearly, rDevX outperforms xFinder across recall, and MRR values in all the three systems.

All the recall gains for different values of m (with the exception of Mylyn and OpenStack Nova

recall at m=1), and MRR gains are statistically significant (i.e., p-values<0.05). Nonetheless,

rDevX is no worse than xFinder in these exceptional cases. We manually investigated the results

for OpenStack Nova and noticed that both rDevX and xFinder recommend four core developers as

top 1 for 50% of bugs in the benchmark. These core developers have contributed in majority of

source code files in OpenStack Nova and that is the reason both approaches recommend them as

top 1 and caused the similar results with no significant difference.

In case of the comparison between rDevX and DevCom, all the gains (with the exception

of Mylyn recall at m=3, OpenStack Nova recall at m=1 and m=2 and OpenStack Nova MRR ) are

positive or zero. The statistical testing showed that the gains are not significant (p-values >0.05).

This analysis clearly suggests that combining both the commit history data and code review data

does not have a significant impact on the developer expertise model. Infact, rDevX approach is

better than DevCom as we get better results with relatively lesser amount of data i.e with code

review data alone.

In case of the comparison between DevCom and xFinder, DevCom outperforms xFinder

across recall, and MRR values in all the three systems. All the recall gains for different values of

m (with the exception of Mylyn at m=1 and m=2, Eclipse Platform at m=3 and OpenStack Nova
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Table 6.6: Average, gains and p-values of recall @1, 2, 3 and 5 values of the approaches.

System Recall@m GainrDevX- GainDevCom- p-valuerDevX- p-valueDevCom-

m rDevX xFinder DevCom xFinder% DevCom% xFinder% xFinder DevCom xFinder

Mylyn

1 0.31 0.27 0.31 14.90 0.00 14.90 < 0.50 < 0.10 ≤ 0.40

2 0.42 0.30 0.40 40.00 5.00 33.33 ≤ 0.04 < 0.80 ≤ 0.10

3 0.57 0.38 0.59 50.00 -3.34 55.26 ≡ 0.00 < 0.90 ≡ 0.00

5 0.70 0.40 0.70 75.00 0.00 75.00 ≡ 0.00 < 0.10 ≡ 0.00

Eclipse Platform

1 0.31 0.20 0.29 55.00 6.90 45.00 ≤ 0.03 ≤ 0.80 ≤ 0.04

2 0.45 0.30 0.43 50.00 4.65 43.33 ≡ 0.00 ≤ 0.80 ≤ 0.02

3 0.52 0.40 0.50 30.00 4.00 25.00 ≤ 0.04 ≤ 0.80 ≤ 0.08

5 0.60 0.49 0.59 22.44 1.70 20.40 ≤ 0.05 ≤ 0.90 ≤ 0.05

OpenStack Nova

1 0.20 0.14 0.21 42.85 -4.76 50.00 < 0.20 < 0.90 ≤ 0.10

2 0.31 0.19 0.34 63.15 -8.82 78.95 ≤ 0.02 < 0.60 ≡ 0.00

3 0.43 0.29 0.43 48.27 0.00 48.27 ≤ 0.01 < 0.10 ≤ 0.01

5 0.50 0.37 0.49 35.13 2.04 32.43 ≤ 0.03 < 0.90 ≤ 0.04

at m=1), and MRR gains are statistically significant (i.e., p-values<0.05). Nonetheless, DevCom

is no worse than xFinder in these exceptional cases.

In summary, the overall results suggest that rDevX generally performs better than xFinder

in terms of both recall and MRR. Using the code review history typically leads to improvements in

accuracy. Not only does it identify the correct developers more often (as evident by the significant

recall gains or no loss), but also at a high enough position in the list of recommended candidates (as

evident by the significant MRR gains or no loss). For example, rDevX recorded recall gains over

xFinder in the range [14.90% , 75%] for Eclipse Platform, Mylyn, and OpenStack Nova respecti-

vely. Also, on average, the correct developer would appear at the 2nd or 3rd positions (MRR=[0.33

, 0.48]) for rDevX recommendations, whereas, in xFinder this value would be at the 3rd and 4th

positions (MRR=[0.24 , 0.34]) which caused the MRR gain of 41%. Based on the results, we find

support to reject Hypothesis H-1 and H-2 in favor of rDevX .

RQ: rDevX performs much better than xFinder which relies on source code repository data, and
rDevX is statistically equivalent to DevCom which requires both past reviews and commits.
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Table 6.7: Mean Reciprocal Rank of the approaches rDevX , xFinder, and DevCom measured on
the benchmarks.

System MRR GainrDevX- GainDevCom-

rDevX xFinder DevCom xFinder% DevCom% xFinder%

Mylyn 0.48 0.34 0.47 41.17 2.12 38.24

Eclipse 0.46 0.34 0.45 35.29 2.22 32.35

OpenStack0.33 0.24 0.34 37.50 -2.94 41.67

Table 6.8: p-values from applying one way ANOVA on MRR values for each subject system.

System MRR p-value

rDevX- DevCom-

xFinder DevCom xFinder

Mylyn < 0.01 < 0.9 ≤ 0.01

Eclipse < 0.02 < 0.9 ≤ 0.02

OpenStack ≤ 0.04 < 0.9 ≤ 0.02

6.4.6 Qualitative Analysis

We discuss a few points that would help understand the rationale behind the improved per-

formance from rDevX :

Different Contributions: There are indeed different levels of contributions measured from

commit and review repositories. For example, David Green submitted eight patches to the package

”org.eclipse.mylyn.wikitext.markdown.core”, which were captured in the review archives. Only

seven were accepted, which were recorded in the commit archives. The one abandoned patch was

not due to poor quality, but it was coauthored with another developer and moved to a different

review record. Thus, David Green is more knowledgable in this package than what the commit

history would suggest.

Multiple Roles: We did find evidence that the same individuals contribute in multiple

roles. Again, David Green reviewed 13 patches authored by other developers in the package

”org.eclipse.mylyn.wikitext.markdown.core” but not necessarily the code he authored. Manual ex-
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amination of his textual comments suggests that they were very detailed and demonstrated subject

knowledge. Again, commit archives completely miss this dimension of knowledge acquisition, but

code review archives do capture it.

Makeup for Inexact Relevant Files: David Green resolved the issue #440935 ”create a

document builder for Markdown” forMylyn, which appears to be a feature request. The KNN met-

hod to feature location did not list any of the source code files he changed, i.e., the accepted patch,

to resolve this issue. Instead, KNN listed top files (e.g., MarkdownReferenceValidationRule.java)

which were again in the same package, ”org.eclipse.mylyn.wikitext.markdown.core”. David Green

did not have a single commit related to these files; however, he did contribute reviews to them.

Thus, he had a previous record of code review, which was used in rDevX .

Dissimilar Recommendations: We calculated the Jaccard similarity between the recommen-

ded lists of developers from xFinder and rDevX for our benchmarks. The average Jaccard values

for Eclipse Platform, Mylyn, and OpenStack Nova were 0.57, 0.40, and 0.70 respectively. These

values suggest their recommendations are quite dissimilar.

6.5 Threats to Validity

Accuracy measures and correctness of developer recommendations: We used the widely

used metric recall in our study. We also calculated mean reciprocal rank. We considered a gold-

set to be developers who contributed source code changes to address change requests. Of course,

it is possible that other team members are also equally qualified to handle these change requests;

however, such a gold-set is very difficult to obtain. Nonetheless, our benchmark can be viewed as

conservative bounds.

Machine Learning-based matching of change requests to relevant files: KNN sometimes

returned classes (i.e., files) that were not found in the commits related to the bug fixes or change

request implementations. However, based on our prior work [112], we observed that the files that

were recommended as textually similar were either relevant (but not involved in the change that

resolved the issue) or conceptually related (i.e., developers were also knowledgeable in these parts).

Normalizing Developer Expertise: Our approach calculates eight markers for each develo-
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per’s contribution to specific source code entity (file f ). Each of these markers was normalized to

the corresponding marker of the total activity to that entity (file f ), i.e., the SoE score. We could

have used other distance measures such as the cosine similarity between their vector representati-

ons. This issue may have introduced a construct validity to the results.

Individual Effect of Expertise Markers: Although, we empirically compared commit and

review set of markers, we did not study the statistical effect of individual markers in each category.

For example, we did not empirically compare the effects of the number of patches submitted vs

accepted, which were markers derived from code reviews.

Narrow Ground Truth: Our ground truth included only the developers who eventually re-

solved the change request. It is likely that other developers are equally capable of resolving the

same requests. Identifying them is not obvious from repositories and would require a quantitative

study.

Reviewer Identity Mismatch: Although we carefully examined the available sources of in-

formation to match the different identities of the same reviewer, it is possible that we missed or

mismatched a few cases. There were several cases of different IDs of the individuals in git and

Gerrit repositories, which we manually mapped with string/pattern matching.

Availability and Workload of Developers: Our approach only considers the expertise of

developers and not other factors such as their availability, workload, and/or willingness. If the

highest ranked developers cannot be assigned due to such non-technical factors, others down the list

should be considered. Therefore, our approach recommends a user-defined number of developers.

Different Review Processes and Tools: We only considered Gerrit’s review process and

model. We did not consider other methods and tools of reviews such as emails, and pull requests

in git or GitHub.

Generality: Although we investigated three open source systems, which actively use the

code review process, we do not claim that our results would generalize to every software system in

these domains.
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CHAPTER 7

Code Review Recommendation (cHRev)

Code review is an important part of the software development process. Recently, many

open source projects have begun practicing code review through ”modern” tools such as GitHub

pull-requests and Gerrit. Many commercial software companies use similar tools for code review

internally. These tools enable the owner of a source code change to request individuals to participate

in the review, i.e., reviewers. However, this task comes with a challenge. Prior work has shown

that the benefits of code review are dependent upon the expertise of the reviewers involved. Thus, a

common problem faced by authors of source code changes is that of identifying the best reviewers

for their source code change. To address this problem, we present an approach, namely cHRev,

to automatically recommend reviewers who are best suited to participate in a given review, based

on their historical contributions as demonstrated in their prior reviews [110]. We evaluate the

effectiveness of cHRev on three open source systems as well as a commercial codebase at Microsoft

and compare it to the state of the art in reviewer recommendation. We show that by leveraging the

specific information in previously completed reviews (i.e., quantification of review comments and

their recency), we are able to improve dramatically on the performance of prior approaches, which

(limitedly) operate on generic review information (i.e., reviewers of similar source code file and

path names) or source code repository data. We also present the insights into why our approach

cHRev outperforms the existing approaches.

7.1 Introduction

software peer review, which is a manual inspection of source code by other stakeholders

besides its author, has been in practice for several years [5, 6]. Recently, a number of empirical

studies about various facets of the modern code review process have been reported in the literature

[69, 82, 17, 103, 49, 18, 81, 83, 84]. Deeply inspired by these efforts, we focus our work on the

critical topic of finding the human reviewers who are most likely to contribute in peer reviewing
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source code changes. Bacchelli et al. [13] studied modern code review at Microsoft and found

that if reviewers have a prior knowledge of the context and code under review, they complete

the reviews more quickly and provide more valuable feedback to the author. Thus, expertise and

knowledge have a direct effect on code review quality. Rigby et al. [84] studied the broadcast

based peer review on OSS. They discovered that sometimes an author of a patch, based on their

confidence that they have a good working knowledge of the code involved in the patch, prefers to

use an explicit review request or send an email message directly to potential reviewers.

These studies demonstrate that a developer’s expertise on a certain part of the source code

is an important factor for considering them as a potential reviewer. However, it is not always

easy to determine who has the most expertise given a particular change for review, especially for

newcomers to a codebase or those changing parts of the code with shared ownership by many

people. Thus, authors of a change and/or reviewer assigners are often confronted with the question

”Who should review this change?” In the area of code review, requests for help selecting the right

reviewers are one of the most common asks from developers at Microsoft (requests for a system

providing help occur weekly on review mailing lists). One developer recently shared his frustration:

”I made a one line change to Exchange in a part of the code that I don’t typically work on

and so of course I had to have it reviewed. I added the dev who most recently changed the file and

he reviewed it, but then told me to be sure to add the owner and told me who it was. So I added

him and he told me to make sure and have his lead review it as well. In the end, it took two weeks

to get my one line change in!.”

Finding the right reviewers does not often take two weeks; however, this experience is

emblematic of the need to find appropriate reviewers in a timely manner for a code change. Clearly,

there is strong anecdotal and empirical evidence from both OSS and commercial domains on the

importance of finding the most appropriate reviewers to sustain the code review process effectively

and efficiently [13, 82]. The value of choosing the right reviewers to examine code is not new.

Selecting and assigning reviewers to a review process was one of the managers’ responsibilities in

traditional inspection, which was done manually [38]. Unfortunately, there has been little effort in
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building automatic approaches to recommend the most suitable reviewers in modern (tool-based)

code review process, which includes the work of Xia et al. [98], Thongtanunam et al. [96], and

Balachandran [14]. Balachandran termed the task of identifying the most appropriate reviewers for

a change as Reviewer Recommendation.

This chapter presents an approach, namely cHRev, to solve this problem automatically based

on historical code review information. In a nutshell, it favors code review Histories over other

types of past information to recommend Reviewers; hence, the name cHRev. cHRev rests on two

key insights. The first is that reviewers are not necessarily confined to developers who may have

committed changes to source code previously that is the subject of review again for another change,

e.g., for a bug fix or a feature implementation. For example, there may be team members who own

other related features and/or source code modules or who do not work on code directly that have

the expertise to provide quality code review feedback. The second is that expertise changes over

time and thus both the frequency and recency must be accounted for to find the most appropriate

reviewers.

In an effort to demonstrate the effectiveness of our approach, we compare cHRev with

REVFINDER [96], xFinder [52], and RevCom. We show that cHRev outperforms all these three

approaches. REVFINDER is a recently proposed technique that uses code review history to iden-

tify reviewers. REVFINDER assigns an expertise score to reviewers based on their number of past

reviews on similar file names and paths. Unlike cHRev, it does not consider the amount of contri-

butions (feedback comments and days) in each past review and their temporal recency. xFinder is a

developer recommendation approach for source code, which is used here for reviewer recommen-

dation. To assess the potential orthogonally between the code commits and reviews, we devised a

combined approach, namely RevCom, which is based on the factors of cHRev and xFinder.

Our work makes the following noteworthy contributions in recommending relevant revie-

wers for a given change:

1. We present cHRev that utilizes code review histories for recommending reviewers for a code

change.
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2. We perform a comparative study of cHRev, REVFINDER, xFinder, and RevCom.

3. We demonstrate the effectiveness of cHRev through an empirical evaluation on one industrial

(MSOffice) and three open source (Android Platform, Eclipse Platform, andMylyn) systems.

The rest of this chapter is organized as follows: Section 7.2 presents background of modern

code review and associated terminology. Our approach is discussed in Section 7.3. The empirical

study on Android Platform, Eclipse Platform, Mylyn, and MS Office, and its results are presented

in Section 7.4. Threats to validity are encountered in Section 7.5. Related work is discussed in

Section 7.6.

7.2 Background on Modern Code Review

In this section, we define the key concepts involved in the modern code review, which is

driven by supporting infrastructure and tools, e.g., Gerrit and CodeFlow.

Code Change: A code change is a set of modified source code files submitted to fix a bug

or add a new feature.

Review: A code review is a record of the interactions between the owner of a change and

reviewers of the change including comments on the code and signoffs from reviewers.

Owner: An owner is the developer who makes the change in the source code and submits

it for review.

Reviewer: A reviewer on a particular review is a developer who is assigned to and/or con-

tributes to that review.

Review Comment: A review comment is textual feedback written by a reviewer about the

code change during the review process. A review comment may be about the change in general or

may be explicitly tied to a particular part of the change.

The lifecycle of a review is as follows: Initially a developer (the owner) makes changes to

the source code in response to a bug report or feature request. Once complete, they submit the code

change for review. The owner may indicate the intended reviewers, who are subsequently notified

about the review invitation. It should be noted that the invited reviewers do not necessarily accept
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the invitation and contribute to the review. Reviewers then inspect the change through the code

review tool (a web page in the case of Gerrit or a windows application in the case of CodeFlow)

and provide feedback in the form of review comments to the owner. The code change is typically

depicted by showing the difference of the code before and after the change. The owner may update

the change and submit the update to the review as a result of such feedback. Eventually, a reviewer

“signs-off” on the review, once they believe the code change is of sufficient quality to be checked

into the code repository. If a change never received sign-offs, it is abandoned. The number of

sign-offs required to check in a code change is typically dependent on the team policy. Gerrit is a

modern peer-review tool that facilitates a traceable review process for git-based software projects

[69]. Developers make local changes in their private git repositories and then submit these changes

as a patch for review [82]. Most Microsoft developers practice code review using CodeFlow, an

internal tool for reviewing code, which is under active development and regularly used by more

than 50,000 developers. CodeFlow is a collaborative code review tool similar to other popular

review tools such as Gerrit.

Code review is a quality assurance mechanism and is required for checkin. Therefore, it is

critical that it is both effective (actually improves code changes and blocks poor code from being

checked into the repository) and timely (does not act as a bottle-neck to by slowing down changes).

Prior research [13] has found that higher expertise of reviewers leads to both.

7.3 The cHRev Approach

The basic premise of our approach is that the reviewers who reviewed the units of source

code in the past are most likely to best assist with reviewing it in the future. Our approach, cHRev,

takes a code change submitted for review and mines the archives of reviews, i.e., review history,

from the code review system (e.g., Gerrit) to recommend a ranked list of candidates for reviewing

the given code change. It utilizes the past code changes and their reviewers to form a quantifiable

model of the expertise of each reviewer in each source code file. In a code change, the cardinality

of source code files is typically greater than 1. Therefore, the overall expertise of each candidate

reviewer for the given code change is derived from a cumulative scoring function for all source
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code files in it. Finally, a ranked list of top n (a tunable user parameter) reviewers is recommended.

To be specific, cHRev consists of the following steps:

Step 1: Extract Source Code Under Review: Given a code change under review for

which reviewers are desired, it extracts each source code file.

Step 2: Formulate Reviewer Expertise: For each source code file in Step 1, it forms a

reviewer expertise model based on how many, who performed, and when reviews were performed

on it in the past. That is, we need to know the contribution of each past reviewer over the total

number of reviews on it from the code-review history.

Step 3: Score and Recommend Reviewers: Finally, the cumulative contributions of the

reviewer in Step 2 for all the source code files in Step 1 are scored to arrive at a ranked list of

candidate reviewers. A user defined parameter m is used to recommend the top m candidates from

this list. The choice of m can be guided by the organizational or project practices or historical

information on the typical number of reviewers.

7.3.1 Formulating Reviewer Expertise Model

The review comments are a mechanism that reviewers use to express their feedback and

communicate with the owner and other peer reviewers of a code change. That is, these comments

are a primary means for discussion and discourse in modern peer code review. They can be con-

sidered a manifestation of their expertise. Now, the question is how these valuable source can be

used to quantify the expertise of reviewers. We use three metrics to quantify reviewers’ expertise

from their contributed review comments.

One measure of a reviewer’s contribution is the total number of review comments they

contributed to previous code changes. A particular reviewer who contributed a larger number of

review comments than another peer to specific units of source code (i.e., files) can be considered

more knowledgeable on those parts. Although, this count measure may capture valuable expertise

information, it may not be the only reflection of expertise. Depending on the complexity and

nature of each code change, different levels of effort may be needed. We consider time as a proxy

measure of effort, which is typically used in other domains [87]. We consider the smallest unit of
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work, i.e., effort, devoted by a reviewer to be a workday. A reviewer’s workday is considered as a

day (calendar date) on which they contributed at least one review comment (to at least one file) in a

code change, because a reviewer can have multiple review comments on a given workday. A day on

which no such review comments exist is not considered a workday. Two reviewers are considered to

have made the same overall effort in reviewing changes to the same source code file if they wrote all

their review comments (regardless of the variation in their counts) in the same number of calendar

(work) days. Accounting for the frequency (review count) and effort (workday) may not suffice, if

they are not relevant to the submitted code change under review. The third measure accounts for

the recency of the review comments. Recent review comments are given a higher weight than the

distant ones, i.e., it is an inverse measure. Each of these three measures is normalized with respect

to the total contributions on each source code file.

Previously, these three measures were used and validated in the context of commit history

and developer recommendation, i.e., finding the developers who are most likely experts in particular

source code units and/or fixing a bug [52]. Therefore, using this foundation, we contextualized and

redefined them for the reviewer recommendation task, i.e., to determine the reviewers who are more

likely to be experts in reviewing a specific source code file than others, i.e., reviewer-expertisemap.

The reviewer-expertise map, RE, for the reviewer r and file f is given by

RE(r,f) = 〈Cf ,Wf , Tf〉 , where Cf is the number of review comments contributed by the reviewer

r for the file f. Wf is the number of workdays of the reviewer r on which they contributed review

comments for the file f. Tf is the most recent workday of the reviewer r with the file f. Similarly,

the file–review map, FR, represents the review contribution to the file f and is given by

FR(f) = 〈C ′
f ,W

′
f , T

′
f〉 , where C ′

f is the number of review comments that are written for the file

f. W ′
f is the total number of workdays on which review comments were contributed for the file f.

T ′
f is the most recent workday on which a review comment was contributed for the file f.

The contribution or expertise factor, termed xFactor, for the reviewer r and the file f is

computed using the ratios of the reviewer-expertise and file–review maps. The contribution factor,

xFactor, is given below:
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xFactor(r, f) =
RE(r,f)

FR(f)

(7.1)

xFactor(r, f) =


Cf

C′
f
+

Wf

W ′
f
+ 1

|Tf−T ′
f |

if |Tf − T ′
f | 6= 0

Cf

C′
f
+

Wf

W ′
f
+ 1 if |Tf − T ′

f | = 0
(7.2)

The xFactor score is computed for each of the source-code files that exist in the code change.

According to Equation 7.2, the maximum value of xFactor can be three because we have used three

measures, each of which can have the maximum contribution ratio of 1.

7.3.2 Scoring and Recommending reviewers

We now describe how the ranked-list of reviewers is obtained from all of the scored revie-

wers of each source code file in the code change. There is a one-to-many relationship between the

source code files and reviewers. That is, each file fi may have multiple reviewers; however, it is

not necessary for all of the files to have the same number of reviewers. For example, the file f1

could have two reviewers and the file f2 could have three reviewers. The matrix Dr (see Equation

7.3) gives the list of unique reviewers for each file fi. Drfi represents the set of reviewers, with no

duplication, for the file fi, where 1 ≤ i ≤ n and n is the number of unique files in patch. rij is the

jth reviewer in the file fi with l unique reviewers.

Dr =

( Drf1
Drf2..
..

Drfn

)
Drfi = { ri1 ri2 ... ril } (7.3)

Although, a single file does not have any duplicate reviewers, two files may have common

reviewers. In Equation 7.4, Dru is the union of all unique reviewers from all files.

Dru =
⋃n

i=1Drfi (7.4)

Score(r) =
∑n

i=1 xFactori(r, fi) (7.5)

Each reviewer r for a file f has an xFactor score. To obtain the likelihood of the reviewer

r, i.e., Score(r), to review the code change, we sum xFactor scores of the unique files in which it
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appears (see Equation 7.5). The Score(r) value is calculated for each unique reviewer r in the set

Dru.

In Equation 7.6, we have a set of candidate reviewers. If the owner of the review occurs in

this list, we remove them, as recommending the owner as a reviewer makes little sense because we

want to recommend other peers. The reviewers in this set are ranked based on theirScore(r) values.

Once the reviewers are ranked in descending order of their Score(r) values, we have a ranked list of

candidate reviewers. By using a cutoff value of m, we recommend the top m candidate reviewers,

i.e., with top m Score(r) values, from the ranked list obtained from the set RF .

RF = {(r, Score(r)),∀r ∈ Dru} (7.6)

This step concludes cHRev and we have the top m candidate reviewers recommended for

the given code change.

We considered a cumulative view of all the files in a patch to recommend reviewers. The-

refore, we lower the probability of an empty recommendation because a code change typically has

multiple files; however, some files may have not been reviewed in a very long time or added for the

very first time to the review process. As a result, there will not be any recommendations at the file

level. To overcome this problem, we look for reviewers with review contributions to a package that

contains the file, and recommend them instead. If no package-level reviewers can be identified, we

turn to the system-level reviewers as the final option. Package here means the immediate directory

that contains the file, i.e., we consider the physical organization of source code. The system means

a collection of packages. It can be a subsystem or a module (i.e., the top level directory). In this

way, we move from the lowest, most specific expertise level (file) to the higher, broader levels of

expertise (package then system). According to this approach, we guarantee that our tool always

gives a recommendation, unless this is the first ever file added to the system.
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Table 7.1: The reviewers extracted with cHRev from each of the files related to code change in the
review # 33689.

Files Reviewers and their xFactor

…/TaskListFilteredTree.java Sam Davis: 3.00

…/CustomTaskListDecorationDrawer.java Frank Becker: 1.83, Sam Davis: 1.62,Tomasz Zarna: 1.54

7.3.3 Implementation of cHRev

To extract the code review data from Android Platform, Eclipse Platform, and Mylyn, we

used the Gerrit JSON API and queried their Gerrit servers1. We also engineered a review log,

which is akin to a version log from source code repositories. Unfortunately, a review log is not

readily available like the version log. It was assembled from the code review history available in

Gerrit. Review log entries include the dimensions: reviewer, date and path (e.g., files), involved in

review process. After assembling the review log from the available code review history in Gerrit,

the review log entries are readily available in the form of XML and straightforward XPath queries

are formulated to compute the measures. The measures Cf , Wf , and Tf are computed from the

review log. More specifically, the dimensions reviewer’s name, date, and paths of the log entries

are used in the computation. The dimension date is used to derive workdays or calendar days. The

dimension reviewer’s name is used to derive the reviewer information. The dimension path is used

to derive the file information. The measures C ′
f , W ′

f , and T ′
f are similarly computed. The expertise

model and scoring functions are implemented in Java.

7.3.4 A Motivating Example fromMylyn

Here, we demonstrate our approach cHRev using an example from Mylyn. The goal is

to show the inner workings of the cHRev mechanisms and compare its results with three other

approaches. The first approach REVFINDER is based on reviews. The second approach xFinder is

based on commits. The third approachRevCom is based a combination of commits and reviews (see

Section 7.4.2 for details). The review of interest here is the review #33689: ”clean up workspace
1https://gerrit-review.googlesource.com/Documentation/

rest-api.html
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warnings in tasks.ui”. Steffen Pingel is the owner and the code change includes two files. Sam

Davis and Tomasz Zarna are the actual reviewers of review #33689 (highlighted in red color with

their names postfixed and an asterisk in Table 7.2).

In cHRev, we first obtained the set Dru from all of the reviewers recommended for each

file fi that exist in the review #33689 (see Table 7.1). The set Dru consists of 3 unique reviewers.

A review log is created and all the reviews before this example review have been considered in

calculating the expertise metrics and forming the model. Table 7.1 shows the two related files to

the review #33689, for each file fi there is a set of recommended reviewers with their associated

xFactor values calculated by cHRev.

For each of the 3 unique reviewers, the Score value is calculated according to Equation 7.5.

Table 7.2 shows the top four Score values and the corresponding reviewers, i.e., m = 4 for four

approaches: cHRev, REVFINDER, xFinder, and RevCom. Score values for REVFINDER have

been calculated in different way (see section 7.4.2). Sam Davis has the highest score in the set RF

(a value of 4.62 in the first column) for cHRev, so he is the first recommended reviewer. For the

remaining reviewers, the value of the function Score is less than Sam Davis’s score, so they all

have a rank greater than 1. REVFINDER recommended one of the reviewers at rank 4 and two of

the recommended reviewers by REVFINDER do not exist in the recommendation list by cHRev.

xFinder did not recommend any of correct reviewers in the golden set. One of the recommended

reviewers by xFinder does not exist in the recommendation list by cHRev. RevCom recommended

the reviewers but with different (worse) ranking. Clearly, the best result belongs to cHRev because

it recommended Sam Davis and Tomasz Zarna with ranks 1 and 3. Based on the degree of file

name and path similarity which is determined by string comparison techniques for REVFINDER,

Sebastien Dubois has the highest score related to the string similarity score. After investigating the

review history and commit history, we ascertained that Sam Davis and Tomasz Zarna did not have

any commits on those two files before the creation date of review #33689. Hence, xFinder could

not recommend them as candidate reviewers. The most contribution for those two files according to

the commit history belongs to Steffen Pingel (owner) and Frank Becker. One can ask the question
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if the most contribution belongs to Frank Becker then probably he is the best candidate to review

the code based on the findings of previous work [52]. Even considering this point, Table 7.2 shows

that cHRev recommends Frank Becker at rank 2 and REVFINDER recommends him at rank 3. Sam

Davis and Tomasz Zarna had acted as reviewers inMylyn, hence cHRev picked them.

Table 7.2: Top four reviewers recommended to review the review #33689 with their associated
ranks and score by cHRev, REVFINDER, xFinder, and RevCom.

cHRev REVFINDER xFinder RevCom

Reviewer Score Rank Score Rank Score Rank Score Rank

Sam Davis* 4.62 1 33.31 4 - - 4.62 2

Frank Becker 1.83 2 37.29 3 3.0 1 4.83 1

Tomasz Zarna* 1.54 3 - - - - 1.54 3

Caitlin Matthew - - - - 0.50 2 0.50 4

Sebastien Dubois - - 63.80 1 - - - -

Miles Parker - - 55.51 2 - - - -

7.4 Case Study

The purpose of this study was to investigate how well our cHRev approach recommends

correct reviewers to review a given code change and compare with available alternatives: a code

review based REVFINDER, a commit based xFinder and a combined RevCom based on commits

and reviews. Next, we present the details of the study design, its execution, and observed results.

7.4.1 Design

We conducted a case study to empirically assess our approach according to the design and

reporting guidelines presented in [89]. The case of our study is the event of assigning reviewers

to code changes in closed and open source systems. The units of analysis are the code changes

considered from four systems. Therefore, this study would allow us to compare code reviews and

commits with respect to the reviewer recommendation task. We addressed the following research

questions:
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RQ1: What is the accuracy of cHRev in recommending reviewers on real software systems

across closed and open source projects?

RQ2: How do the accuracies of cHRev (trained from the code review history), REVFINDER

(also, trained from the code review history, albeit differently), xFinder (trained from the commit

history), and RevCom (trained from a combination of the code review and commit histories) com-

pare in recommending code reviewers?

Guided by the Goal-Question-Metric (GQM) method, the main goal of the first part of our

study is to assess the effectiveness of our approach, i.e., asking how accurate are the reviewers

recommendations when applied to the change requests of real systems across domains? The main

focus of the quantitative analysis is on addressing different viewpoints, i.e., theory triangulation,

of recommendation accuracy. We collected a fixed datasets, i.e., code changes, from the software

review archives found in modern peer review systems. We used a data triangulation approach to

include a variety of factors from closed and open source subject systems. These systems repre-

sent different main implementation languages (e.g., C/C++ and Java), sizes, review systems, and

development environments. We used four metrics (precision, recall, F-score, and MRR) to cover

different perspectives of accuracy.

7.4.2 Compared Approaches: REVFINDER, xFinder and RevCom

REVFINDER is a recently reported code-review based review recommendation approach.

Its model is based on finding reviewers of source files with similar names and paths to those sub-

mitted in a given code change. The degree of file name and path similarity is determined with string

comparison techniques and the reviewers are scored with the string similarity score. REVFINDER

was shown to perform better than Balachandran’s REVIEWBOT [14]. We also compare with a pre-

vious approach, namely xFinder, for developer recommendation that uses past commits on source

code. These recommendations are used for reviewer recommendation for the source code submit-

ted for change review. xFinder builds the developer expertise based on the number of commits,

and their number of workdays and recency. xFinder subsumes the default reviewer recommender
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inGerrit2. xFinderwas shown to be competitive with other developer recommendation approaches

[65]. To assess the potential orthogonally between the commits and review, we devised a combined

approach, namely RevCom, which is based on the factors of cHRev and xFinder. RevCom considers

three metrics from reviews and another three from commits. The presence of orthogonality bet-

ween different sources have been leveraged in several other software engineering tasks previously

[41], which served as an inspiration to emulate the combination for the reviewer recommendation

task.

7.4.3 Subject Systems and Evaluation Datasets

Our evaluation datasets were derived from three open and one closed source systems.

Open Source: Android Platform, Eclipse Platform, andMylyn

Android contains 7 years of code review related to different sub projects. In this study we

considered the code review history of Android Platform3 sub project between February 7, 2015

and March 26, 2015. During the defined period, there were a total of 2,052 source code changes

and 2680 code reviews that include at least one source file. We considered this period of history

because it contains a similar number of code reviews used in the evaluation of REVFINDER on

Android. Reviewers provided 23181 review comments. We considered the author of the commit

(and not the committer) for xFinder.

Eclipse contains six different sub projects. In this study, we consider Eclipse Platform, be-

cause it has the largest code review history available in comparison with the other sub projects4.

Its code review history in Gerrit is available from March 2013. We considered the history bet-

ween March 5, 2013 (the first day of a code review history in Gerrit) and November 28, 2014.

The Eclipse Platform project consists of 1854 code reviews uploaded in Gerrit repository, each of

which includes at least one Java file. After removing the noise (e.g., automatically submitted com-

ments by tools such as Hudson) a total of 10506 review comments are written in Eclipse Platform.
2https://gerrit-review.googlesource.com/#/admin/projects/

plugins/reviewers-by-blame
3https://android-review.googlesource.com/#/q/platform
4https://git.eclipse.org/r/#/q/platform,n,z
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The Eclipse Platform project consists of 3155 commits in the commit history (during the defined

period), each commit contains a change to at least one Java file.

Mylyn contains about 2 years of code review data in Gerrit and is an Eclipse Foundation

project. Its commit history in the git repository is available from June 2005. Its code review history

in Gerrit is available from March 2012. We considered the history between March 2, 2012 (the

first day of a code review history in Gerrit) and November 28, 2014. The Mylyn project consists

of 1589 code reviews uploaded in Gerrit, each of which includes at least one Java file 5. Similar

to Eclipse Platform, noisy review comments were discarded. A total of 10157 review comments

were written in Mylyn. Mylyn consists of 1838 commits in the commit history (during the defined

period), each commit contains a change to at least one Java file.

Closed Source: MS Office

We also evaluated all approaches on activity from one milestone development cycle on

one of the main development branches of MS Office. We gathered source code repository data

from CODEMINE [36] our development analytics database and code review data from CodeFlow

Analytics [24], an internal data collection system for code reviews across Microsoft. It is common

for automated systems to make source code changes (e.g., updating copyright dates in headers) in

MS Office. In addition, some teams at Microsoft use automated “Review Bots” in reviews similar

to VMWare [14]. We remove such code change authors and reviewers from the data as the rules

for their inclusion are automatic and they do not represent humans that a reviewer could assign a

review to. After cleansing the data, there were a total of 2,651 source code changes that include

at least one source file (C# or C++) and 1,886 code reviews. Reviewers provided 10,746 review

comments in 845 of the reviews.

Table 7.3 gives the test benchmarks for all the four systems considered in our study. It

consists of code changes and reviewers who contributed to review those code changes. That is, a

reviewer who provided at least one comment on the code change is considered a true positive. Note

that in tools, such as Gerrit, the patch author can pick the potential reviewers; however, there is
5https://git.eclipse.org/r/#/q/mylyn,n,z
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no guarantee that all (or any) of them would actually contributed. Thus, we do not consider such

names as a gold set, and only consider the ones who actually contribute regardless of whether they

were originally picked by the patch author or not. To investigate the difference between the lists of

assigned reviewers by the owner and the list of participated reviewers, we calculated the Jaccard

similarity between these two lists of reviewers for all the three open source projects used in our

study. The average Jaccard similarity values for Android Platform, Eclipse Platform, and Mylyn

are 0.58, 0.80, and 0.85 respectively. These values indicate that the two lists are not identical and

are quite dissimilar.

The only code change information we use, is the files in the code change. The goal of

the compared recommendation techniques is to predict reviewers for each of these code changes

from the previous commits and/or reviews in the history periods considered for each subject sy-

stem. Note that we only considered the original version of the code change. Including files from

other subsequent revisions of the original version (e.g., to address the review feedback) would be

forward looking information with a limited (or no) value in predicting reviewers. Therefore, our

benchmark is a set of code changes, each code change includes several unique files. After a manual

investigation of reviews in the open source systems in our study, we found that there are several

code changes that included only test files. We also found that these code changes did not receive

any review comments, whereby indicating that they did not need to be reviewed. We discarded

them from our benchmarks. Furthermore, there were code changes that contained a mix of source

code and test files. On manual examination, we found that code changes with a majority of source

code files were reviewed. To provide a conservative bound, we included such mixed cases in our

benchmark.

7.4.4 Evaluation Protocol for cHRev

The source code changes from Gerrit and CodeFlow are used for evaluation purposes. Our

general evaluation procedure consists of the following steps:

Step 1: Select a test code change from the code review history that is resolved and its actual

reviewers are known (Described in section 7.4.3).
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Step 2: Select completed code reviews from the review system before the test code change

was submitted but not yet reviewed.

Step 3: Use cHRev to collect a ranked list of reviewers from Step 2.

Step 4: Compare the results of Step 3 with the baseline. The reviewers who reviewed the

test code change are considered the baseline.

Step 5: Repeat the above steps for N test code changes in the established benchmark.

Step 6: Compute precision, recall, F-score, and MRR metrics from Steps 4 and 5.

REVFINDER, RevCom, and xFinder are evaluated with the same protocol except that Re-

vCom, and xFinder form their expertise models with the inclusion of past commits. xFinder uses

past commits instead of past reviews, andRevCom uses a combination of past commits and reviews.

7.4.5 Accuracy Metrics and Hypothesis Testing

To investigate the research question RQ1, we evaluated the accuracy of cHRev, REVFIN-

DER, xFinder, and RevCom for all of the code changes in our benchmark using the precision, recall,

Mean Reciprocal Rank (MRR), and F-score (derived from precision and recall) metrics, which were

used previously [9, 65, 106]. For each code change p, in a set of code changes P of size n, from

the benchmark of each subject system and m number of recommended reviewers, the formula for

precision@m, recall@m, and F-score@m are given below:

precision@m =
| RR(p) ∩ AR(p) |

| RR(p) |
(7.7)

recall@m =
| RR(p) ∩ AR(p) |

| AR(p) |
(7.8)

F−score@m = 2.
precision@m.recall@m

precision@m+ recall@m
(7.9)

where RR(p) and AR(p) are the recommended reviewers and the actual reviewers who con-

tributed in the review process of the code change p respectively. This metric is computed for
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recommendation lists of reviewers with different sizes (e.g., m = 1, m = 2, m = 3, and m = 5

reviewers).

Table 7.3 shows the frequency distribution of reviewers for each subject software system

in our benchmark6. 69% of code changes for Android Platform, 76% of code changes for Eclipse

Platform, 71% of code changes forMylyn, and 64% of code changes forMS Office are reviewed by

a single (and not necessarily the same) reviewer. In such a scenario, each increment to m in pursuit

of a correct reviewer could add to the proportion of false positives. A complimentary measure

is also needed to assess the potential effort in addressing noise (false positives). We focused on

evaluating the ranked positions of the correct reviewers for each code change for each benchmark

from a cumulative perspective regardless of the cutoff point m. Mean Reciprocal Rank (MRR)

is one such measure that can be used for evaluating any process that produces a list of possible

responses to a sample of queries, ordered by probability of correctness. The reciprocal rank of a

query response is the multiplicative inverse of the rank of the first correct answer. Intuitively, the

lower the value (between 0 and 1), the farther down the list, examining incorrect responses along

the way, one needs to search to find a correct response.

MRR =
1

| n |

|n|∑
i=1

1

ranki
(7.10)

Here, the reciprocal rank for a query (code change) is the reciprocal of the position of the correct

reviewer in the returned ranked list of reviewers (ranki) and n is the total number of code changes

in our benchmark. When the correct reviewer for a code change is not recommended at all, we

consider its inverse rank to be a zero. When there are multiple correct reviewers, we consider the

highest/first ranked position. The higher the value of MRR, the better it speaks of the potential

effort spent in noise. For example, the MRR value of 0.5 suggests that the average correct answer

is found at the second rank.

Further, we define the following null hypotheses for our study for both closed and open
6http://serl.cs.wichita.edu/svn/projects/CodeReview/

CodeReview/trunk/Data
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Table 7.3: Evaluation benchmarks and the distribution of reviewers per review (code change)

System Frequency distribution Total Reviews

# 1 # 2 # 3 # 4 # 5 # 6

Mylyn 113 33 12 1 1 0 160

Eclipse Platform 98 24 7 0 0 0 129

Android Platform 105 30 15 3 0 0 153

MS Office 538 219 66 16 6 0 845

source domains to assess the statistical validity of the results (the alternative hypotheses can be

easily derived from the respective null hypotheses):

H-1: There is no SSD between the precision@m, recall@m, F-score@m, and MRR values

of cHRev and REVFINDER.

H-2: There is no SSD between the precision@m, recall@m, F-score@m, and MRR values

of cHRev and xFinder.

H-3: There is no SSD between the precision@m, recall@m, F-score@m, and MRR values

of cHRev and RevCom.

H-4: There is no SSD between the precision@m, recall@m, F-score@m, and MRR values

of RevCom and xFinder.

We applied the One Way ANOVA test to assess the statistically significant difference (SSD)

withα = 0.05 between the results of precision, recall and MRR values of the compared approaches.

For MRR, we considered the ranks of correct answers of the approaches for each code change (data

point). The purpose of the test is to assess whether the distribution of one of the two samples is

stochastically greater than the other.

7.4.6 Results

The number of recommended reviewers is the only user defined parameter for our approach.

As can be seen from Table 7.3, the maximum number of reviewers in both closed and open source

systems is bounded by five in the benchmarks. Therefore, the experiment was run for m = 1,
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Table 7.4: Average of precision, recall, and F-score @1, 2, 3 and 5 values of the approaches cHRev,
REVFINDER, xFinder, and RevCom measured on the benchmarks.

System Precision@m Recall@m F-score@m

m cHRev REVFINDER xFinder RevCom cHRev REVFINDER xFinder RevCom cHRev REVFINDER xFinder RevCom

Mylyn

1 0.59 0.36 0.43 0.55 0.48 0.26 0.34 0.45 0.53 0.30 0.38 50

2 0.50 0.27 0.43 0.50 0.64 0.37 0.45 0.66 0.56 0.31 0.44 0.57

3 0.48 0.23 0.40 0.48 0.81 0.47 0.48 0.81 0.60 0.31 0.44 0.60

5 0.41 0.19 0.39 0.41 0.87 0.67 0.56 0.87 0.56 0.30 0.46 0.56

Eclipse Platform

1 0.44 0.44 0.28 0.43 0.38 0.36 0.25 0.36 0.41 0.40 0.26 0.39

2 0.40 0.33 0.30 0.38 0.61 0.55 0.46 0.60 0.48 0.41 0.36 0.47

3 0.37 0.27 0.26 0.34 0.76 0.67 0.5 0.72 0.50 0.38 0.34 0.46

5 0.31 0.20 0.24 0.28 0.82 0.75 0.62 0.80 0.45 0.32 0.35 0.41

Android Platform

1 0.50 0.34 0.23 0.48 0.27 0.18 0.19 0.26 0.35 0.24 0.21 0.34

2 0.41 0.29 0.17 0.39 0.42 0.31 0.28 0.41 0.41 0.30 0.21 0.40

3 0.35 0.25 0.14 0.34 0.50 0.39 0.31 0.49 0.41 0.30 0.19 0.40

5 0.30 0.22 0.11 0.28 0.61 0.48 0.37 0.60 0.40 0.30 0.17 0.38

MS Office

1 0.59 0.38 0.23 0.57 0.42 0.25 0.16 0.40 0.49 0.30 0.19 0.47

2 0.47 0.33 0.18 0.46 0.60 0.43 0.23 0.60 0.53 0.37 0.20 0.52

3 0.37 0.26 0.16 0.37 0.68 0.51 0.27 0.68 0.48 0.34 0.20 0.48

5 0.29 0.22 0.13 0.28 0.75 0.72 0.29 0.75 0.42 0.34 0.18 0.41

Table 7.5: Average of precision, recall, and F-score gains @1, 2, 3 and 5 values of the approaches
cHRev, REVFINDER, xFinder, and RevCom measured on the benchmarks.

System Precision Recall F-score

GainPcHRev- GainPRevCom- GainRcHRev- GainRRevCom- GainFcHRev- GainFRevCom-

m REVFINDER% xFinder% RevCom% xFinder% REVFINDER% xFinder% RevCom% xFinder% REVFINDER% xFinder% RevCom% xFinder%

Mylyn

1 63.88 37.21 7.27 27.90 84.61 41.18 6.66 32.25 76.66 39.47 6 31.57

2 85.18 16.28 0 16.28 72.97 42.22 -3.03 46.66 80.64 27.27 -1.78 29.54

3 108.69 20.00 0 20.00 72.34 68.75 0 68.75 93.54 36.36 0 36.36

5 115.78 5.13 0 5.13 29.85 55.35 0 55.35 86.66 21.73 0 21.73

Eclipse Platform

1 0 57.14 2.32 53.57 5.55 52.00 5.55 44.00 2.5 57.69 5.12 50.00

2 21.21 33.33 5.26 26.66 10.90 32.61 1.66 30.43 17.07 33.33 2.12 30.55

3 37.03 42.31 8.82 30.76 13.43 52.00 5.55 44.00 31.57 47.05 8.69 35.29

5 55 29.17 10.71 16.66 9.33 32.26 2.5 29.03 40.62 28.57 9.75 17.14

Android Platform

1 47.05 117.39 4.16 108.69 50.00 42.10 3.84 36.84 45.83 66.67 2.94 .61.90

2 41.37 141.17 5.12 129.41 35.48 50.00 2.43 46.42 36.67 95.24 2.50 90.48

3 40.00 150.00 2.94 142.85 28.20 61.29 2.04 58.66 36.67 115.79 2.50 110.53

5 36.36 172.72 7.14 154.54 27.08 64.86 1.66 62.16 33.33 135.29 5.26 123.53

MS Office

1 55.26 156.52 3.51 147.83 68.00 162.5 5 150.00 63.33 157.89 4.26 147.37

2 42.42 161.11 2.17 155.55 39.53 160.87 0 160.87 43.24 165.00 1.92 160.00

3 42.30 131.25 0 131.25 33.33 151.85 0 151.85 41.18 140.00 0.00 140.00

5 31.81 123.07 3.57 115.38 4.16 158.62 0 158.62 23.53 133.33 2.44 127.78
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Table 7.6: Mean Reciprocal Rank of the approaches cHRev, REVFINDER, xFinder, and RevCom
measured on the benchmarks.

System MRR GaincHRev- GainRevCom-

cHRev REVFINDER xFinder RevCom REVFINDER% xFinder% RevCom% xFinder%

Mylyn 0.72 0.52 0.51 0.71 38.46 41.18 1.40 39.20

Eclipse 0.63 0.58 0.46 0.62 8.62 36.96 1.61 34.78

Android 0.65 0.49 0.35 0.63 32.65 85.71 3.17 80.00

MS Office 0.70 0.56 0.29 0.69 25.00 141.37 1.44 137.93

Table 7.7: p-values from applying one way ANOVA on Precision@m and Recall@m values for
each subject system.

System m Precision p-value Recall p-value

cHRev- RevCom- cHRev- RevCom-

REVFINDER xFinder RevCom xFinder REVFINDER xFinder RevCom xFinder

Mylyn

1 < 0.01 < 0.01 ≤ 0.4 < 0.01 < 0.01 < 0.01 ≤ 0.8 < 0.01

2 < 0.01 < 0.01 ≤ 0.9 < 0.01 < 0.01 ≡ 0.00 ≤ 0.9 ≡ 0.00

3 ≡ 0.00 < 0.01 ≤ 0.9 < 0.01 ≡ 0.00 ≡ 0.00 ≤ 1 ≡ 0.00

5 ≡ 0.00 ≤ 0.7 ≤ 0.9 ≤ 0.7 ≡ 0.00 ≡ 0.00 ≤ 1 ≡ 0.00

Eclipse Platform

1 ≤ 0.1 < 0.01 ≤ 0.8 < 0.01 ≤ 0.4 < 0.02 ≤ 0.7 < 0.04

2 < 0.02 < 0.01 ≤ 0.5 < 0.03 < 0.04 < 0.01 ≤ 0.9 < 0.01

3 < 0.02 < 0.01 ≤ 0.3 < 0.01 < 0.03 ≡ 0.00 ≤ 0.4 < 0.01

5 ≡ 0.00 < 0.04 ≤ 0.3 < 0.03 < 0.02 ≡ 0.00 ≤ 0.9 ≡ 0.00

Android Platform

1 < 0.01 < 0.01 ≤ 0.8 < 0.01 < 0.03 < 0.01 ≤ 0.9 < 0.01

2 < 0.01 < 0.01 ≤ 0.7 < 0.01 < 0.02 ≡ 0.00 ≤ 0.9 ≡ 0.00

3 < 0.01 ≡ 0.00 ≤ 0.7 ≡ 0.00 < 0.01 ≡ 0.00 ≤ 0.9 ≡ 0.00

5 < 0.01 ≡ 0.00 ≤ 0.7 ≡ 0.00 < 0.01 ≡ 0.00 ≤ 0.9 ≡ 0.00

MS Office

1 < 0.01 ≡ 0.00 ≤ 0.7 ≡ 0.00 < 0.01 ≡ 0.00 ≤ 0.7 ≡ 0.00

2 < 0.02 ≡ 0.00 ≤ 0.8 ≡ 0.00 < 0.02 ≡ 0.00 ≤ 0.9 ≡ 0.00

3 < 0.02 ≡ 0.00 ≤ 0.9 ≡ 0.00 < 0.02 ≡ 0.00 ≤ 0.9 ≡ 0.00

5 < 0.03 ≡ 0.00 ≤ 0.9 ≡ 0.00 ≤ 0.04 ≡ 0.00 ≤ 0.9 ≡ 0.00

Table 7.8: p-values from applying one way ANOVA on MRR values for each subject system.

System MRR p-value

cHRev- RevCom-

REVFINDER xFinder RevCom xFinder

Mylyn < 0.01 ≡ 0.00 ≤ 0.7 ≡ 0.00

Eclipse < 0.04 < 0.01 ≤ 0.9 < 0.01

Android ≡ 0.00 ≡ 0.00 ≤ 0.7 ≡ 0.00

MS Office < 0.01 ≡ 0.00 ≤ 0.9 ≡ 0.00
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m = 2, m = 3, and m = 5, where m is the number of recommended reviewers to provide the

realistic view of the performance.

To answer the research RQ1, we consult Table 7.4. The highest precision is for the lowest

value of m and the highest recall is for the highest value of m. The decrease or increase in precision

and recall with increase in the value of m is gradual (and no drastic changes were noted). Note that

while computing recall for lower values of m (e.g., RR(p)=1 for m=1), we considered all the

correct reviewers for a patch (e.g., AR(p)=3). Therefore, the recall at such values could be lower

despite making all the correct recommendations. Furthermore, the accuracy performance of cHRev

is consistent across closed (MS Office) and open source (Android Platform, Eclipse Platform, and

Mylyn) systems. With regard to MRR values, we consult Table 7.6. cHRev gives the value of

greater than 0.5 for all the four systems. That is, on average a maximum of two recommendations

need to be examined to get the first correct reviewer. These results indicate the stability of cHRev

across systems with different sizes, test sets, and domains.

RQ1 cHRev makes accurate reviewer recommendations in terms of precision and recall. On
average, less than two recommendations are needed to find the first correct reviewer in both
closed and open source systems.

To investigate the research question RQ2, we computed the metric gain of cHRev (i.e., X

equals to precision, recall, F-score, or MRR) over another compared approach (i.e., Y equals to

REVFINDER, xFinder, or RevCom) using the following formula:

GainX@mcHRev−Y = X@mcHRev−X@mY

X@mY
× 100 (7.11)

Tables 7.5 and 7.6 show the precision, recall, F-score, and MRR gain values. Clearly, cHRev

outperforms REVFINDER across precision, recall, F-socre, and MRR values in all the four systems.

cHRev records positive gains with statistical significance (with p-values<0.05) in all cases, except

precision@m = 1, recall@m = 1, and F-score@m = 1 for Eclipse Platform (see Tables 7.7 and

7.8). In these exceptional cases, both were statistically equivalent. The gains in Eclipse Platform

are generally lower than those in Android Platform, Mylyn, and MS Office. We only considered

a single component of Eclipse Platform and was the smallest dataset in our evaluation. The met-
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hodology of REVFINDER should have favored such a dataset because the file names in a single

component are typically similar (and thus, the reviewers). However, our cHRev approach was able

to perform better than REVFINDER in even such a favorable setting. Therefore, these results sug-

gest that the amount of comments, workdays need to make them, and their recency contribute to

higher accuracy than simply looking at similar file names and paths. Therefore, we find support to

reject Hypothesis H-1 in favor of cHRev.

Clearly, cHRev outperforms xFinder across precision, recall, F-score, and MRR values in all

the four systems. It is remarkable to note that the precision and recall gains of cHRev over xFinder

on MS Office (well over 100%) are substantially better than those achieved on Android Platform,

Eclipse Platform, andMylyn (well below 100%). This fact suggests that cHRev could offer a much

better solution in the commercial domain. All the precision and recall gains for different values of

m (with the exception ofMylyn precision at m=5), and MRR gains are statistically significant (i.e.,

p-values<0.05). The only case of Mylyn where there is no statistically significant gain happens at

the largest value of m, where precision was the lowest in both approaches. Nonetheless, cHRev

is no worse than xFinder in this exceptional case. Therefore, we find support to reject Hypothesis

H-2 in favor of cHRev. Note that the same cannot be said about the gains of REVFINDER over

xFinder. REVFINDER did not register a single positive precision or recall gain over xFinder in

Mylyn, which was the largest considered open source dataset.

In case of the comparison between cHRev and RevCom, a negative gain would indicate Re-

vCom doing better than cHRev and a positive gain would indicate cHRev doing better than RevCom.

Clearly, the gains (with the exception of Mylyn recall and F-score at m=2) are positive. Contrary

(and perhaps surprisingly) to many successful results from various combined approaches in other

tasks studies, the combination of reviews and commits was not very effective. In fact, our results

indicate that a combined approach could be detrimental (i.e., could lead to a drop in precision and

recall). The statistical testing showed that the gains are not significant (p-values >0.05). Nonethe-

less, the results show that the combined approach RevCom is no better than our approach cHRev.

Therefore, we find support to accept Hypothesis H-3 in favor of cHRev.
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Concerned with the potential drop in precision and recall, we continued our investigation

of the research question RQ2. We did a similar analysis to compute the gains of RevCom over

xFinder to ascertain that the combination would be more effective than xFinder. On a successful

note, we found that all the gains are statistically significant (with the exception ofMylyn precision

at m=5). Therefore, RevCom outperforms xFinder. It is worth noting, however, that the gains of

RevCom over xFinder could be lower than those of cHRev over xFinder. This behavior can be

seen in the precision and recall results of Android Platform, Eclipse Platform, andMS Office. Our

results suggest to exercise caution about treating the combination and review based recommenders

to be identical in performance. Overall, we find support to reject Hypothesis H-4.

RQ2: cHRev performs much better than REVFINDER which is based on reviewers of files with
similar names and paths and xFinder which relies on source code repository data, and cHRev
is statistically equivalent to RevCom which requires both past reviews and commits.

7.4.7 Discussion

Here we discuss a few points that would help in our understanding of the rationale behind

the improved performance with using reviews in cHRev. The reasons could be attributed to two-

fold aspects.

First, unlike REVFINDER, cHRev includes the number of individual days that a reviewer

provided feedback and also the time since the most recent review on each file. Both techniques use

the number of past reviews on a changed file under current review to model expertise; however

cHRev also uses the number of comments in each review, the number of days that a reviewer

has made comments on a file under review (sometimes multiple workdays for one review) because

prolonged examination of a source code file could indicate the increased level of expertise. Further,

research has shown that expertise in an area of code dwindles with time [39] and thus we incorporate

recency, the amount of time since the last review of a file by a potential reviewer, into our approach.

Moreover, cHRev was able to recommend reviewers in an overwhelming majority of the cases at

the file level.

Second, for all of the projects studied, we found many cases where reviewers provided

quality feedback despite the fact that they had never made changes to the files or directories under
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review. We manually investigated reasons why these people might have the expertise to provide

such feedback as reviewers.

The Broader Community: In Android Platform, Mylyn, and Eclipse Platform there are a

limited number of people with permissions to make code changes, but a larger group that contributes

patches, participates in bug reporting, or provide feedback on future design plans. Because they

are still involved in the project in a technical way, they have expertise that is useful for reviewing

changes.

Project Leaders: In all of the projects that we examined there are project leaders (known as

“development leads” at Microsoft) who are experienced developers and have intimate knowledge

of the different systems within the project. They often act as reviewers and provide feedback about

changes even though they had never changed the actual files under review.

Testers and Managers: In MS Office, we observed that testers and program managers

participated in reviews quite often. While these people do not work on shipping code, their job

responsibilities require that they take an active interest in changes. Testers must write tests that

exercise the code under review and program managers manage dependencies and interfaces bet-

ween various systems in the code.

Developers of Related Code: Source code files do not exist in a vacuum. Most source

code depends on and is depended on by other parts of the system. The associated developers have

an interest in such changes. We observed many cases in which the change to a piece of code is

reviewed by developers that work in related code (e.g., code that has a dependency on the changed

code). This occurred in all four projects studied.

Developers of Unaccepted Contributions: Given the nature of OSS, there are often mul-

tiple attempts at resolving a given change request. For example, multiple (a few incomplete or

incorrect) fixes are attempted by perhaps multiple developers. In the end, only a complete and

correct resolution is accepted and/or merged into the source code repository (i.e., the main deve-

lopment trunk or branch). Of course, the commit history only records the final outcome (i.e., only

the things committed). Gousios et al. [43] observed that in GitHub some issues receive multi-
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ple pull-requests with solutions, but not all are accepted and merged. Our results show that past

experiences (including failures) are important ingredients in shaping reviewer expertise.

In all of the cases described above, the source code repository does not capture activity

reflective of the expertise of various team members. These people do participate in code reviews

either as reviewers (most cases) or as authors of changes that are never accepted, but which are

examined by the community. Thus, there are traces of their expertise in the review history. This

is not surprising, as Rigby et al. [82] found that project participants in both industrial and OSS

contexts are exposed to more source code through review than through making changes to the code

(exposed to 44% to 150% more files on average). All of these observations support the conclusion

that relying on the commit history of a source code repository carries the threat of missing potential

reviewers that have valuable expertise. Similarly the number of developers who authored commits

and the number of reviewers who participated in review process reveal the difference between

the provided information from commit history and review history. We calculated the The Jaccard

similarity between the list of reviewers from the review history and the list of developers from

the commit history to explore their differences. The Jaccard values for Android Platform, Eclipse

Platform, and Mylyn are 0.55, 0.45, and 0.67 respectively. These values show that these two lists

are quite dissimilar.

During our study, we noted that the impact of using review data over commit data was

more pronounced in MS Office. This is most likely due to the way that responsibility of code

is handled at Microsoft. Bird et al. [26] found that strong ownership practices are employed at

Microsoft. As a result, it is quite common that the owner of a particular piece of code may be

the only one to have touched it in a long time and in some cases ever. In these cases, commit

history is unlikely to provide much help in identifying a reviewer. However, expertise as exhibited

in prior reviews from members falling into the groups discussed above are captured by cHRev,

leading to improved recommendations. The fact that cHRev outperformed xFinder in our study

reveals that considering only the code ownership (code commits) will provide a suboptimal solution

for recommending reviewers. Additionally, cHRev outperformed RevCom, which indicates that
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combining the code ownership and review features may not necessarily improve the accuracy of

recommending reviewers.

7.5 Threats to Validity

We will now discuss the internal, construct, and external threats to validity of the results of

our empirical study.

Considering Review Comments for Entire Patch: We only considered the review com-

ments that were written for the entire code change because it was the case in our subject systems.

For Android Platform, Eclipse Platform, and Mylyn projects, most review comments are for the

entire code change and the number of in-line comments is low in comparison (20% in-line com-

ments). We did not do a precise mapping of these comments to individual files. This fact may

have given less relevant and more irrelevant weights to certain files. We plan to study systems with

inline review comments in the future.

Verifying or Reviewing the Code: In Gerrit code review system, reviewers can get two

different roles: reviewing the code or verifying the code. Verification is generally related to running

the test cases. We did not separate reviewers based on their roles. It is possible that separating the

reviewers based on their role could affect the results.

Correctness of Reviewer Recommendations: We considered a gold-set to be reviewers

who contributed in reviews to a given code change and not those reviewers who are assigned to

review the code change. We considered reviewers who contributed at least a comment and as-

signed reviewers because not all (or any) of the assigned reviewers may eventually participate in

the review process. We do not know that these reviewers were the best nor other reviewers were

equally capable (but did not contribute due to issues such as workload and schedule). However,

creating a gold set accounting for such factors is a challenging issue. Recently different metrics for

recommender systems were defined such as diversity [109]. We plan to incorporate this metric in

the future work.

Reviewer Identity Mismatch: Although we carefully examined the available sources of

information to match the different identities of the same reviewer, it is possible that we missed or
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mismatched a few cases. There are several cases which developer’s IDs are different in git and

Gerrit repositories.

Incongruent History: Although, a common period was considered for extracting the re-

view and commit datasets, the number of commit transactions is higher than the number of review

transactions. There are several cases in which the code change was directly merged into the git

repository without going through the review process. For the open source projects commits were

available before the reviews. It is possible that these datasets are not reflective of the optimum

results.

Single Period of History: We considered one period of history for each system (see Section

7.4.3 for the specific reasons); however, we do not claim that our results would hold equally well

for other chosen periods of history. A different history period might produce different results in

terms of their relative performance.

Generalization: Although we investigated both closed and open source systems, we do not

claim that our results would generalize to every software system in these domains.

7.6 Related Work

The reviewer recommendation task has not been examined much in the literature yet.

There are only three approaches reported for reviewer recommendations. Balachandran [14]

proposed a GIT blame like line oriented approach. Recently, Thongtanunam et al. [96] proposed

an approach, namely REVFINDER, which is based on the past reviews of files with similar names

and paths. They showed that REVFINDER outperformed Balachandran’s approach on open source

systems. REVFINDER finds past reviews with files whose paths and names are similar (based on

string comparison) to the ones in the patch under review. It assigns all the reviewers from each

such past review the same (string comparison) score. All the reviewers are ranked based on the

sum of their scores. It does not look into other attributes of the past contributions of the reviews

(e.g., how much and when) and is limited to whether a reviewer contributed or not. In summary,

REVFINDER’s expertise model favors breadth or generality of review contributions. In parallel to

our work, Xia et al. [98] proposed another approach for reviewer recommendation, namely TIE.
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The intuition of TIE is that the same reviewers are likely to review changes containing similar terms

(words) and reviewers are likely to review changes to the same files or files in similar locations.

TIE outperformed REVFINDER on open source systems. Similar to REVFINDER, TIE approach

just look into the similarity of patch description and file path. Unlike them, cHRev does not need

textual information from code changes. Furthermore, TIE does not account for attributes such as

the amount of comments and their recency). Furthermore, our empirical evaluation included the

closed-source domain and comparison with a closely related methodology of developer recommen-

dation.

Key difference between REVFINDER and our cHRev approach

cHRev looks at the specific contribution of each reviewer in past reviews on the code under

review. This contribution is quantified using the numbers of feedback comments and days, and their

recency. In summary, cHRev’s expertise model favors depth or specificity of review contributions.

The implication of the breadth and depth difference on the performance is that REVFINDER may

end up with too many generic recommendations of package/subsystem owners (or gatekeepers)

at the expense of too few specific contributors, including developers and leads who focus on a

narrower code base. Our results on commercial and open source systems suggest that the depth

analysis of past reviews leads to improved accuracy of recommendations.

7.6.1 Developer Recommendation

The task of automatically assigning issues or change requests (e.g., bug fixes or new feature)

to the developer(s) who are most likely to resolve them has been studied under the umbrella of issue

triaging. A number of approaches exit in the literature [9, 106, 47, 7, 35, 16, 8, 10, 111]. Approaches

for developer recommendation typically operate on software repositories (e.g., models trained from

past bugs/issues or source-code changes), the source-code authorship, or their combinations.

While similar to developer recommendation, reviewer recommendation is in a different

domain. The developer recommendation task is in domain of resolving a bug and the reviewer

recommendation is in domain of reviewing a change. Issue triage is a crucial activity in addressing

141



change requests in an effective manner (e.g., within time, priority, and quality factors). One simple

way to view the difference is that the developer recommendation occurs (developers/owners to

resolve the change request) before the reviewer recommendation (reviewers to review the changed

code to address the change request). Our results from both open and closed source domains show

that commit history is insufficient for gauging the needed reviewers. It is necessary to utilize past

code reviews to find the appropriate reviewers accurately.
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CHAPTER 8

Patch Acceptance Predictor

Large-scale open source projects typically receive numerous patches to address change re-

quests (e.g., bug fixes). It is not uncommon for a submitted patch to undergo a peer-review process

before it can be accepted as a valid solution and merged to the code base. A peer-code review

process has been shown to have impact on the software quality. Determining whether a submitted

patch will be accepted or not could improve the efficiency of the peer-review process, e.g., help

developers and reviewers prioritize and focus their efforts. In this chapter, we examine bug, pa-

tch, developer, and reviewer features that characterize the patches that get accepted or not. These

features are extracted from the macro and micro repositories. We use logistic regression to form

a descriptive model from these features. Moreover, we present a predictive model that classifies

whether a patch will be accepted or not as soon as it is submitted. Logistic regression and support

vector machine were employed to form patch predictors.

To validate our approach, we conducted an empirical study on three open source projects

Android Platform, Eclipse Platform, andMylyn. These systems require a peer review of submitted

patches, which is managed by Gerrit. Our results show that features such as, owner bug assignee

match (e.g., the developer who is assigned to resolve the issue in the bug tracking system is the

same as the one who implemented the code change and submitted it for review), the reputation

of developers in terms of their successful history of patch acceptance, the number of revisions

made to the patch, and the number of reviewers greatly influence the likelihood of a patch getting

accepted. Our predictor model achieves the average accuracy values of 68%, 93%, and 92% on

Android Platform, Eclipse Platform, and Mylyn respectively. Furthermore, we note that support

vector machine performs better than logistic regression for patch acceptance prediction.

143



8.1 Introduction

Modern Code Review (MCR) is becoming prevalent across commercial and open source

projects [81]. It is a peer-reviewed process of inspecting the code changes, i.e., patches, submitted

to resolve changes requests. The benefits of MCR are shown in improving software quality and

knowledge transfer, among other things [13]. It is not uncommon in large open source projects to

receive numerous change requests (e.g., bug reports or feature requests) daily [9]. Developers sub-

mit the code changes or patches to resolve these change requests. These code changes go through

an intensive MCR process before they can be merged (or not) to the main code base of the system.

It involves human discussion and discourse on critiquing and improving the changes. Human re-

viewers inspect the code and offer suggestions. The developers of the code changes may revise

their patches in response to the reviewers’ feedback and submit it for another round of review.

Clearly, MCR is quite human intensive, which may require a substantial amount of effort

[82]. Not all changes or patches are eventually accepted and integrated to the code base. For exam-

ple, in project Android Platform only 54% of patches were eventually accepted from 01/21/2009 to

01/26/2014. Therefore, the question arises as what makes patches get accepted or not? There has

been a few previous efforts in addressing this question; however, they have not been in the context

of MCR [17], [50], [44], [19]. Also, the predictive recommendation and assessment of whether a

patch will be eventually accepted or not as soon as it is submitted for MCR were not investigated

previously.

In this chapter, we first investigate the factors that influence the patch acceptance. We take

into account several direct and indirect measures, which are derived from the structured and un-

structured data available from bug tracking (cause and importance of the issue) and code-review

repositories (who, what, and how of the quality control of the fixes). As we mentioned in Chapter 2

bug repository is an example of macro repository and code review repository is an example of micro

repositories. These measures are then used to formulate a descriptive model. Secondly, we build

a classifier to predict whether a patch will be accepted or not as soon as it is submitted for MCR?

Understanding the factors and developing a patch-acceptance predictor may help improve MCR,
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including the tasks related to developers and reviewers. Knowing the positive likelihood may en-

courage developers to submit their patches for review promptly. In the case of not so favorable

likelihood, they could proactively revise their patches without the need of waiting for reviewers’

feedback. From the reviewers’ perspective, the likelihood indicator may help tailor their effort and

focus on promising or challenging patches. We present predictive models based on two different

techniques: Support Vector Machine and Logistic Regression. Additionally, we grouped the fe-

atures from different domains and analyze their impact within and across groups. Results from

several evaluation metrics, such as accuracy, recall, and precision, are reported. More specifically,

we investigate the following two research questions:

RQ1. Which features characterize the patch that get accepted using a statistical model? Logistic re-

gression is used to infer the fix likelihood from features available throughout the bug tracking

system and the patch lifecycle from theGerrit code review system, i.e., a descriptive model.

RQ2. How well a statistical model can predict whether a patch will be accepted or not? Logistic

regression and support vector machine are used to build predictors from the most influential

factors available at the time of patch submission, i.e., a predictive model.

We formulated and validated the descriptive and predictive models on three open source

projects Android Platform, Eclipse Platform, and Mylyn. These systems require a peer review of

submitted patches, which is managed by Gerrit. Results from the descriptive model show that

factors such as, owner bug assignee match (e.g., the developer who is assigned to resolve the issue

in the bug tracking system is the same as the one who implement the code change and submit it

for review), the reputation of developers in terms of their successful history of patch acceptance,

the number of revisions made to the patch, the number of reviewers have a statistically significant

role. Factors such as the component, severity, and priority of the reported issue, and the number of

changed lines and files in the patch, and reviewers’ reputations based on past accepted patches did

not have a statistically significant role. Our predictor model achieves the accuracy values of 71%,

94% and 93% on Android Platform, Eclipse Platform, and Mylyn respectively.

145



The rest of this chapter is organized as follows: Background on modern code review (MCR)

and subject systems are discussed in Section 8.2. Features used in the study are explained in Section

8.3. Patch acceptance descriptive model is defined and analyzed in Section 8.4. Patch acceptance

predictive model is explained in Section 8.5. Predictive results are presented in Section 8.6. Threats

to validity are listed and analyzed in Section 8.7.

8.2 Background on Modern Code Review (MCR) and Subject Systems

We first define key terms and then provide a brief background on the patch life cycle in

Modern Code Review (MCR).

8.2.1 Definitions of Key Terms

We use the following terms:

Patch: A patch is a set of changed files submitted to fix a bug or add a new feature.

Patch Review: A review is a session or record in the peer review process (e.g., in theGerrit

system) to manage the lifecycle of a submitted patch. For example, the author/developer of a

patch creates a review while uploading it to the Gerrit code review system. The patch lifecycle is

maintained in this review entry.

Merged Patch: A merged patch is the one that successfully gets through the review process

and is merged to the source code repository of the system.

Abandoned Patch: An abandoned patch is the one for which none of its revisions are accep-

ted to be merged to the source code repository of the system.

Patch Owner: A patch owner or simply owner is the developer who submits the patch for

review.

Patch Reviewer: A patch reviewer is the developer who is assigned and/or contributed to

the patch review.

Assigned Reviewer: An assigned reviewer is the one who is selected by the patch owner

while uploading the patch.
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Figure 8.1: An example from Gerrit code review# 74981 related to Eclipse Platform project

Contributing Reviewer: A contributing reviewer is the one who actually participates in the

code review process (e.g., by commenting on the patch).

Note that all the assigned reviewers for a patch may not be contributing reviewers. Also,

contributing reviewers may not necessarily be assigned reviewers.

8.2.2 Patch Lifecycle in Gerrit

Gerrit is a modern peer-review tool that facilitates a traceable review process for git-based

software projects [1]. Developers make local changes in their private git repositories and then

submit these changes as a patch for review [82]. The owner may indicate the intended reviewers,

who are subsequently notified about the review invitation. Alternatively, the owner can broadcast

a request for review to find reviewers for their patch. It should be noted that the invited reviewers

do not necessarily accept the invitation and contribute to the review. The approval step requires

human contributions (e.g., to ascertain the patch meets project guidelines and intent), whereas, the

verification step is largely automatic (e.g., the build works and complies, and passes unit test cases).

If it fails either of these steps, it is abandoned. Figure 8.1 shows an example from Eclipse Platform

Gerrit for patch review # 74981. It was accepted and merged to the projects’s git repository. This

patch is for bug # 495797 which was assigned to Ian Pun for a fix and he patched it. The number

of line changes is 10 and the number of changed files is 1. Eric Williams reviewed and accepted

this patch.
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Figure 8.2: The patch life cycle in Gerrit

Figure 8.2 shows the patch life cycle in Gerrit. Initially, a developer (the patch owner)

makes changes to the source code in response to a bug report or feature request. They submit

these code changes for review. The patch owner may indicate the intended reviewers (assigned

reviewers), who are subsequently notified about the review invitation. It should be noted that the

invited reviewers do not necessarily accept the invitation and contribute to the review. Contributing

reviewers then inspect the change through the code review tool Gerrit and provide feedback in the

form of review comments and scores to the owner. A submitted patch can have different statuses

such as Needs Code Review, Ready to Submit, Abandoned, and Merged. For a patch to get accepted

and finally merged to repository, it is necessary that it receive at least one +2 and not a single -2

score.

If a patch receives a score of -2, its status will be marked abandoned. If patch has not

received a score -2, then the patch owner can rework the patch and resubmit the new version of

patch. The review process for a particular submission may include multiple iterations between

the patch owner and contributing reviewers. Eventually, a reviewer signs-off on the review after

they perceive the code change to be of a sufficient quality and should be checked into the code
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repository. If a change never received sign-offs, it is abandoned. The number of sign-offs required

to check in a code change is typically dependent on a particular team’s policy. Automatic tools

typically perform the verification part.

8.2.3 Merged and Abandoned patches

In our work, we need to characterize (describe) and predict whether a given patch will be

merged to repository or not. That is, we need two labels: Merged and Abandoned, which are derived

from the Gerrit code review status. As discussed earlier, reviews in Gerrit can have different

statuses. In the formulation of our predictor model, we only consider the code reviews with their

status Merged or Abandoned. The other statuses are not indicator of a definitive outcome and may

indicate work in progress.

8.2.4 Subject Software Systems

We focused on Android Platform, Eclipse Platform, and Mylyn in this study. Table 8.1

shows review statistics for these three projects.

Android Platform: Out of different Android projects we selected Android Platform which

contains 6 years of code review started by January 2009 1. Android Platform is written in C, C++

and java and consists of 4511 code reviews uploaded in Gerrit repository which includes at least

one source code file. 3660 Out of 4511 reviews have the status ”MERGED” or ”ABANDONED”

which we just consider these reviews in our study. 55% of reviews in Android Platform includes

patches which finally merged to repository and 45% of reviews are abandoned. totally 44054 review

comments are written for Android Platform project.

Eclipse Platform: Eclipse contains 6 different sub projects, which in this study we just

consider Eclipse Platform, because it has the most code review history available in compare with

other sub projects 2. Eclipse Platform contains about 3 years of code review data in Gerrit started

by Feb 2012. The Eclipse Platform project is written in java and consists of 1902 code reviews

uploaded in Gerrit repository which includes at least one Java file. 1750 Out of 1902 reviews have
1https://android-review.googlesource.com/#/q/platform/frameworks
2https://git.eclipse.org/r/#/q/platform,n,z
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Table 8.1: Descriptive statistics of the reviews considered from three open source projects in our
Study.

Android Platform Eclipse Platform Mylyn

Start Date 01/21/2009 02/28/2012 02/29/2012

End Date 01/26/2014 12/22/2014 12/26/2014

#Submitted Patches 4511 1902 1617

#Patches Analyzed 3660 1750 1549

#Merged Patches 2010 1419 1212

#Abandoned Patches 1650 331 337

the status ”MERGED” or ”ABANDONED” which we just consider these reviews in our study.

81% of reviews in Eclipse Platform includes patches which finally merged to repository and 19%

of reviews are abandoned. InEclipse Platform project after creating each patch an automatic review

comment by tool Hudson will be added to the review. In our experiment these review comments

are deleted as noise. After removing noise, totally 14857 review comments are written for Eclipse

Platform project.

Mylyn: Mylyn contains about 3 years of code review data in Gerrit and is an Eclipse Foun-

dation project which source code is written in java. Code review history in Gerrit started by Feb

2012. The Mylyn project consists of 1617 code reviews uploaded in Gerrit which includes at le-

ast one Java file 3. 1549 Out of 1617 reviews have the status ”MERGED” or ”ABANDONED”

which we just consider these reviews in our study. 78% of reviews inMylyn includes patches which

finally merged to the repository and 22% of reviews are abandoned. Same as Eclipse Platform pro-

ject noises are removed from the review comments. After removing noise, totally 14691 review

comments are written forMylyn project.

For each of these systems, we removed the patches and reviews related to license updates

and major branch restructuring or merges.
3https://git.eclipse.org/r/#/q/mylyn,n,z
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8.3 Features Used in the Study

We describe the features that were extracted (direct) and/or computed (derived) from the

code-review (Gerrit) and issue-tracking (Bugzilla) repositories. These features include the human

effort, issue (bug) characteristics, and patch (review) characteristics, and their traceable relations-

hips. These features are divided into three groups: bug features, patch features, and human features.

For selecting features we used some features from [17, 19] and [44] and we extends the

features. Features such as severity, owner bug assignee match, file size, entropy score, number

of assigned and contributing reviewers, and assigned reviewer’s reputation are not investigated at

[17, 19]. The only feature which has been investigated in [44] is the entropy score.

8.3.1 Bug Features

This category of features is related to the specific bug for which the patch was written

to resolve it. In Mylyn and Eclipse Platform, the traceability between the bug and patch review

systems is explicit. That is, the bug id in the bug-tracking system is usually mentioned in the patch

description in the code-review system. Some of the reviews in Android Platform include the bug id

but these bug ids are related to Android Platform’s internal bug tracking system. Bug ids in Android

Platform internal bug tracking system are not the same ids in Android Platform public bug tracking

system 4. Therefore, we could not extract bug features for Android Platform. This bug information

for Mylyn and Eclipse Platform is available at Eclipse bug tracking system 5.

Bug Component: In the Eclipse bug tracking system, bugs are categorized into classifi-

cation, products, and components. Components are defined as the second-level of organization.

We did not consider the product level because Eclipse Platform is already a product of Eclipse,

hence defining the product level for Eclipse Platform would be meaningless. As discussed earlier,

there is no trace to the bug id for each review in android. Therefore, the product level can not be

considered for Android Platform and Eclipse Platform.

Eclipse Platform and Mylyn have different components and different frequencies of bugs
4https://code.google.com/p/android/issues/list
5https://bugs.eclipse.org/bugs/
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Table 8.2: Descriptive statistics of the feature components considered from Mylyn and Eclipse
Platform.

Mylyn Eclipse Platform

Component %FrequencyDistribution Component %FrequencyDistribution

Framework 22 UI 71

Gerrit Connector 13 SWT 11

Wikitext 11 Runtime 4

UI 9 IDE 2

Bugzilla 5 Resources 2

Other 15 Other 3

None 25 None 7

and patch reviews. TABLE 8.2 shows the component frequency distribution for analyzed reviews

fromMylyn and Eclipse Platform. The None type is for reviews with no explicit link to bug id. The

Other type accounts for those reviews with less than 1% share. InMylyn, the highest share is 22%

for theFramework component. InEclipse Platform, the highest share is 71% for theUI component.

This feature allows us to investigate weather patches for certain components are more successful

than others. This feature is treated as categorical in our descriptive and predictive models.

Bug Severity: It describes the importance of an issue/bug from the reporter’s perspective

(e.g., the loss of critical functionality or purely related to vanity) and it shows the level of impact

the bug could have. Note that a reporter could be an end user, a developer, or a tester. Therefore,

the perspectives span across both application and solution domains. TABLE 8.3 lists the different

severity types, which reporters provide while reporting a bug in open source systems [45]. For

examples, the first entry is from the solution/implementation domain, the last entry is an enhan-

cement request, and the others indicate different intermediate levels of bug severity. The severity

gets increasingly stringent from enhancement to blocker. Figure 8.3 shows the severity distribution

between merged and abandoned reviews for both Mylyn and Eclipse Platform projects. None are

related to reviews with no traceable bug ids. In Mylyn, the severity enhancement has the highest

merged reviews and the severity normal has the highest abandoned reviews. In Eclipse Platform
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Table 8.3: Explanation of bug severity values

Severity value Explanation

blocker Blocks development and/or testing work

critical Crashes, loss of data, severe memory leak

major Major loss of function

normal
Regular issue, some loss of functionality under specific

circumstances

minor
Minor loss of function, or other problem where easy

workaround is present

trivial
Cosmetic problem like misspelled words or misaligned

text

enhancement Request for enhancement
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Figure 8.3: Bug severity frequency distribution for merged and abandoned reviews in Eclipse Plat-
form andMylyn.

the severity normal has the highest share of both merged and abandoned reviews. In our models,

we handle severity as a categorical feature.

Bug Priority: It is the assigned urgency of resolving a bug. The bug priority describes

the importance and order in which a bug should be fixed compared to other bugs that are also

open. Developers use this field to prioritize their work to be done, where P1 is considered to be the

highest and P5 the lowest in open source projects. Eclipse documentation 6 provides these levels:

P1 - ”stop ship” defect i.e. we won’t ship if not fixed, P2 - intent is to fix before shipping but we
6https://wiki.eclipse.org/Bug_Reporting_FAQ
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Figure 8.4: Bug priority frequency distribution for merged and abandoned reviews in Eclipse Plat-
form andMylyn.

will not delay the milestone or release, P3 - nice to have, P4 - low priority, P5 - lowest priority.

Figure 8.4 shows the priority distribution between merged and abandoned reviews for both Mylyn

and Eclipse Platform. None are related for those reviews which we could not find the related bug

id. For both Mylyn and Eclipse Platform, the highest distribution in both merged and abandoned

reviews belong to P3. Previous work [45] found that developers used at most three levels of priority

in Eclipse and the use of priority/severity fields is inconsistent. They also found that the P3 has

the shorter time to close than P1 and P2. We discarded priorities P4 and P5 because the frequency

distribution was very low (below 1%). The percentage distribution of accepted patches for Eclipse

Platform is 0.78%, 0.70%, and 0.81% for P1, P2, and P3 respectively. The percentage distribution

of accepted patches for Mylyn is 0.70%, 0.77%, and 0.80% for P1, P2, and P3 respectively. There

is not much difference between the acceptance rates of different bug priority levels. In our models,

we handle Priority as a categorical feature.

Owner Bug Assignee Match: This feature is compounded from the assignee field from

the bug tracking and the owner field from the code review repositories. It takes a binary value from

evaluating whether these two fields are the same or not. That is, the assignee is the same person

submitting the patch or not.

Table 8.4 shows the Percentage distribution of merged and abandoned reviews based on

this feature. In Eclipse Platform 33% of abandoned reviews belong to owners who are also the bug
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Table 8.4: Percentage distribution of merged and abandoned reviews based on owner bug assignee
match feature in Eclipse Platform andMylyn.

Merged% Abandoned%

Owner Bug Assignee Owner Bug Assignee

None Match Does not Match None Match Does not Match

Eclipse Platform 31 63 6 10 33 57

Mylyn 24 68 8 28 50 22

assignees, 57% of abandoned reviews belong to owners who are not the bug assignees, and for 10%

of abandoned reviews we could not find the associated bug ids. 63% of Eclipse Platform merged

reviews belong to owners who are also the bug assignees, 6% of merged reviews belong to owners

who are not the bug assignees, and for 31% of merged reviews, we could not find the associated

bug ids. In Mylyn 68% of merged reviews belong to owners who are the also bug assignee, 8% of

merged reviews belong to owners who are not the bug assignees, and for 24% of merged reviews

we could not find the associated bug ids. 50% of Mylyn abandoned reviews belong to owners

who are also the bug assignees. 22% of abandoned reviews belong to owners who are not the bug

assignees and for 28% of abandoned reviews we could not find the associated bug ids. For Android

Platform, we do not have this feature because of the lack of traceability between patches and their

bug reports. This quantitative analysis from Eclipse Platform and Mylyn shows that a substantial

portion of merged reviews belongs to owners who are assigned to resolve the change request.

8.3.2 Patch Features

These features are related to the submitted patches in Gerrit, which were extracted for all

three projects: Android Platform, Eclipse Platform, and Mylyn. All of the patch features except

Number of patch revisions are extracted from the first submitted version of patch.

Patch Size: The patch size is the sum of the number of lines added to and deleted from

source code files in a patch. The size of patch could have an impact on the outcome of a review.

Larger patches could be tedious and require more effort to review [17]. Previous studies have found

that smaller patches are more likely to be accepted [103].
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Figure 8.5: Patch size group frequency distribution for merged and abandoned reviews in Android
Platform, Eclipse Platform, and Mylyn

Figure 8.5 shows the patch size frequency distributions for merged and abandoned reviews.

Patches are divided into different groups based on the inter quartile range (IQR) of their sizes. For

each project, the IQR is calculated separately. For example the patches with sizes less than equal

to Q1 are grouped as G1 and the patches with sizes greater than Q1 and less than equal to Q2 are

grouped as G2 and so on. Additionally, the average value for each group is provided. The highest

frequencies of both merged and abandoned patches for Android Platform belong to group G1 with

the average size of 2.5 lines. in Eclipse Platform, abandoned and merged patches follow the same

frequency distribution between different groups. In Mylyn, the frequencies for merged patches

across different groups are quiet similar and the highest frequency for abandoned patches belongs

to the group G4 with the average value of 792 lines.

File Size: It is the number of source code files in the firs revision of submitted patch.

Figure 8.6 shows the box plots related to Android Platform, Eclipse Platform, andMylyn. There is

not much difference in file size distributions of abandoned and merged patch for each project.

Number of patch revisions: It is the number of resubmitted revisions for a patch review.

It shows how many times the patch owner had to revise the patch (probably to address the review
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Figure 8.6: File size Box Plot for merged and abandoned patches in Android Platform, Eclipse
Platform, and Mylyn.

Figure 8.7: Number of patch revisions Box Plot for merged and abandoned patches in Android
Platform, Eclipse Platform, and Mylyn.

comments) and resubmit it for another round of review. Figure 8.7 shows the box plots for all three

systems. Eclipse Platform has the highest variation in terms of the number of patch revisions.

Entropy Score: This feature is based on previous work of Hellendoorn et al. [44]. The

study proposed that the project’s coding style is one of the important features which reviewers

consider. They used language models to capture the stylistics aspects of code. The finding from

this study shows that the abandoned patches are significantly less similar to the project than those

merged patches. The main goal of using this feature is to quantitatively evaluate the influence of
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stylistic similarity of submitted code (to existing code) on the code review outcome. Our use of

this feature is in the same vein.

Hellendoorn et al.[44] states that to judge the similarity of a sequence of tokens with respect

to a corpus, a language model assigns it a probability by counting the relative frequency of the

sequence of tokens in the corpus. In the natural language setting, these models are used for tasks

such as speech recognition, machine translation, and spelling correction. Hellendoorn et al. [44]

explain the probability of a sequential language fragment s of N tokens w1....wN as:

p(s) = p(w1).p(w2|w1)....p(wN |w1...wN−1)

=

N∏
i=1

p(wi|w1....wi−1)
(8.1)

Each p(wi|w1....wi−1) can then be estimated as:

p(wi|w1....wi−1) =
c(w1...wi)

c(w1...wi−1)
. (8.2)

Where c means count. As it is explained by Hellendoorn et al. [44], as the context of a token

lengthens, it becomes increasingly less likely that the sequence has been observed in the training

data, which is detrimental to the performance of the model. N-gram models approach this problem

by approximating the probability of each token based on a context of the last n tokens only:

p(s) =
N∏
i=1

p(wi|w1....wi−1) ≈
N∏
i=1

p(wi|wi−n+1....wi−1) (8.3)

Estimating the probabilities in an N-gram model is analogous to Equation 8.2, with the

counts only considering the last n words.

In NLP, the most commonly used metrics to measure the performance of a language models

p are cross-entropy (Hp,measured in bits/token) and perplexity (PPp). Given a sentence s of length

N and the probabilities for each word in s : p(wi|h) (where h denotes a context of some length),

the cross-entropy(Hp) and perplexity (PPp) will be described as below:

Hp(s) = − 1

N

N∑
i=1

log(p(wi|h)

PPp(s) = 2Hp(s)

(8.4)
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Figure 8.8: Entropy score Box Plot for merged and abandoned patches belongs toAndroid Platform,
Eclipse Platform, and Mylyn.

The calculated entropy score for each patch in our conducted study is based on Equation

8.4. For each review, we consider the source code in first submitted patch version. All the added

lines for each source code inside the patch is considered as a test set. For creating the training set,

a copy of each relevant project is reverted to the project’s state prior to the patch was submitted.

All the existing source code files on that revision of project forms the train set. We train a language

model on all source code files from the training set and test it on the lines of code in the patch.

The output of the this step is an entropy score, reflecting the similarity of the submitted patch to

the project code at the time of submission. Figure 8.8 shows the box plots for Android Platform,

Eclipse Platform, andMylyn. Eclipse Platform has the highest variation of entropy score. There is

not much difference between the entropy scores of merged and abandoned patches in each project.

The average entropy for Mylyn, Eclipse Platform, and Android Platform merged and abandoned

patches are 6.62, 8.89, 12.45, 12.73, 8.86, and 9.27 respectively.

8.3.3 Human Features

These features will help us to investigate how much the effort and contributions of the patch

owner and reviewers affect the outcome of code review process. These features are triangulated

from the dimensions of patch and review sources.

Owner’s Reputation: This feature shows the expertise of the patch owner in terms of both
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local and global contributions in eventually accepted patches. Equation (8.5) consists of two parts:

the first term shows the the expertise of the patch owner from the perspective of their local effort and

the second term shows the efforts of other owners. By multiplying these two terms the reputation

value is a normalized value.

Owner Reputation(p) =
#Mergedow

#Submittedow
× #Mergedall

#Submittedall
(8.5)

ow is a representative for owner of the patch p, #Mergedow is the number of submitted

patches by owner ow that are merged to the code repository and #Submittedow is the number of

all patches submitted for review by owner ow. #Mergedall is the number of all patches that are

merged to the repository and #Submittedall is the number of all patches submitted for review by

all owners.

This feature is calculated dynamically for each individual patch p at a specific point of

history (baseline at the patch’s creation date). One possible case is that the status of a review has

changed after the baseline, i.e., its creation date. Those reviews that their status is finalized after

our baseline date should not be considered as merged or abandoned. Update date feature of review

is usually the date which the status of review has been finalized to merged or abandoned. We used

update date feature of review to see when the status of review has been changed and compare this

date with our baseline. If update date is after the baseline that review will be considered as a review

in progress and will be counted only for number of submitted reviews in formula even though if

the status is merged or abandon. Figure 8.9 (a) shows the owner reputation box plot for three

subject systems. As expected, the owners’ reputations for merged patches are higher than those

in abandoned patches for all three systems. Figure 8.9 (b) shows the percentage distribution of

merged reviews based on the owner reputation. 34%, 12%, and 6 % of merged patches for Android

Platform, Eclipse Platform, and Mylyn belong to owners with no established reputation. These

cases include owners with no prior successful patch acceptance or with the first submission. They

mostly occurred in the early days of adopting Gerrit on these projects. As such, there was no prior

history of its use.
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Figure 8.9: (a) Owner reputation Box Plot for merged and abandoned patches belongs to Android
Platform, Eclipse Platform, and Mylyn. (b) Percentage distribution of merged reviews based on
owner reputation

Baysal et al. [17] calculate the Patch Writer Experience based on the number of submitted

patches for each developer and then discretizing the patch owners according to their contributions.

In our method, the owner’s patch acceptance rates (and not simply their submission rates) formulate

their expertise.

Number of Assigned Reviewers: Gerrit enables the patch owner to specify reviewers

of their choice for their submitted patch, i.e., assigned reviewers. To investigate the difference

between the lists of assigned reviewers and contributing reviewers, we calculated the Jaccard si-

milarity on our three subject systems. The average Jaccard similarity values for Android Platform,

Eclipse Platform, and Mylyn are 0.58, 0.80, and 0.80 respectively. These values indicate that the

two lists are not identical. Figure 8.10 shows the percentage distributions of the number of assig-

ned/contributing reviewers for Abandoned and merged patches, and their clear differences. Figure

8.11 shows a box plot related to this feature. In these figures the assignee stands for the assigned

reviewers and contributing stands for the contributing reviewers.

Assigned Reviewer’s Reputation: The assigned reviewer’s reputation is computed simi-

larly to that of owner’s reputation, except that the number of reviewed patches are considered

instead of the number of submitted patches. Note that reviewers do not submit patches for re-

view. For each assigned reviewer, rw, the reputation metric is calculated according to Equation
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Figure 8.11: A Box Plot for the number of assigned/contributing reviewers for merged and abando-
ned patches

(8.6). The sum of reviewer reputations for all reviewers of the patch p will be considered as the

final answer.

Reviewer Reputation(p) =
#Mergedrw

#Reviewedrw
× #Mergedall

#Reviewedall
(8.6)

#Mergedrw is the number of all patches reviewed by reviewer rw and have been merged to the

repository and #Reviewedrw is the number of all patches reviewed by reviewer rw. #Reviewedall

is the number of all patches reviewed by any reviewer in the review history. In our training model,
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this feature is calculated dynamically for each individual patch p at a specific point of history (ba-

selined at the patch’s creation date). Similar to owner’s reputation, we used the updated date field

for calculating the reputation. Figure 8.12 shows the percentage distribution of merged reviews

based on assigned reviewers reputation. Figure 8.13 shows the differences of assigned reviewers

reputation for merged and abandoned patches. The reviewer reputation of zero can be caused due

to two reasons: 1) no established reputation of patch acceptance, and 2) no one was assigned to

review the submitted patch. Baysal et al. [17] calculated the Reviewer Activity based on the num-

ber of previously reviewed patches and then discretized them according to their reviewing efforts

using quartiles. Similar to the owner’s reputation, we consider the acceptance rates of reviewers in

formulating their expertise.

Number of Contributing Reviewers: Contributing reviewer is the one who actually par-

ticipated in the review process, including writing review comments and submitting review scores.

It is typically of the patch owner to be also a reviewer. In Mylyn, 60% of reviews are reviewed by

someone other than the owner. 71% of these cases are reviewed by one reviewer and 23% of them

are reviewed by two reviewers. In Eclipse Platform, 50% of reviews are reviewed by someone

other than the owner. 70% of these cases are reviewed by one reviewer and 22% of them are re-

viewed by two reviewers. In Android Platform, 70% of reviews are reviewed by someone other

than the owner. 40% of these cases are reviewed by one reviewer and 30% of them are reviewed
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Figure 8.13: A Box Plot for the assigned/contributing reviewers reputation for merged and abando-
ned patches

by two reviewers, and 15% of them reviewed by three reviewers. Figure 8.10 and 8.11 show more

detailed information related to this feature.

Contributing Reviewer’s Reputation: This feature only includes the contributing revie-

wers. Their reputation is calculated using Equation (8.6). Although, both assigned and contributing

reviewer reputations are calculated using the same formula, their values for the same reviewer can

be different. The reputation is calculated dynamically, i.e., when a reviewer is associated with

the patch review. For the same reviewer, their assigned reputation is calculated when the patch is

submitted, whereas, their contributing reputation is calculated when they start contributing to the

review. The difference in these two times could result in different values of their two reputations

(e.g., due to the same reviewer contributing on other patches in the meantime, whereby affecting

their reputation). Figure 8.12 and 8.13 show more detailed information related to this feature.

8.4 Patch Acceptance Descriptive model

The purpose of this model and study was to assess how well, if at all, the features ex-

tracted from bug and code-review repositories impact the likelihood of patches getting accepted

(merged) or rejected (abandoned) in open source systems, i.e., to investigate the research question:

RQ1: Which features characterize the patches that get accepted (or rejected) using a statistical

model? We use logistic regression that takes the studied features (independent variables) described
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in Section 8.3 and gives a descriptive model to characterize the impact on the binary outcome

(dependent) variable, i.e., a patch is accepted or not. Specifically, we analyze the coefficients of

features and their statistical significance to determine whether they (positively or negatively) in-

fluence or not. We use the odds ratios to infer how much do they impact the patch-acceptance

likelihood.

8.4.1 Logistic Regression

Logistic regression is used as a classification method for analyzing a dataset in which there

are one or more independent variables that determine an outcome. It trains a model from one or

several variables and gives the probability of the likely outcome/label for a previously unknown

test example. In the logit model the log odds of the outcome is modeled as a linear combination of

the predictor variables [34]. In our study, we use logit model for binary classification, a patch is

predicted as to be accepted when the model gives a probability that is greater than 0.6.

8.4.2 Data Extraction

In this section we briefly explain how we extract the data from Gerrit, and Bugzilla.

Gerrit: To collect code review data for Android Platform, Eclipse Platform, and Mylyn

we reverse engineered the Grrit JSON API and queried the Gerrit servers for data regarding the

review for each project. Gerrit works by initially sending a web page skeleton and some Javascript

to the browser. The Javascript then makes a number of web requests back to the Gerrit server and

requests information about code review, which is returned in JSON format. Gerrit API provides

an interface to JSON formatted review data 7. This JSON data must still be parsed [73]. We also

need to determine which fields in the displayed web page correspond to which fields within the

JSON. The JSON response is fairly complex, deep, and redundant. After reading Gerrit Code

Review tutorial documentation in section ”REST API/Query Changes” we found that there is a

GET command (’GET/changes’) 8 which we can use for querying the changes submitted to the
7https://gerrit-review.googlesource.com/Documentation/rest-api.html
8https://gerrit-review.googlesource.com/Documentation/rest-api-changes.html#list-changes
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Table 8.5: Coefficient value and Odds ratio of each feature used in the descriptive model with
Logistic Regression .

Coefficient Odds ratio

Mylyn Eclipse Platform Android Platform Mylyn Eclipse Platform Android Platform

Priority(P2) 0.31 -1.142 - 1.36 0.31 -

Priority(P3) 0.91 0.32 - 2.48 1.37 -

Severity(critical) 0.69 -12.9 - 1.98 ≈ 0 -

Severity(enhancement) 0.63 -13.68 - 1.87 ≈ 0 -

Severity(major) 1.62 -13.22 - 5.07 ≈ 0 -

Severity(minor) 0.54 -13.24 - 1.71 ≈ 0 -

Severity(normal) 0.89 -13.25 - 2.44 ≈ 0 -

Severity(trivial) 1.65 -12.71 - 5.20 ≈ 0 -

Owner Bug Assignee Match(1) 1.76 0.68 - 5.79 1.96 -

Patch Size -0.0008 -0.0001 -0.0005 1 0.99 0.99

Number of Patch Revisions 0.23 0.523 0.22 1.26 1.68 1.25

File Size -0.009 -0.008 -0.01 0.99 0.99 0.98

Entropy Score -0.007 -0.011 0.04 0.99 0.98 1.03

Owner’s Reputation 2.14 1.24 2.58 8.55 3.46 13.24

Number of Assigned Reviewers 2.74 1.76 0.26 15.55 5.81 1.29

Number of Contributing Reviewers -3.01 -1.45 -0.63 0.049 0.23 0.52

Assigned Reviewer’s Reputation 1.47 1.88 0.05 4.37 6.54 1.05

Contributing Reviewer’s Reputation 1.82 0.01 3.67 6.22 1.01 39.28

Gerrit. A query string must be provided by the q parameter. The n parameter can be used to limit

the returned results.

Each review in Gerrit has a unique number which can be used to query the information

related to that review. Not all of the data fields in the JSON response query meet our needs. We

filter out the interesting fields which are the features we used for our predictor.

Bugzilla: In out study, the bug reports for Mylyn and Eclipse Platform are extracted from

the online bug tracking system Bugzilla9. For Android Platform we could not find the related bug

Id from reviews.
9https://bugs.eclipse.org/bugs/
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8.4.3 Results

For each feature in our descriptive model three different values; coefficient value, the odd

ratio, and magnitude of p-value; have been reported in Tables 8.5, 8.6 respectively. Not all the

features we considered are numeric. Features: Component, Priority, Severity, and Owner bug

assignee match are categorical features. In logistic regression model these features are treated as

factors. In logistic regression, one value for a factor is treated as a baseline and other values assume

their coefficients relatively. Coefficient values for each value of these features are reported in table

8.5. The coefficients returned from a logistic regression model are log-odds ratios. They tell us how

the log-odds of a ”success” change with a one-unit change in the independent variable. Increasing

the log-odds of a success means increasing the probability, and vice-versa, i.e., decreasing the

log-odds of a success means decreasing the probability. Therefore, the sign of the log-odds ratio

indicates the direction of its relationship: a + sign means a positive relationship between the specific

feature and the likelihood of the patch getting accepted, and a - sign means a negative relationship.

Next, we wanted to see how much each feature affects the outcome likelihood of a patch

getting accepted or not. Table 8.5 shows the odds ratio for each feature used in the descriptive mo-

del. The odds ratio of accepting a patch is defined as the probability of accepting to the probability

of not accepting. For a feature, the odds ratio is calculated from the exponent of its coefficient.

The odds ratio gives the change in outcome for a one unit increase in the feature. For example,

the odds ratio of 8.55 for the numeric feature Owner’s Reputation in Mylyn states that every one

unit change in it, the odds of the submitted patch getting accepted (over remaining unaccepted)

increases by 755%. If the value of odds ratio is less than 1 means the odds of the submitted patch

getting accepted decreases. For factors (ordinal features), the interpretation is with respect to the

base value. That is, the odds ratio gives the change in outcome for a change to a specific value of

a feature from its baseline value.

Finally, we wanted to see the impact of each feature on the outcome value of a patch getting

accepted or not. Table 8.6 shows the magnitude of p-values from statistical testing for each feature.

Dot represents the p-value is between 0.05 and 0.1, one star represents the p-value is between 0.01
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Table 8.6: P-values from statistical significance test for features used in the descriptive model with
Logistic Regression.

Mylyn Eclipse Platform Android Platform

Component * -

Priority -

Severity -

Owner Bug Assignee Match *** *** -

Patch Size . **

Number of Patch Revisions * *** ***

File Size

Entropy Score *

Owner’s Reputation * . ***

Number of Assigned Reviewers *** *** ***

Number of Contributing Reviewers *** *** ***

Assigned Reviewer’s Reputation **

Contributing Reviewer’s Reputation ***

and 0.05, two stars means the p-value is between 0.001 and 0.01, three stars indicate that the p-

value is less than 0.001, and a blank entry means that the p-value is greater than 0.05. For factors,

the p-value was determined collectively for all the values (using Wald test in R). A feature with at

least one star is considered statistically significant. It is clear from Table 8.6 that each system has

a different set of significant features. Therefore, we needed to assess how good was the model in

terms of describing the outcome for each system. We analyzed the null and deviance residuals with

the chi-square test. In each system, the p-value was very close to zero, which indicates that the

model as a whole is statistically better than a null model (i.e., the empty model with no features).

In summary, logistic regression on the considered features provided a good fit model for patches

that get accepted or not.
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Now, we explain the coefficient value, the odd ratio, and magnitude of p-value for each

feature in detail.

With regard to the feature Component, Framework for Mylyn and UI for Eclipse Platform

are considered as the baseline in our descriptive model. Considering Table 8.2, these two com-

ponents have the highest frequency distributions of reviews in our dataset; therefore, we consider

them as the baseline.

The highest coefficient value of the feature Component for Mylyn is 16.16, which is for

build. Although the build component does not have the highest frequency distribution of reviews,

all the patches related to this component are finally merged to the repository. The highest coefficient

value of the feature Component for Eclipse Platform is 15.67, which is for Ant. Although the Ant

component does not have the highest frequency distribution of reviews, all the patches related to

this component are finally merged to the repository. For both Mylyn and Eclipse Platform, there

are components which have either negative or positive coefficients.

The featureComponent is not significant forMylyn but it is significant for Eclipse Platform.

This difference can be attributed to the nature of these two systems. Mylyn is a project from Eclipse

Foundation but Eclipse Platform is a product. That is, Mylyn is at a higher level of organization

than Eclipse Platform. Referring to Table 8.2, the frequency distributions of reviews in components

of Mylyn and Eclipse Platform are different. For example , 71% of Eclipse Platform patches are

in the component UI. Baysal et al. [19] also found that the feature Component is not significant in

other open source projects WebKit and Blink.

With regard to the feature Priority, we consider P1, which has the highest priority, as the

baseline for both Mylyn and Eclipse Platform. We want to assess if changing the priority level to

P2 or P3, changes the chance of acceptance or not. The Priority coefficient values of Mylyn for

both P2 and P3 are positives. Although these values are not particularly high, they still show the

increase in the probability of the patches getting accepted. As we mentioned in Section 8.3.1 the

patch acceptance rates for Mylyn are 0.70%, 0.77%, and 0.80% for P1, P2, and P3 respectively.

These acceptance rates explain the positive coefficient values for Mylyn. In Eclipse Platform the
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coefficient values for P2 is negative and P3 is positive. The patch acceptance rates for Eclipse

Platform are 0.78%, 0.70%, and 0.81% for P1, P2, and P3 respectively. These acceptance rates

explain the positive and negative coefficient values for Eclipse Platform. The feature Priority is

not significant for Mylyn or Eclipse Platform. Baysal et al. [19] found that Feature Priority is

significant forWebKit but not available for Blink. This difference can be attributed to the nature of

WebKit and Eclipse Foundation Projects.

With regard to the feature Severity, we consider blocker, which has the highest severity,

as the baseline for both Mylyn and Eclipse Platform. We want to assess if changing the severity

level to less sever level, the chance of acceptance changes or not. Blocker has the patch acceptance

rate of 100% for Eclipse Platform, but this is not the case for other severity levels. Therefore,

the reported coefficient values for Eclipse Platform’s severity in Table 8.5 are all negatives. In

case of Mylyn, Blocker has the lowest patch acceptance rate. Therefore, the reported coefficient

values for other Mylyn’s severity levels in Table 8.5 are all positive. We manually checked the

patches with severity blocker for Mylyn that were abandoned to see what is the reason for this

low acceptance rate. All of them were abandoned because they are moved and merged to other

reviews with the same severity level (blocker). For example review id #28749 related to bug id

#436398 with severity level of blocker is abandoned and moved to review id #27759 and merged

to repository. This is the similar case for all of Mylyn abandoned patches related to bugs with

severity of blocker. Therefore, the actual acceptance rate for Mylyn’s blocker level reviews is

similar to Eclipse Platform and is 100%. Figure 8.3 shows the frequency distribution of merged

and abandoned reviews for Mylyn and Eclipse Platform regarding different severity values. The

highest patch acceptance rate for Mylyn belongs to blocker (indirectly) and trivial, and for Eclipse

Platform it belongs to blocker. Regarding Table 8.6, the feature Severity is neither significant for

Mylyn nor Eclipse Platform. The odds ratios from Table 8.5 for Eclipse Platform are all close to

zero, this means changing the severity level from blocker to any other severity level, dramatically

decreases the odds of patch getting accepted. This feature is not investigated in [19].

With regard to the feature Owner Bug Assignee Match, we consider the value 0 (i.e., the
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assignee is not the same person submitting the patch). The coefficient values related to this feature,

shown in Table 8.5, are positive for both Mylyn and Eclipse Platform. This fact implies that the

chances of a patch getting accepted is higher when the assignee is the same person as the patch

submitter. Table 8.4 shows the percentage distribution of merged and abandoned reviews for My-

lyn and Eclipse Platform regarding this feature. This distribution explains the positive coefficient

values. Regarding Table 8.6, the feature Owner Bug Assignee Match is significant for both Mylyn

and Eclipse Platform. [19] did not investigate this feature.

With regard to the feature Patch Size, the coefficient values related to this feature are ne-

gative for all three systems. Based on Figure 8.5, the highest acceptance rate for Mylyn is 78%

and belongs to Group G2 with the average size of 7 lines. The highest acceptance rates for Eclipse

Platform and Android Platform are 81% and 60%, which belong to Group G1 with the average

sizes of 5 and 2.5 lines respectively. Increasing the size of a patch associates with decreasing the

chance of its acceptance. This finding is consistent with finding from previous studies that smal-

ler patches are more likely to be accepted [103]. Similarly, Tao et al. [95] found that, patch size

too large is one of the rejection reason for Eclipse project. In Table 8.6, Patch Size is significant

only for Android Platform. The effect of this feature on the positivity of the review outcome is not

available in [19].

The coefficient values for the feature Number of Patch Revisions are positive for all three

systems and this feature is significant for all three systems. Considering Figure8.7, Mylyn and

Eclipse Platform merged patches have gone through more round of revisions in comparison with

abandoned patches. This explains the positive coefficient values. It is expected that successful

patches should go through less round of revisions, but the fact is when reviewer are quite sure that

the submitted patch has a potential to merge to code repository, they try to be more precise with

the code change and request the author of code change to submit the best quality of code. This

will cause the author to rework the patch and submit several revision of patches. This is not the

case when reviewers don’t see the merge potential in code change. In general Android Platform’s

patches have gone through fewer round of revisions than those in Eclipse Platform and Mylyn.
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Eclipse Platform patches have the highest round of revisions. The effect of this feature on the

positivity of the review outcome is not available in [19].

The coefficient values for the feature File Size are negative for all three systems and this

feature is not significant for any of the three systems. Considering Figure 8.6, patches submitted

for Android Platform have lowest number of files and are smallest in comparison with Mylyn and

Eclipse Platform. This feature is not investigated in [19].

Hellendoorn et al. [44] found that the average entropy of rejected patches is significantly

higher than of accepted patches. In our study, there is not much difference between average en-

tropies of merged and abandoned patches in all three systems. But the average entropy of merged

patches is slightly higher than abandoned patches. Mylyn patches have the lowest entropy score,

which means the patches written inMylyn are more similar to its codebase than in the two other sy-

stems. The coefficient values reported for Entropy Score feature are negative forMylyn and Eclipse

Platform this means increasing the Entropy score will decrease the chance of acceptance. This is

consistent with findings in [44]. Coefficient values is positive for Android Platform but the odds

ratio is 1.03 which means increasing one unit in Entropy score will increase the chance of patch

acceptance only by 3%. Literally, it means increase in Entropy score will not change the odds of

patch getting accepted. This feature is only significant for Android Platform. This feature is not

investigated in [19].

Perhaps expected, the feature Owner’s Reputation, the coefficient values are positive (see

Table 8.5). Similarly, Figure 8.9 (a) shows that owners of merged patches for all three systems have

higher reputations than those of abandoned patches. The owners for the Android Platform patches

have lower reputations than those ofMylyn and Eclipse Platform. This feature is statistically signi-

ficant for Mylyn and Android Platform. For Eclipse Platform the reported p-value is 0.059, which

is close to 0.05. The odds ratio values reported for this feature is significant for all three systems.

For example, one unit increase in the owner’s reputation (e.g., 0.1) will cause 1224% increase in

odds of the patch getting accepted for Android Platform. Our finding is consistent with [19].

The coefficient values for feature Number of Assigned Reviewers are positive for all three
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systems. It means increasing the number of assigned reviewers will increase the chance of patch

getting accepted. Figure 8.11 shows that the usually merged patches have more number of assig-

ned reviewers in comparison with abandoned patches. In case of Eclipse Platform the big portion

of abandoned patches do not have assigned reviewers. Some of these cases belongs to those de-

velopers who are the main developers of the project and have commit permission hence they do

not need other reviewers to review their code. They uploaded their patch to the Gerrit and then

later they abandoned their patch for a specific reason. Android Platform has the highest variation

in terms of number of assigned reviewers. Figures 8.10 shows the majority of merged patches for

Eclipse Platform have one assigned reviewer but this value for Mylyn is one and two and for An-

droid Platform is two and three. This feature is statistically significant for all three systems. This

feature is not investigated in [19].

Coefficient values for feature Number of Contributing Reviewers are all negatives. Which

means increasing the number of reviewers in review discussion will have negative impact on the

outcome of review. Rigby et al. [84] address this as ”bike shed painting” or Parkinson’s law of

triviality, which means too many reviewers contribute in review discussion and lead to unimportant

changes being discussed to a deadlock (I don’t know if we can relate this to the reason that patch

will be abandoned?). Figure 8.11 shows that forMylyn and Eclipse Platform the number of contri-

buting reviewers for merged and abandoned patches are quite similar. This Feature is statistically

significant for all three systems. This feature is not investigated in [19]. There is a negative cor-

relation between number of assigned reviewers and number of contributing reviewers. Increasing

the number of assigned reviewers will increase the chance of patch get accepted and increasing the

number of contributing reviewers will decrease the chance of patch get accepted. We compared

the number of assigned reviewers with the number of participated reviewers for each review for all

three systems. 40%, 87%, and 83% of abandoned reviews for Android Platform, Eclipse Platform,

andMylyn the number of participated reviewers is higher than number of assigned reviewers while

these ratios are 4%, 20%, and 5% for merged reviews for Android Platform, Eclipse Platform, and

Mylyn respectively.
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Feature Assigned Reviewer’s Reputation considers the reputation for assigned reviewers.

For all three systems the coefficient values are positive. Similarly Figure 8.13 shows that assig-

ned reviewer’s of merged patches for all three systems have higher reputation in comparison with

abandoned patches. Android Platform has less variation between the reputation of merged and

abandoned patches in comparison to Mylyn and Eclipse Platform and this explains why Android

Platform has the lowest coefficient value (e.g., 0.05) and lowest odds ratio between three systems

(e.g., 1.05). Figure 8.12 shows the percentage distribution of merged patches based on assigned re-

viewers reputation. This is interesting that for all three systems the highest percentage distribution

belongs to reputation value of 0.6. This feature is statistically significant only for Eclipse Platform.

Baysal et al. [19] found that reviewer activity is not statistically significant forWebKit and Blink.

Coefficient values related to the feature Contributing Reviewer’s Reputation are positive

for all three systems. We would like to compare this feature with Assigned Reviewer’s Reputation.

It’s clear from Figure 8.13 that contributing reviewer’s reputation between merged and abandoned

patch has less variance in comparison with assigned reviewer’s reputation between merged and

abandoned patch for all three systems. Figure 8.12 shows that for Mylyn and Eclipse Platform,

contributing reviewer’s reputation and assigned reviewer’s reputation follow the same pattern but

for Android Platform the pattern is quiet different. As we mentioned earlier 8.3.3 the the average

jaccard similarity values between two list of contributing reviewer’s and assigned reviewer’s for

Android Platform, Eclipse Platform, and Mylyn are 0.58, 0.80, and 0.80 respectively. Android

Platform has the less similarity, this will explains the difference for Android Platform. This feature

is statistically significant only for Android Platform. Baysal et al. [19] found that reviewer activity

is not statistically significant forWebKit and Blink.

It is clear from Table 8.6 that each system has a different set of significant features. The-

refore, we needed to assess how good was the model in terms of describing the outcome for each

system. We analyzed the null and deviance residuals with the chi-square test. In each system, the

p-value was very close to zero, which indicates that the model as a whole is statistically significant
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better than a null model (i.e., empty model with no features). In summary, logistic regression on

the considered features provided a good fit model for bugs that get fixed or not.

8.5 Patch Acceptance Predictive Model

The purpose of this model and study was to assess how well does the prediction model

perform on the subject software systems, i.e., the research question RQ2: How well whether a

patch will be accepted or not can be predicted using a statistical model? Additionally, we wanted

to compare the results of two different classification techniques: Logistic Regression (LR) and

Support Vector Machine (SVM). The choice of SVM was driven by the fact that it was used in

other related empirical studies [57]

The problem of predicting whether a given patch will be accepted or rejected can be con-

sidered as an instance of classification. More specifically, it is an instance of binary classification

whose prediction outcome is accept or reject.

There are previous studies [17], [50] that attempted to study the impact of different features

on the outcome of the code review process. We additionally created a predictive model that com-

pares different groups of features on the patch acceptance outcome. We formulated and evaluated

our predictive model on different combinations of bug, patch and human groups of features. Next,

we discuss in description of the prediction model and the specific features used.

8.5.1 Support Vector Machines

Support vector machines (SVM) is a supervised learning model for two-group classifica-

tion problems. Input vectors are non-linearly mapped to a very high dimension feature space. In

this feature space a linear decision surface is constructed. Special properties of the decision surface

ensures high generalization ability of the learning machine. A Support Vector Machine (SVM) per-

forms classification by finding the hyperplane that maximizes the margin between the two classes.

The vectors that define the hyperplane are the support vectors. New examples are then mapped

into that same space and predicted to belong to a category based on which side of the margin they

fall on [33].
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8.5.2 Predictive Featured Used

Not all the features we used in the descriptive model are available at the patch submission

time. Hence, we considered only those features that are available at the patch submission time.

Specifically, the features Component, Priority, Severity, Owner Bug Assignee Match, Patch Size,

File Size, Entropy Score, Owner’s Reputation, Number of Assigned Reviewers, and Assigned Re-

viewer’s Reputation were used in the predictive model. Note that, Component, Priority, Severity,

and Owner Bug Assignee Match are not applicable for Android Platform.

8.5.3 Training and Test Sets

To conduct our evaluation, we divided the dataset for each system into training and test

sets. For creating the training and test sets, we first sorted the data set based on the review creation

date. We can not use the information from the future reviews in the training set to predict the past

reviews. The dataset was split into 10 different folds and conducted 10 runs. In each run, 2/3rd and

1/3rdof the data were used as training and test sets, and one fold was dropped for the next run. That

is, the first run had 10 folds and the last run had 1 fold.

8.5.4 Evaluation Metrics

Our patch classifier predictive model should correctly predict both accepted and rejected

patches. We need to calculate the evaluation metrics separately for both accepted and rejected

predictions. Hence, we defined four possible conclusions from the patch prediction model.

Patchaa: Number of patches that predicted accepted and were actually accepted.

Patchau: Number of patches that predicted accepted and were actually unaccepted.

Patchuu: Number of patches that predicted unaccepted and were actually unaccepted.

Patchua: Number of patches that predicted unaccepted and were actually accepted.

We used well defined metrics precision and recall for two different outputs of classifier.

The accuracy metrics evaluates the overall performance of the models.
Accuracy is the overall ability to correctly predict both accepted and unaccepted patches

over the total predictions 8.7a. It accounts for both type I (false positives) and type II errors (false
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negatives).

Accuracy =
Patchaa + Patchuu

Patchaa + Patchau + Patchuu + Patchua
(8.7a)

Precisionap =
Patchaa

Patchaa + Patchau
(8.7b)

Recallap =
Patchaa

Patchaa + Patchua
(8.7c)

Precisionuap =
Patchuu

Patchuu + Patchua
(8.7d)

Recalluap =
Patchuu

Patchuu + Patchau
(8.7e)

In our context, precision and recall allow us to evaluate the model from the prospectives

of accepted patches, similarly we need to evaluate the model from the prospectives of unaccepted

patches. Hence we report the precision and recall value for both accepted and unaccepted patches.

Precisionap and Recallap are the precision and recall values for accepted patches 8.7b and

8.7c.

Precisionuap and Recalluap are the precision and recall values for unaccepted patches 8.7d

and 8.7e.

Comparing these four metrics give us the capability to compare the performance of pre-

dictive model for predicting both accepted and unaccepted patches in terms of both precision and

recall. Accuracy metric evaluate the overall performance of the model.

8.6 Predictive Results

We used either a Logistic Regression(LR) model or a Support Vector Machine(SVM) model

with the training sets, and use the test sets to assess the performance of the models afterwards. Each

technique is ran for four different groups of features. Average, minimum and maximum values

of Accuracy, Precisionap, Recallap, Precisionuap, and Recalluap of 10 different test sets are

reported in tables 8.7 and 8.8.

In the case of logistic regression, we assessed if the model formed from each of the training

sets in each groups of features was a good fit. We employed chi-square statistical test and the

p-values for each model was much less than 0.05, which implied the model was a good fit. The
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Table 8.7: Performance of Logistic Regression (LR).

Logistic Regression

Bug+Patch+Human Patch+Human Bug+Patch Bug+Human

Maximum Average Minimum Maximum Average Minimum Maximum Average Minimum Maximum Average Minimum

Accuracy Mylyn 0.91 0.84 0.76 0.92 0.85 0.76 0.84 0.74 0.43 0.91 0.87 0.77

Eclipse Platform 0.97 0.91 0.84 0.96 0.93 0.84 0.88 0.80 0.72 0.98 0.91 0.75

Android Platform - - - 0.77 0.65 0.47 0.65 0.46 0.23 0.76 0.65 0.46

Precisionap Mylyn 0.92 0.86 0.80 0.91 0.86 0.80 0.86 0.79 0.54 0.92 0.88 0.80

Eclipse Platform 0.97 0.92 0.83 0.97 0.93 0.83 0.89 0.80 0.72 0.97 0.92 0.83

Android Platform - - - 0.97 0.66 0.45 1 0.43 0.31 0.87 0.66 0.44

Recallap Mylyn 0.99 0.94 0.81 1 0.96 0.72 0.98 0.88 0.47 0.99 0.96 0.91

Eclipse Platform 1 0.97 0.89 1 0.99 0.97 1 0.99 0.96 1 0.96 0.76

Android Platform - - - 0.81 0.65 0.50 0.63 0.08 0 0.8 0.65 0.5

Precisionuap Mylyn 0.90 0.71 0.27 0.98 0.86 0.67 0.59 0.40 0.1 0.95 0.76 0.43

Eclipse Platform 1 0.86 0.48 1 0.92 0.86 0.5 0.16 0 1 0.88 0.31

Android Platform - - - 0.87 0.62 0.48 0.70 0.48 0.23 0.86 0.62 0.48

Recalluap Mylyn 0.81 0.45 0.15 0.81 0.42 0.14 0.43 0.19 0.05 0.81 0.51 0.17

Eclipse Platform 0.80 0.67 0.47 0.82 0.72 0.47 0.08 0.01 0 0.80 0.69 0.47

Android Platform - - - 0.79 0.64 0.41 1 0.92 0.37 0.79 0.65 0.40

results from each predictor model (LR,SVM) based one different groups of feature, trained by 10

different training sets for each system compared with each others with the Kruskal-Wallis tests and

all p-values were are less than 0.05 which means there is statistical significant differences between

the results.

For evaluating the classifier we compare the results from the predictive models with a

dummy predictor. Dummy predictor randomly predicts the label for patch. Based on the distri-

bution of accepted and unaccepted patch for each system, a related weight is considered for the

randomize operation in dummy predictor. For example in case of Eclipse Platform. distribution of

accepted patch is 81% and distribution of unaccepted patch is 19%. Hence the dummy predictor

picks 81% of test set as accepted and 19% of test set as unaccepted. We run the dummy predictor

20 times for each test set and then calculate the average, maximum, and minimum.

We also compare our result with a Zero model. This model has been used in previous

studies [49]. Zero model always predicts ”accepted”. For example, if there are 80% accepted

patches, then a zero model would have accuracy and recall of 80%. Table 8.9 shows the result for

dummy predictor and Zero model.
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Table 8.8: Performance of Support Vector Machine (SVM).

Support Vector Machine

Bug+Patch+Human Patch+Human Bug+Patch Bug+Human

Maximum Average Minimum Maximum Average Minimum Maximum Average Minimum Maximum Average Minimum

Accuracy Mylyn 0.95 0.92 0.77 0.95 0.91 0.78 0.84 0.75 0.44 0.95 0.93 0.82

Eclipse Platform 0.98 0.93 0.85 0.98 0.93 0.85 0.89 0.80 0.72 0.98 0.94 0.85

Android Platform - - - 0.79 0.68 0.56 0.64 0.47 0.28 0.79 0.68 0.54

Precisionap Mylyn 0.95 0.92 0.83 0.95 0.91 0.81 0.85 0.78 0.52 0.95 0.92 0.85

Eclipse Platform 0.97 0.93 0.83 0.97 0.93 0.83 0.89 0.80 0.72 0.97 0.94 0.83

Android Platform - - - 0.90 0.67 0.50 0.86 0.52 0 0.88 0.68 0.50

Recallap Mylyn 1 0.96 0.75 1 0.98 0.81 1 0.90 0.52 1 0.98 0.85

Eclipse Platform 1 0.99 0.97 1 0.99 0.97 1 1 1 1 0.99 0.98

Android Platform - - - 0.87 0.76 0.61 0.48 0.11 0 0.89 0.77 0.61

Precisionuap Mylyn 0.82 0.72 0.57 0.81 0.65 0.43 0.39 0.11 0 0.81 0.72 0.57

Eclipse Platform 0.82 0.72 0.47 0.81 0.71 0.47 0 0 0 0.83 0.73 0.47

Android Platform - - - 0.72 0.61 0.35 0.99 0.91 0.56 0.81 0.62 0.29

Recalluap Mylyn 1 0.91 0.70 1 0.95 0.73 0.39 0.17 0.29 1 0.96 0.79

Eclipse Platform 1 0.94 0.86 1 0.96 0.88 0 0 0 1 0.96 0.87

Android Platform - - - 0.92 0.68 0.49 0.71 0.48 0.24 0.93 0.69 0.50

Table 8.9: Performance of Dummy Predictor and Zero model

Dummy Predictor Zero Model

Maximum Minimum Average Maximum Minimum Average

Accuracy Mylyn 0.46 0.38 0.42 0.85 0.59 0.78

Eclipse Platform 0.58 0.50 0.54 0.89 0.72 0.81

Android Platform 0.52 0.43 0.47 0.77 0.30 0.55

Recall Mylyn 0.82 0.77 0.78 1 1 1

Eclipse Platform 0.81 0.79 0.80 1 1 1

Android Platform 0.56 0.49 0.50 1 1 1

Precision Mylyn 0.42 0.28 0.36 0.85 0.59 0.78

Eclipse Platform 0.62 0.51 0.57 0.89 0.72 0.81

Android Platform 0.70 0.30 0.50 0.77 0.30 0.55

Specificity Mylyn 0.23 0.21 0.22 0 0 0

Eclipse Platform 0.21 0.18 0.20 0 0 0

Android Platform 0.44 0.42 0.44 0 0 0

NPV Mylyn 0.75 0.57 0.65 0 0 0

Eclipse Platform 0.50 0.35 0.43 0 0 0

Android Platform 0.70 0.22 0.43 0 0 0
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Comparing the results of LR and SVM from Tables 8.7 and 8.8, the average results achieved

by performing SVM are better than LR. Among the four different groups of SVM results, the

results of Bug+Patch+Human, Patch+Human, and Bug+Human groups are pretty much similar.

These three groups could capture the average Accuracy of 92%, 93%, and 68% forMylyn, Eclipse

Platform, and Android Platform respectively. The results by these three groups could capture the

averageAccuracy gain of 119%, 72%, and 44% in comparison with the dummy predictor. Similary

the gain of SVM predictor results over the Zero model are, 18%, 15%, and 24% forMylyn, Eclipse

Platform, and Android Platform respectively.

In overall the predictor model based on group Patch+Human ran by SVM is a good predictor

model for all three systems because 1) with out adding the cost of mining and extracting the bug

features from macro repositories we could achieve the same results in comparison with the predictor

model based on the information from bug repositories. 2) it’s applicable for the systems such as

Android Platform which the relevant bug id for a patch is not traceable in code review repository.

8.7 Threats to Validity

Different Review Processes and Tools: We only consideredGerrit’s review process. We did

not consider other code review tools and process such as emails, and pull requests in git or GitHub.

Developer and Reviewers feedback: We did not ask the developers and reviewers of these

three systems to provide comments and feedback to our findings.

Logistic Regression Model: In our study, a patch is classifies as accepted when the logis-

tic regression model gives a probability that is greater than 0.6. Different thresholds can provide

different results.

Android Platform’s Bugs Information: We could not provide the complete statistics and

results for Android Platform because of the lack of traceability between code review and bug repo-

sitory.

Only Considering the p-value from Logistic Regression Model: To explore what features

have statistically significant impact on the output of code review we only consider the p-values
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from logistic regression model. There are different statistical tests such as Kruskal-Wallis analysis

of variance [61] which can be used instead.
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CHAPTER 9

Conclusions and Future Work

In our conducted research we investigated and presented automated solutions for several

maintenance tasks such as, Change Impact Analysis, Developer Recommendation, Code Reviewer

Recommendation, and Patch Acceptance Predictor. In this chapter, we outline the contributions of

this dissertation and suggest opportunities for future research.

9.1 Contribution and Findings

The goal of the conducted research is to provide automated solutions for several software

maintenance tasks to assist developers and reviewers during the maintenance phase. The resulting

solutions from the previous studies are sub-optimal, e.g., in terms of accuracy and coverage, whe-

reby limiting or questioning their practical ubiquity in the software development workflow. We

conjecture that the past solutions are severely hampered due to their principal reliance on a limited

source of analysis. In order to improve the accuracy and coverage of the solutions we investigated

different source of information from developers and reviewers maintenance activities which cap-

tures the means, i.e., micro events, associated to achieve the maintenance and evolution tasks. Our

formulated methodology consists of the restrained use of machine learning techniques, lightweight

source code analysis, and mathematical quantification of different markers of developer and revie-

wer expertise from these micro events. We ran several empirical studies on large open source and

commercial systems to assess the effectiveness of our presented solutions. Below, we reiterate the

empirical observations of this dissertation:

9.1.1 InComIA, an Approach for Change Impact Analysis

We presented an approach based on a combination of interaction (e.g.,Mylyn) and commit

(e.g., CVS) histories to perform impact analysis (IA) of an incoming change request on source code.

The approach requires only the entities that were interacted and/or committed in the past, which

differs from the previous solutions that require indexing of a complete snapshot (e.g., a release)
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or past commits alone. We conducted an empirical study on the open source system Mylyn. We

empirically compared our approach to those using commits and the entire source code from a single

snapshot. The results show that the presented approach outperformed the baseline competitors.

Lowest recall gains of 28% and 44%, highest recall gains of 225% and 350%, lowest precision

gains of 28% and 33%, and highest precision gains of 250% and 350% were recorded.

9.1.2 RevIA, an Approach for Change Impact Analysis

We presented an approach which uses the code review comments provided by the reviewers

in code review phase as an additional textual information to form the corpus. Such an approach

that combines the code review comments with the textual information from the source code entities

for IA at the change request level was not previously investigated. The presented approach differs

from the previous solutions that require indexing of a complete snapshot (e.g., a release) or past

commits alone. We conducted an empirical study on the open source systemMylyn. We empirically

compared our approach to the approach that uses only the textual information from the source

code entities. The results show that the presented approach outperformed the baseline competitor

in terms of precision, recall, and mean average precision. The results show that adding review

comments to the corpus improves the performance. Lowest recall, precision, and mean average

precision gains of 67%, 100%, and 50% and highest recall, precision, and mean average precision

gains of 126%, 166%, and 260% were recorded.

9.1.3 iHDev, an Approach for Developer Recommendation

We presented the iHDev approach to recommend developers who are most likely to imple-

ment the incoming change requests. iHDev utilizes the archives of developers’ interactions within

an integrated development environment (e.g., software entities viewed or modified) associated with

past change requests. Such use of interaction histories in conjunction with machine learning techni-

ques to recommend developers was not investigated previously. Furthermore, a comparative study

with two previous approaches that use commit histories and/or the source code authorship infor-

mation for developer recommendation was performed. Results show that iHDev could provide a
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statistically significant recall gain of up to 127.27% with equivalent or improved MRR values by

up to 112.5%.

9.1.4 rDevX , the Developer Expertise Model

We presented a developer-expertise model based on lightweight markers of developer ex-

pertise from past code reviews of a software system. We also showed an application of this model,

rDevX , in automatically recommending the developers who should resolve an incoming software

change request (e.g., a bug report or feature request). Our empirical investigation on three open

source projects, Eclipse Platform, Mylyn, and OpenStack Nova shows that rDevX performs better

than two other approaches based on historical commits and their combination. rDevX registers

recall gains as much as 75% over the other approach. These gains came without incurring any de-

creased Mean Reciprocal Rank (MRR) values; rather rDevX recorded improvements in them. That

is, rDevX would typically recommend the correct developers at higher ranks than the competitor.

We found evidence to attribute the gains of rDevX to the exclusive (human roles and dis-

course, and alternative attempts in code changes) and subsuming (authors and accepted changes –

commits) information captured in code review archives.

9.1.5 cHRev, the Code Reviewer Recommendation Model

We presented an approach cHRev to automatically recommend peer reviewers in modern

code review. An empirical study on one commercial and three open source systems showed that

our approach provides improved precision and recall over the state of the art competitors. Our re-

sults show the added value of analyzing specific information available from previously completed

reviews (i.e., quantification of review comments and their recency) for peer reviewer recommen-

dations. We also observed that a developer recommendation approach based on past source code

commits was inadequate in effectively supporting this task. However, our experience from this

investigation shows that the general principles of frequency, workdays, and recency from such a

developer recommendation approach are transformative. That is, these measures when computed

on past code reviews instead of commits are very effective for the task of reviewer recommendation.
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9.1.6 Patch Acceptance Predictor

We examined bug, patch, developer, and reviewer features that characterize the patches that

get accepted or not. We used logistic regression to form a descriptive model from these features.

Moreover, we presented a predictive model that classifies whether a patch will be accepted or not

as soon as it is submitted. Logistic regression and support vector machine were employed to form

the patch predictors.

To validate our approach, we conducted an empirical study on three open source projects

Android Platform, Eclipse Platform, andMylyn. These systems require a peer review of submitted

patches, which is managed byGerrit. Our results showed that features such as, owner bug assignee

match (e.g., the developer who is assigned to resolve the issue in the bug tracking system is the

same as the one who implemented the code change and submitted it for review), the reputation of

developers in terms of their successful history of patch acceptance, the number of revisions made to

the patch, and the number of reviewers greatly influence the likelihood of a patch getting accepted.

Our predictor model achieved the average accuracy values of 68%, 93%, and 92% on Android

Platform, Eclipse Platform, and Mylyn respectively. Furthermore, we noted that support vector

machine performs better than logistic regression for patch acceptance prediction.

9.2 Opportunities for Future Research

In our conducted research we presented several automated solutions for different software

maintenance tasks by utilizing software systems repositories. Our empirical studies prove that these

solutions outperform the state of art and make a major contribution towards helping developers and

improving Software maintenance process. However, there are several opportunities for future work

which are listed below.

9.2.1 Combining Static and Dynamic Analysis with Textual Information

In Chapters 3 and 4 we presented two different approaches for IA based on combination

of textual information from different Software repositories. However, there are previous studies

that provide the benefits of of using static and dynamic analysis for task IA [41]. Thus, future
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work should include this additional information to present an approach for task IA. Similarly, the

future work can investigate an approach based on combination of both interaction and code review

history.

9.2.2 a Developer Recommendation Approach Considering the Workload Balancing

In Chapters 5 and 6 we presented two different approaches for DR. The presented appro-

aches recommend a list of ranked expert developers based on their expertise score to resolve the

change request. Developers with the higher expertise and broad knowledge of Software project

are more likely to be selected as suitable developers to fix the bug. This may cause developers

feel overwhelmed by the large amount of assigned tasks. Thus, future work should consider the

developer’s workload in recommendation.

9.2.3 Considering the Contribution of Developers of Similar Change Requests

The presented approaches in Chapters 5 and 6 consider developers activities of the relevant

source code files to the change request. The future work should also consider the contribution of

developers who were involved in the resolution of the similar change requests in bug repository.

9.2.4 Developer and Reviewers Expertise Markers from Code Review Contents

The presented approaches in Chapters 6 and 7 use code review activities of developers to

build the developer and reviewer expertise models. Previous studies suggested that code review

comments are indicators of developers expertise [82]. The future work can perform the textual ana-

lysis and modeling of review comments to obtain any possible expertise markers from the review

content. These expertise can then be used in future developers expertise models.

9.2.5 Revisiting Code Reviewer Recommendation

The presented approach in Chapter 7 recommends peer reviewers in modern code review

for a specific source code under review. The assignment of reviewer to a specific task is based

on his/her previous review activity. This assignment can be improved by providing more detail

information about the code change itself. For example, the specific part of code change under
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review which has more complexity and needs more attention during the review process. The future

work can provide this information in addition of recommending the reviewers for a review task.

9.2.6 Additional Empirical Studies Considering Different MCR Tools

The code review data we used in our studies in Chapters 6, 7, and 8 was extracted from

Gerrit and CodeFlow. Although we used several open source systems and one industrial project in

our empirical studies, our observations may not be generalized to all Software systems and MCR

tools. The future work should revisit code review studies that are used in other systems with diffe-

rent MCR tools such as pull requests in GitHub and perform additional empirical studies based on

those.

9.2.7 Revisiting the Patch Acceptance Predictor

We presented a patch predictor classifier in Chapter 8 which determines whether a submit-

ted patch will be accepted or not. This predictor considers several features, such as bug, patch,

developer, and reviewer features. Although the patch predictor classify the patch as accepted or

not with a high accuracy, but it does not provide suggestions to developers on how to increase the

acceptance chance of their submitted patches. The future work can provide these suggestions to

developers.
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