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Introduction
Telephone-based interfaces (TBIs) are an increasingly
important method for people to access information. The
telephone is an ubiquitous device and is many people’s pri-
mary method of entry into the information infrastructure.
Access to an increasing number of sophisticated services is
being offered over the telephone, such as voice-mail, elec-
tronic banking and even Web pages. However, these inter-
faces are often slow and hard to use; people get lost

navigating around the hierarchies of menus that they must
go through to reach the option or function desired.

Interaction is limited, in most cases, to the keypad for
input and synthetic or recorded speech for output. The
research we are interested in at Glasgow focuses on how we
can improve the output from such systems by using non-
speech sound. There are only two types of output possible
in a standard TBI: speech and non-speech sounds. In
almost all cases non-speech sounds are not used when the
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person is using the service. This means that an
important part of the output channel is being
wasted. We have conducted several experi-
ments trying different types of sounds and
training methods to understand how non-
speech sound can be used to aid navigation.

Non-speech sound
We are using structured non-speech sounds
called Earcons to provide navigation cues to
help users know where they are and to avoid
becoming lost. Non-speech sounds are used
for this so that speech can remain to present
information about bank account details etc.
(if speech was used for navigation as well then
the interaction would be further slowed down
and the navigation cues would get in the way
of the information the user was really after).
With careful design the sounds and the
speech do not interfere with each other (in
the same way that singers and instruments
work together in music).

How are the sounds used for navigation?
Sounds were added to an hierarchy as shown
in Figure 1. Instead of having 25 individual
sounds, the earcons were designed using hier-
archical rules to aid recall. By remembering a
small number of rules users could work out
what location the sound represents within the
hierarchy. The rules were:
✦ Level 1: Neutral flute sound, played con-

tinuously
✦ Level 2: Each sub-tree was given a differ-

ent musical instrument timbre, played
continuously

✦ Level 3: Rhythm used to differentiate the
nodes. The rhythms were played in the
instrument from level 2

✦ Level 4: The tempo of the level 3 sounds
was changed to differentiate the nodes.

The sounds played when a user moved into a
node within the hierarchy. 

Our experimental results have shown that
people can use the earcons for navigation and
be able to tell where they are within a hierar-
chy of menus very effectively. They can do
this with only small amounts of training and
can remember the sounds well over periods
of time. Therefore, designers of telephone
services can use earcons to provide naviga-
tion cues to greatly enhance the usability of
their systems.

We discuss a two-handed user interface for
three-dimensional neurosurgical visualization

which was designed in collaboration with neu-
rosurgeons at the University of Virginia. The
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Figure 1. The hierarchy used.
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user interface is based on the two-handed
physical manipulation of hand-held tools in
free space. These user interface props facilitate
transfer of the neurosurgeon’s skills for manip-
ulating tools with two hands to the operation
of a user interface for visualizing 3D medical
images. From the surgeon’s perspective, the
interface is analogous to holding a miniature
head in one hand which can be “sliced open”
using a cutting-plane tool  held in the other
hand (Figure 1). The interface also includes a
touchscreen which allows facile integration of
2D and 3D input techniques. Informal evalu-
ations with neurosurgeons (and many non-
neurosurgeons) have shown that with a
cursory introduction, users can operate the
interface within about one minute of touch-
ing the props.

By itself, this system is an example, or a
“point design”; yet to understand why inter-
action techniques do or do not work, and to
suggest possibilities for new techniques, it is
important to move beyond point design and
to introduce careful scientific measurement
of human behavioral principles. For the case
of two-handed virtual manipulation, we pro-
pose behavioral principles and show how our
system is engineered to match these princi-
ples. In particular the common-sense view-
point that “two hands save time by working
in parallel” has some shortcomings because
the hands do not necessarily work in parallel;
rather there is a structure to dexterous two-
handed manipulation, with the preferred
hand articulating its motion relative to the
dynamic frame of reference specified by the
nonpreferred hand, as originally suggested by
psychologist Yves Guiard. This directly influ-

ences the type of input mappings that are
appropriate for two-handed virtual manipu-
lation. 

Furthermore, two hands do more than just
save time over one hand. Users have a keen
sense of where their hands are relative to one
another, which is not dependent on visual
feedback. It is also important to recognize that
a two-handed compound task is not the same

thing as a serial combination of one-handed
subtasks. Using both hands alters the syntax of
the interaction, which can ultimately influ-
ence how users think about a task.

To support these claims, we present a pair of
formal experimental studies which investigate
behavioral aspects of two-handed virtual object
manipulation. Our hope is that this work will
help others to apply the lessons learned in our
neurosurgery application to future user inter-
face designs. We also hope that it may serve as
a concrete example of how one can explore,
understand, and characterize advanced interac-
tion techniques in general.
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Figure 1. A user views a cross-section of a brain
using the interface props.


