
Designing Natural Language Output
for the IoT

Jhim Kiel M. Verame
University of Southampton
Southampton, United Kingdom
j.verame@soton.ac.uk

Enrico Costanza
University of Southampton
Southampton, United Kingdom
ec@ecs.soton.ac.uk

Jacob Kittley-Davies
University of Southampton
Southampton, United Kingdom
jkd3g11@ecs.soton.ac.uk

Kirk Martinez
University of Southampton
Southampton, United Kingdom
km@ecs.soton.ac.uk

Paste the appropriate copyright statement here. ACM now supports three different
copyright statements:

• ACM copyright: ACM holds the copyright on the work. This is the historical
approach.

• License: The author(s) retain copyright, but ACM receives an exclusive
publication license.

• Open Access: The author(s) wish to pay for the work to be open access. The
additional fee must be paid to ACM.

This text field is large enough to hold the appropriate release statement assuming it is
single spaced in a sans-serif 7 point font.
Every submission will be assigned their own unique DOI string to be included here.

Abstract
A large number of devices categorised as “Internet of Things”
(IoT) that are in the consumer market are designed to au-
tonomously monitor things of interest to users. These de-
vices often make use of natural language output, more
specifically textual messages, as a way to notify users.
These messages are commonly simple predetermined
strings. Some IoT devices however are designed to report
on complex applications, which may be difficult for users
without technical domain knowledge to understand. In this
work, we present an initial evaluation in which we investi-
gated how users’ inclination to attend to a monitoring sys-
tem is affected by different level of information. Based our
findings, we discuss future avenues of research which we
believe will further our understanding of natural language
output’s application in the IoT domain.
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tonomously monitor things of interest to users. These de-
vices often make use of natural language output, more
specifically textual messages, as a way to notify users.
These messages are commonly simple predetermined
strings. Some IoT devices however are designed to report
on complex applications, which may be difficult for users
without technical domain knowledge to understand. In this
work, we present an initial evaluation in which we investi-
gated how users’ inclination to attend to a monitoring sys-
tem is affected by different levels of information. Based our
findings, we discuss future avenues of research which we
believe will further our understanding of natural language
output’s application in the IoT domain.
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Introduction
Devices categorised as ‘Internet of Things” (IoT) are be-
coming increasingly available in the marketplace. In par-
ticular, a large number of IoT devices are designed to au-
tonomously monitor things of interest to users. Applications
range in complexity from simple detect-action applications
to the more complex which require human intervention.
Skylock 1, a smart bike lock system that alerts users about
the potential theft of their bicycle is an example of a detect-
action application, it utilise trigger mechanisms to invoke
actions which were defined at the configuration phase. An
example of a more complex systems where human decision
making is required would be the monitoring of livestock [10].
In this situation, IoT devices can inform a veterinarian of a
sensed behaviour however in order to make an informed
decision, a wealth of knowledge and experience is required.

IoT devices often make use of natural language output,

1http://www.skylock.cc/

more specifically textual messages, as a way to notify users.
In simple applications, predetermined strings are sufficient
to convey the necessary information to users. However,
how should more complex applications convey sufficient in-
formation such that an informed decision can be made by
the human recipient without messages being verbose?

We see two key opportunities in exploring how natural lan-
guage output can be utilised. Firstly how it might be used
to convey information from technically complex systems
to non-technical users, and secondly how complex mes-
sages can be conveyed in a succinct manner to both the
technically able and challenged such that the recipient’s re-
sponse is appropriate. In particular in the context of how
these messages can attract the appropriate attention of re-
cipients i.e. respond quickly in an emergency or schedule
interaction when time allows.

In this paper, we present an initial evaluation in which we in-
vestigated how user’s attention is affected by different levels
of information. In particular, we looked at how users react to
messages, shown in different levels of information, contain-
ing a report of potential issues produced by a monitoring
system. Findings suggest that short non-detailed messages
are enough to persuade users to almost always attend to a
monitoring system. However, long and detailed messages
improves users’ efficiency in terms of when to appropriately
attend to such systems. Finally, we discuss future avenues
of research which we believe will further our understanding
of natural language output’s application in the IoT domain.

Background
The use the natural language generation in the context of
IoT devices is in its infancy and as such there is a limited
body of work. As such research from other fields must be
considered and built upon.

http://www.skylock.cc/


Recent studies have investigated how familiar metaphors,
such as a calendar, can be used to convey complex data to
non-technical users (e.g. [2, 11]). In a study by Mennicken
et al. [11], they developed and deployed a prototype in two
real-world smart homes to examine the effectiveness of
a calendar as an interface metaphor to help users make
sense of smart home data. Their findings suggest that such
a metaphor is helpful in giving an overview of the home’s
and family’s behavioral patterns. In our work, we instead fo-
cus on helping users make sense of complex data through
synthetic speech.

A number of studies have looked at providing intelligibility
to explain to users how certain systems work, in order for
users to improve their understanding of the systems’ pro-
cesses (e.g. [1, 5, 7, 8, 9]). For example, in a study by Lim
et al. [9], participants were asked to interact with an intel-
ligent system, where each participant received a different
explanation of the system’s behaviour. Their findings sug-
gest that explaining why a system behaved in a certain way
helped users the most in their understanding of the sys-
tem behaviour compared to other types of intelligibility they
tested.

Similarly, in a study by Herlocker et al. [5], they evaluated
how explanations can improve the acceptance of auto-
mated collaborative filtering (ACF) systems. Their findings
suggest that participants value having the explanations and
that most of the participants also expressed that explana-
tions should be added to ACF systems.

Other studies have also looked at the effects of different lev-
els of system transparency on user’s trust (e.g. [3, 4, 6]).
For example, in a study by Kizilcec [6], he tested how differ-
ent levels of system transparency affected users’ trust in the
context of peer assessment in an online course. Findings
suggest that when users’ expectations are violated, high

transparency (i.e. providing the most detailed explanation)
can decrease user’s trust in the system. However, when
users’ expectations are not violated, the different levels of
transparency did not affect user’s trust.

The studies above focus on how different levels of system
transparency can be used to improve user understanding
of system behaviour and user’s trust in the systems. In con-
trast, our work focuses on how different levels of system
transparency can affect user’s attention on issues raised
by a monitoring system. In the next section, we present our
initial evaluation.

Initial Evaluation
A user study was designed and conducted to understand
what level of detail is required in a natural language mes-
sage system, so that message recipients (users) can make
an informed decision about whether to take action or not.
Eight messages were generated pertaining to a subject
matter which was familiar to all participants, namely server
maintenance. We chose this topic as it is sufficiently com-
plex for some decisions to take an action (or not) must lie
with a human operator. For example, deciding to respond to
potential security threats.

Three textual variations were formed for each of the gener-
ated messages, with each variation providing more detail
than the last. The first variation, “Format A”, expressed a
very high level summary of the message being conveyed,
the information was limited to one of three predefined cat-
egories: User behaviour, System Performance and Sys-
tem Failure. The second message format, “Format B” built
upon this with details of the sources which triggered the
messages creation, but no specifics in regard of the trigger
mechanism. The final message format, “Format C”, pro-
vided details of each trigger and the mechanism by which it



was invoked. An example of the format can be seen below:

• Format A: “There is a risk of system failure on server
beta.”

• Format B: “There is a risk of system failure on server
beta because 1 core metric: temperature, is higher
than average.”

• Format C: “There is a risk of system failure on server
beta because the temperature is 50◦C and the aver-
age temperature is 9◦C.”

The messages were designed such that half of them rep-
resented a situation which required users to take action,
while the remaining half could be considered “false alarms”.
For a false alarm, the example of Format C above would be
changed to: “There is a risk of system failure on server beta
because the temperature is 10◦C and the average tempera-
ture is 9◦C”.

Participants
A total of 8 participants (1 female, 7 male) took part in the
study, All of these were members of the University: PhD
students and one research assistant, from a variety of dis-
ciplines within computer science. All participants have had
some experience of networking, server maintenance and
troubleshooting.

Method
At the beginning of each experiment, participants were
asked to read a participant information document and sign
a consent form. They were then given instruction on how
to proceed with the task. In more detail, participants were
asked to read a scenario text in which they will play a role
of a system administrator and would be shown messages

about potential technical issues. After showing each mes-
sage, they were asked what the message meant to them,
whether it gave more information than the previous mes-
sage and what action they would do in response to the
message. Participants were placed in a lottery pool to win
a £20 in John Lewis voucher. The whole study took around
10 minutes to be completed.

Results and Discussion
Showing format A (the shortest message format) is enough
to make people consider taking action such as “investigate
what kind of user behaviour it is” (user 1) by for example
“checking the user logs” (user 2). However such action may
be unnecessary and the comments made by participants
reflected that there was insufficient detail to draw a conclu-
sion as “it is not very detailed” (user 3) and that “it’s fairly
vague” (user 4). Some participants decided not to act as
a result, but the majority expressed a need to investigate
further and “try to find out what the risk was” (user 5). It is
worth noting that this result may have been caused by the
fact that none of the participants are system administrators
and instead responded as they would expect system admin-
istrators to do so when receiving such a message. In fact,
one participant commented that “...if you earn money from
this job [as a system administrator], you have to check even
if there’s a message saying oh there’s a risk of failure” (user
6).

Message format B did provide enough additional informa-
tion for the majority of participants to elaborate on their
course of action and also increased their likeliness to take
an action. However, for most messages, it did not change
their initial path even if the situation actually did not need
to be investigated. In other words, with both format A and
format B participants also reacted to “false alarms”.



In contrast, format C seems to provide the level of detail
necessary for most participants to recognize most false
alarms, and thus possibly increase their efficiency. All par-
ticipants reported that Format C (of any message) helped
pinpoint the problem with the most precision. As one par-
ticipant said about Format C: “I think [the message] is de-
tailed. I mean, it makes my life easier. It tells me what I
should look at instead of me trying to find the problem. It
automatically suggests me what I should check” (user 4).

Future Work
The work outlined here was preliminary and further work
is needed to better understand this space. Although our
findings suggest that detailed messages result in more de-
cisive decision making, the limited scope of the experiment
means that these finding must be only considered advisory
and that a more detailed investigation must be conducted to
gain further insight.

Having designed this experiment and in reviewing the liter-
ature we identified a number of potential avenues for future
research. We will refrain from discussing the need to de-
velop a logically and grammatically correct scheme for the
generation of messages as it is a field with substantial ex-
isting work. However the way in which urgency can be con-
veyed in the context of inanimate IoT devices could be of
great interest. For example a message designed to convey
urgency may be misconstrued as low priority. Variation in
recipient responses due the the conduit of communication
may also be of interest. Does the delivery method impact
the actions or recipients? And finally can agent based sys-
tems, harnessing two way communication provide natural
language systems for IoT devices that not only convey a
message, but in a way that invokes the necessary action
from the recipient? Also in systems where an autonomous
agent can suggest actions, it would be interesting to see

how the inclusion of confidence information affects human
operator’s actions. In recent work [12] it was shown that the
addition of confidence information i.e. estimated probability
that an inference that the agent is correct, can improve the
adoption and reliance on agents.

Conclusion
In this work, we investigated what level of detail should be
included in the natural language messages produced by
IoT devices. Our findings suggest different levels of detail
have advantages and disadvantages. Displaying short and
simple messages are enough to persuade users to attend
to the system, which can be more appropriate for safety-
critical systems. However, providing detailed messages
help users to efficiently take actions, as it helps them dis-
tinguish between false and correct alarms. As such, for
systems that are less safety-critical, the implementation
of detailed messages is more appropriate. Further work is
needed to evaluate long term effects and to test the differ-
ent levels of information in more varied and realistic scenar-
ios.
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