
speed of a steam engine: "[It] is prefer- 
able to the Turing machine as an arche- 
type for models of cognition." I would 
like to believe that this turns out to be 
a barren program. 

To summarize: Aaron Sloman and 
John McCarthy, two major proponents 
of fundamental research in AI, demon- 
strated that realistic AI requires arming 
a program with a philosophy. Their 
IJCM '95 papers ("A philosophical 
encounter," available at http://www.cs. 
bham.ac, uk/-axs/cog_aff~ct/ijcai95, the color aI 
text, and "What has AI in common 
with philosophy?" available at 
http://www-j~rmal.stanJ~rd, edu/jmc/ 
aiphil/aiphil.html, respectively) consol- 
idated the need for deeper inquiries Design, conl 
into fou 
ous part 
of Mc( 
that hav 
philoso] 
notes tl- 
lems ta 
about i 
robot." 
" S o m e  

helpful 
already 
heavy - 
even biased emphasis on connec- Cambridge, 
tionism, neurocomputing, situated AI, 
and yes, dynamic systems theory. In 
the words of Margaret A. Boden (from 
the back cover of Mind Design II), 
"which of these is the most stable, and 
whether the foundations need to be re- 
worked, are questions readers will be 
eager to explore." Haugeland uses the 
umbrella term NFAI (New-Fangled 
M) to mean scientific mind design that 
is not GOFAI (Good Old-Fashioned 
M, that is, thinking as internal symbol 

to be quite complete. I also liked the 
fact that each reference has pointers 
indicating in which chapters it was 
cited. All the figures in Mind Design II 
have been redrawn, rendering a more 
harmonious look. There are quite a few 
typos, but they are not of the confus- 
ing kind. A valid complaint could be 
made that there are no name or subject 
indices; these would indeed be very 
useful in a book of this size. Finally, 
while the cover illustration is fine, both 

and the quality of the cover 
c~uld b e improved. 

I would like to end this review by 
explaining the r~levance of the opening 
stanza of Perkoff as follows. Mind 

contained the seeds of a second 
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A 
rtificial Intelligence and Mobile 
Robots is a compilation of 13 
chapters by well respected 

robotics researchers describing some of 
their most recent work. The book aims 
to provide a "how-to" guide to build- 
ing the control system of a mobile 
robot. These case studies are definitely 
worth studying: seven of the 13 have 
placed highly in various robotics com- 
petitions. In the introduction, the edi- 
tors give a good, yet brief, history off 
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intelligent robots. The book is then 
divided into three sections. 

The first section, "Mapping and 
Navigation," could easily be titled 
"Sonar." It is packed with ideas and 
pseudo-code and is a superb guide to 
adding this type of sensing to a robot 
platform. Map making and navigation 
are classical problems in mobile robot- 
ics and a number of theoretical solu- 
tions exist (e.g. Lumelsky's "Cocktail 
party" model). This section presents 
methods which are both well founded 
and practical. For example, both occu- 
pancy grids and topological maps are 
discussed in some detail. 

The first chapter, "Map Learning 
and High-Speed Navigation in 
RHINO" (Thrun et al;), gives a com- 
prehensive account of an effective map 
learner and path planner. Koenig and 
Simmons in their description of the 
"Xavier" robot take a similar approach, 
but they use a partially observable 
Markov model to solve the localizati, 
("Where am I?") problem. T 
"Dervish" robot (Nourbakhsh) with 

The two questions of how much of 
the world to represent, and in what 
form to represent that world, have long 
challenged robotics researchers. Early 
attempts to faithfully model the global 
environment floundered and were 
soon challenged by the fast but low- 
level "reactive planners." The current 
consensus is that both types of control 
are necessary and must be somehow 
integrated into a coherent whole. The 
third section, "Mobile Robot 
Architectures," is devoted to this topic. 
The first chapter, "Three-Layer 
Architectures" (Gat), sets the scene 
masterfully with a full discussion of 
why three kinds of control (fast obsta- 
cle avoidance, task sequencing, and 

work?" The reader will have no trouble 
duplicating the machines described, 
but there are few clues as to how one 
might improve on them. 

In summary, Artificial Intelligence 
andMabile Robots is a thought provok- 
ing, if somewhat eclectic, snapshot of 
current robotics, concentrating on the 
development of competition-winning 
robots. (Will robots ever do anything 
other than clean up trash?) It does not 
try to be, and is not, a history of intel- 
ligent robots, although at times I won- 
dered if the successes and lessons 

overall plannifig) are necessary as Well learned might not be more clearly pre- 
as the sented set against past failures and 
or met dead ends. I found the book a pleasure 
ters in to read. Judging by lahe way the review 
descriF copy mysteriousl foufidits  way to Y 

terns, desks far across the lab, this i~ a book 
tO o w n .  

novel sonar layout and purely topolog- (Brutzman et al.), is also noteworthy. 
ical mapping is also described, as is the Not only is the underwater domain an 

especially demanding one, but even 
the physics of simple motions are non- 
intuitive. There is a great opportunity 
to learn about the fundamental aspects 
of robot control architectures by com- 
paring systems operating in very differ- 
ent environments. It would have been 
nice if the authors had included such 
an explicit comparison. For example, 
the Phoenix controller is a particularly 
clear example of the three layer archi- 
tecture, and while the authors state 
that the architecture allows responses 
on a range of time scales, it is the anal- 
ogy with the organization of the crew 
on naval submarines that is pursued at 
length. Your reviewer was left wonder- 
ing whether the architecture of this 
robot, and by implication other three- 
layer robots, has been unduly influ- 
enced by the sociology of human hier- 
archies. To summarize this section: it 
succeeds as a how-to manual, but one 
is left wondering "Why do these robots 

"Carmel" robot (Kortenkamp et al.), 
which employs a reactive path planner. 
In short, this section is absolutely 
indispensable reading for anyone new 
to mobile robots. 

The second section, "Vision for 
Mobile Robots," is a useful introduc- 
tion to the types of vision algorithms 
that have proved themselves useful in 
practice. The methods described are 
not state-of-the-art computer vision 
algorithms. They are, however, simple 
and effective. The primary goal of the 
vision systems described here is to 
(help) define a driveable region. This is 
principally achieved by color segmen- 
tation, but also by blob and edge 
detection. These algorithms lack the 
sophistication of the advanced struc- 
ture from motion algorithms. Indeed, 
they lack the sophistication of  
Moravec's Stanford cart. However, 
they make up for this by achieving 
high flame rates. 
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T 
his book describes various neur- 
al networks and their behavior 
based on David Marr's theory of 

vision and information processing sys- 
tems [Marr82]. The author, Richard 
Golden, is an Associate Professor in the 
Program of Cognition and Neuro-sci- 
ence at the University of Texas at 
Dallas. He has published a number of 
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