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ABSTRACT

Video Question Answering is a challenging problem in visual in-

formation retrieval, which provides the answer to the referenced

video content according to the question. However, the existing vi-

sual question answering approaches mainly tackle the problem of

static image question, which may be ineffectively for video ques-

tion answering due to the insufficiency of modeling the temporal

dynamics of video contents. In this paper, we study the problem

of video question answering by modeling its temporal dynamics

with frame-level attention mechanism. We propose the attribute-

augmented attention network learning framework that enables the

joint frame-level attribute detection and unified video representa-

tion learning for video question answering. We then incorporate

the multi-step reasoning process for our proposed attention net-

work to further improve the performance. We construct a large-

scale video question answering dataset. We conduct the experi-

ments on both multiple-choice and open-ended video question an-

swering tasks to show the effectiveness of the proposed method.
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1 INTRODUCTION

Visual information retrieval (VIR) is the information deliverymech-

anism that enables users to post their queries and then obtain the

answers from visual contents [3]. As an emerging kind of recom-

mender system, visual question answering is an important prob-

lem for VIR sites, which automatically returns the relevant answer

from the referenced visual contents according to users’ posted ques-

tion [1, 5–7]. Currently, most of the existing visual question an-

swering methodsmainly focus on the problem of static image ques-

tion answering [1, 10–12, 15, 17]. Although existing methods have
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Q: What is a woman boiling in a pot of water? A:eggs

Attribute: "dog", "egg", "bowl", "woman", "plate"

Figure 1: Video Question Answering

achieved promising performance in image question answering task,

they may still be ineffective applied to the problem of video ques-

tion answering due to the lack of modeling the temporal dynamics

of video contents [21, 22].

The video content often contains the evolving complex inter-

actions and the simple extension of image question answering is

thus ineffectively to provide the satisfactory answers. This is be-

cause the relevant video information is usually scattered among

the entire frames. Furthermore, a number of frames in video are

redundant and irrelevant to the question. We give a simple ex-

ample of video question answering in Figure 1. We demonstrate

that the answering for question "What is a woman boiling in a

pot of water?" requires the collective information from multiple

video frames. Recently, temporal attention mechanisms have been

shown to its effectiveness on critical frame extraction for video

representation learning [14]. Thus, we then employ the temporal

attention mechanisms to model the temporal dynamics of video

contents. On the other hand, the utilization of high-level semantic

attributes has demonstrated the effectiveness in visual understand-

ing tasks [13]. Furthermore, we observe that the detected attributes

are able to enhance the performance of video question answering

in Figure 1. Thus, leveraging both temporal dynamic modeling and

semantic attributes is critical for learning effective video represen-

tation in video question answering.

In this paper, we study the problem of video question answering

bymodeling its temporal dynamics and semantic attributes. Specif-

ically,we propose the attribute-augmented attention network learn-

ing framework that enables the joint frame-level attribute detec-

tion and unified video representation learning for video question

answering. We then incorporate the multi-step reasoning process

for our proposed attribute-augmented attention network to further

improve the performance, named as r-ANL. When a certain ques-

tion is issued, r-ANL can return the relevant answer for it based on

the referenced video content. The main contributions of this paper

are as follows:

• Unlike the previous studies, we study the problem of video

question answering by modeling its temporal dynamics

and semantic attributes.We propose the attribute-augmented
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Figure 2: The Overview of Video Question Answering via Attribute-Augmented Attention Network Learning

attention network learning framework that jointly detects

frame-level attribute and learns the unified video represen-

tation for video question answering.

• We incorporate the multi-step reasoning process for the

proposed attention networks to enable the progressive joint

representation learning ofmultimodal temporal attentional

video with semantic attributes and textual question to fur-

ther improve the performance of video question answer-

ing.

• We construct a large-scale dataset for video question an-

swering. We evaluate the performance of our method on

both multiple choice and open-ended video question an-

swering tasks.

2 VIDEO QUESTION ANSWERING VIA

ATTENTION NETWORK LEARNING

2.1 Problem Formulation

Before presenting our method, we first introduce some basic no-

tions and terminologies. We denote the question by q ∈ Q , the

video by v ∈ V and the attributes by a ∈ A, respectively. The frame-

level representation of video v is given by v = (v1, v2, . . . , vN ),

where N is the length of video v. We then denote the frame-level

representation of attributeav for video v by av = (av,1,av,2, . . . , av,N ),

where av,i is the set of the attributes for the i-th frame.We then de-

noteW as the vocabulary set or dictionary, wherewi ∈ R |W | is the

one-hot word representation. Since both video and question con-

tent are sequential data with variant length, it is natural to choose

the variant recurrent neural network called long-short term mem-

ory network (LSTM) [8].

Specifically, we learn the feature representation of both video

and question by bidirectional LSTM, which consists of a forward

LSTM and a backward LSTM [18]. The backward LSTM has the

same network structure with the forward one while its input se-

quence is reversed. We denote the hidden state of the forward

LSTM at time t by h
f
t , and the hidden state of the backward LSTM

by hbt . Thus, the hidden state of video v at time t from bidirectional

layer is denoted by ht = [h
f
t ,h

b
N−t+1

]. The hidden states of video

v is given by hv = (h1,h2, . . . ,hN ). We then denote the latent

representation of question q from bidirectional layer by hq .

Using the notations above, the problem of video question an-

swering is formulated as follows. Given the set of videos V , ques-

tionsQ and attributesA, our goal is to learn the attribute-augmented

attention network such that when a certain question is issued, r-

ANL can return the relevant answer for it based on the referenced

video content. We present the details of the attribute-augmented

attention network learning framework in Figure 2.

2.2 Attribute-Augmented Attention Network

Learning

In this section, we propose the attribute-augmented attention net-

work to learn the joint representation of multimodal video content

and detected attributes according to the question for bothmultiple

choice and open-ended video question answering tasks.

We first employ a set of pre-trained attribute detectors to ob-

tain the visual attributes for each frame in video v, denoted as

av,i [9, 16, 19]. Each attribute wj ∈ av,i corresponds to one en-

try in the vocabulary set W . We then obtain the representation

for attribute set by f (av,i ) =
1

|av, i |

∑
wj ∈av, i Twwj , where Tw is

the embedding matrix for attribute representation and |av,i | is the

size of attribute set for the i-th frame. We thus learn the joint rep-

resentation of multimodal attributes and frame representation by

дvi (av,i ) = hi ⊗ f (av,i ), where ⊗ is the element-wise product and

hi is from bidirectional layer at time i .

Inspired by the temporal attention mechanism, we introduce

the attribute-augmented attention network to learn the attribute-

augmented video representation according to the question for video

question answering. Given the question q and the i-th frame of

video v, the temporal attention score sqi is given by:

sqi = tanh(Wqhq +Wvдvi (av,i ) + bt ), (1)

where Wq and Wv are parameter matrices and bt is bias vector.

Thehq denotes the latent representation of questionq andдvi (av,i )

is attribute-augmented latent representation of the i-th frame from

bidirectional LSTM networks, respectively. For each frame vi , the

activations in temporal dimension by the softmax function is given

by αv,i =
exp(sqi )∑N
i=1 exp(sqi )

, which is the normalization of the temporal



attention score. Thus, the temporally attended video representa-

tion according to questionq is given bymq(v) =
∑N
i=1 αv,iдvi (av,i ).

We then incorporate the multi-step reasoning process for the

proposed attribute-augmented attention networks to further im-

prove the performance of question-oriented video representation

for video question answering. Given the attribute-augmented at-

tention networkmq(v), video v and questionq, the attribute-augmented

attention network learning with multi-step reasoning process is

given by:

zr = zr−1 +mzr−1(v),

z0 = q, (2)

which is recursively updated. The joint question-oriented video

representation is then returned after the R-th reasoning process

update, given by zR . The learning process of reasoning attribute-

augmented attention networks in case of r = 2 is illustrated in

Figure 2.

We next present the objective function of our method for both

multiple-choice and open-ended video question answering tasks.

For training the model for multiple-choice task, we model video

question answering as a classification problem with pre-defined

classes. Given the updated joint question-oriented video represen-

tation zR , a softmax function is then employed to classify zR into

one of the possible answers as

py = so f tmax(WyzR + by ), (3)

where Wy is the parameter matrix and by is the bias vector. On

the other hand, for training the model for open-ended video ques-

tion answering, we employ the LSTM decoderd(·) to generate free-

form answers based on the updated joint question-oriented video

representation zR . Given video v, question q and ground-truth an-

swer y = (y1, y2, . . . , yM ) and the generated answer o = (o1, o2, . . . , oM ),

the loss function L(d(zR ), y) is given by:

L(d(zR ), y) =

M∑

i=1

1[yi , oi ], (4)

where 1[·] is the indicator function. We denote all the model co-

efficients including neural network parameters and the result em-

beddings by Θ. Therefore, the objective function in our learning

process is given by

min
Θ

L(Θ) = LΘ + λ‖Θ‖
2
, (5)

where λ is the trade-off parameter between the training loss and

regularization. To optimize the objective function, we employ the

stochastic gradient descent (SGD) with the diagonal variant of Ada-

Grad.

3 EXPERIMENTS

3.1 Data Preparation

We construct the dataset of video question-answering from the

YouTube2Text data [2] with natural language descriptions, which

consists of 1,987 videos and 122,708 descriptions. Following the

state-of-the-art question generationmethod, we generate the question-

answer pairs from the video descriptions. Following the existing vi-

sual question answering approaches [1], we generate three types

of questions, which are related to the what, who and other queries

Table 1: Summary of Dataset

Data Splitting
Question Types

What Who Other

train 57,385 27,316 3,649

valid 3,495 2,804 182

test 2,489 2,004 97

for the video. We split the generated dataset into three parts: the

training, the validation and the testing sets. The three types of

video question-answering pairs used for the experiments are sum-

marized in Table 1. The dataset will be provided later.

We then preprocess the video question-answering dataset as

follows. We first sample 40 frames from each video and then re-

size each frame to 300×300. We extract the visual representation

of each frame by the pretrained ResNet [4], and take the 2,048-

dimensional feature vector for each frame [20].We employ the pre-

trained word2vec model to extract the semantic representation of

questions and answers [23]. Specifically, the size of vocabulary set

is 6,500 and the dimension of word vector is set to 256. For train-

ing model for open-ended video question answering task, we add

a token <eos> to mark the end of the answer phrase, and take the

token <Unk> for the out-of-vocabulary word.

3.2 Performance Comparisons

We evaluate the performance of our proposed r-ANL method on

both multiple-choice and open-ended video question answering

tasks using the evaluation criteria of Accuracy. Given the testing

question q ∈ Qt and video v ∈ Vt with the groundtruth answer

y, we denote the predicted answer by our r-ANL method by o. We

then introduce the evaluation criteria of Accuracy below:

Accuracy =
1

|Qt |

∑

q∈Qt ,v∈Vt

(1 −

K∏

i=1

1[yi , oi ]),

where Accuracy = 1 (best) means that the generated answer and

the ground-truth ones are exactly the same, while Accuracy = 0

means the opposite. When we performance the multiple-choice

video question answering task, we set the value of K to 1.

We extend the existing image question answering methods as

the baseline algorithms for the problem of video question answer-

ing.

• VQA+method is the extension of VQAalgorithm [1],where

we add the mean-pooling layer that obtains the joint video

representation fromResNet-based frame features, and then

computes the joint representation of question embedding

and video representation by their element-wise multipli-

cation for generating open-ended answers.

• SAN+method is the incremental algorithmbased on stacked

attention networks [17], where we add the LSTM network

to fuse the sequential representation of video frames for

video question answering.

Unlike the previous visual question answering works, our r-ANL

method learns the question-oriented video question with multiple

reasoning process for the problem of video question answering. To

study the effectiveness of attribute-augmented mechanism in our



Table 2: Experimental results on both open-ended and multiple-choice video question answering tasks.

Method
Open-ended VQA task question type Multiple-choice VQA task question type

What Who Other Total accuracy What Who Other Total accuracy

VQA+ 0.2097 0.2486 0.7010 0.386 0.5998 0.3071 0.8144 0.574
SAN+ 0.168 0.224 0.722 0.371 0.582 0.288 0.804 0.558

r-ANL(−a) 0.164 0.231 0.784 0.393 0.550 0.288 0.825 0.554
r-ANL(1) 0.179 0.235 0.701 0.372 0.582 0.261 0.825 0.556
r-ANL(2) 0.158 0.249 0.794 0.400 0.603 0.285 0.825 0.571
r-ANL(3) 0.216 0.294 0.804 0.438 0.633 0.364 0.845 0.614

Question: What is the woman slicing? Answer:

vegetables

fish

Pasta

air

Figure 3: Experimental results of both open-ended and

multiple-choice video question answering

attention network, we evaluate our method with the one without

attributes, denoted as r-ANL(−a). To exploit the effect of reasoning

process, we denote our r-ANL method with r reasoning steps by

r-ANL(r ) . The input words of our method are initialized by pre-

trained word embeddings with size of 256, and weights of LSTMs

are randomly by a Gaussian distribution with zero mean.

Table 2 shows the overall experimental results of the methods

on both open-ended and multiple-choice video question answer-

ing tasks with different types of questions. The hyperparameters

and parameters which achieve the best performance on the vali-

dation set are chosen to conduct the testing evaluation. We report

the average value of all the methods on three evaluation criteria.

We give an example of the experimental results by our method in

Figure 3.

4 CONCLUSION

In this paper, we study the problem of video question answering

from the viewpoint of attribute-augmented attention network learn-

ing. We first propose the attribute-augmented method that learns

the joint representation of visual frame and textual attributes. We

then develop the attribute-augmented attention network to learn

the question-oriented video representation for question answer-

ing. We next incorporate the multi-step reasoning process to our

proposed attention network that further improve the performance

of the method for the problem. We construct a large-scale video

question answering dataset and evaluate the effectiveness of our

proposed method through extensive experiments.
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