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#### Abstract

In this paper, we develop a new approach to the discriminant of a complete intersection curve in the 3-dimensional projective space. By relying on the resultant theory, we first prove a new formula that allows us to define this discriminant without ambiguity and over any commutative ring, in particular in any characteristic. This formula also provides a new method for evaluating and computing this discriminant efficiently, without the need to introduce new variables as with the well-known Cayley trick. Then, we obtain new properties and computational rules such as the covariance and the invariance formulas. Finally, we show that our definition of the discriminant satisfies to the expected geometric property and hence yields an effective smoothness criterion for complete intersection space curves. Actually, we show that in the generic setting, it is the defining equation of the discriminant scheme if the ground ring is assumed to be a unique factorization domain.


## 1. INTRODUCTION

Discriminants are central mathematical objects that have applications in many fields. Let $\mathbb{K}$ be a field and suppose given integers $1 \leq c \leq n$ and $1 \leq d_{1}, \ldots, d_{c}$. Let $S$ be the set of all $c$-uples of homogeneous polynomials $f_{1}, \ldots, f_{c}$ in the polynomial ring $\mathbb{K}\left[x_{1}, \ldots, x_{n}\right]$ of degree $d_{1}, \ldots, d_{c}$ respectively. Consider the subset $D$ of $S$ corresponding to those $c$-uples of homogeneous polynomials that define an algebraic subvariety in $\mathbb{P}_{\mathbb{K}}^{n-1}$ which is not smooth and of codimension c. It is well-known that $D$ is an irreducible hypersurface provided $d_{i} \geq 2$ for some $i$, or provided $c=n$ (in which case $D$ is nothing but the resultant variety) [8]. The discriminant polynomial is then usually defined as an equation of $D$. It is a homogeneous polynomial in the coefficients of each polynomial $f_{i}$ whose vanishing provides a smoothness criterion [8]. This geometric approach to discriminants yields a beautiful theory with many remarkable results (e.g. [8]). However, whereas there are strong interests in computing with discriminants (e.g. [7, 14, 13, 17, 4]), including in the
field of number theory, this approach is not tailored to develop the required formalism. For instance, having the discriminant defined up to a nonzero multiplicative constant is an important drawback, especially when computing over fields of positive characteristic. Another point is about the computation of discriminants: it is usually done by means of the famous Cayley trick that requires to introduce new variables, which has a bad effect on the computational cost.

In some cases, there exist an alternative to the above geometric definition of discriminants. In the case $c=n$, which corresponds to resultants, there is a huge literature where the computational aspects are treated extensively. In particular, a vast formalism is available and many formulas allow to compute resultants, as for instance the well-known Macaulay formula (e.g. 9, 10, 5]). When $c<n$ the theory becomes much more delicate. Nevertheless, for both cases $c=1$ (hypersurfaces) and $c=n-1$ (finitely many points) discriminants can be defined rigorously and their formalism has been developed. The case $c=1$ goes back to Demazure 6. 7) and the case $c=n-1$ has been initiated by Krull [11, 12. In both cases, the discriminant is defined by means of resultants, via a universal formula. This allows to develop the formalism, to obtain useful computational rules and also to compute it efficiently by taking advantage of the Macaulay formula for resultants; see 3 for more details.

The goal of this paper is to provide a similar treatment in the case $(c, n)=(2,4)$. Our approach relies on the characterization of this discriminant by means of a universal formula where resultants and discriminants of finitely many points appear. As far as we know, this formula is new and provide the first (efficient) method to compute the discriminant of a complete intersection curve over any ring. In particular, we provide a closed formula that allows to compute it as a ratio of determinants. We emphasize that the computations are done in dimension at most 3 , that is to say that there is no need to introduce new variables as with the Cayley trick. We mention that the problem of studying and computing discriminants goes back to the remarkable paper 16 of Sylvester in 1864. The case $(c, n)=(2,4)$ was the last remaining case to complete the picture in $\mathbb{P}^{3}$.

Before going into further details, we provide an example to illustrate the contribution of this paper. The Clebsch cubic projective surface is defined by the homogeneous polynomial

$$
f_{1}:=\frac{1}{3}\left(\sum_{i=1}^{4} x_{i}^{3}-\left(\sum_{i=1}^{4} x_{i}\right)^{3}\right) \in \mathbb{Z}\left[x_{1}, x_{2}, x_{3}, x_{4}\right] .
$$

By [3, Definiton 4.6] and the Macaulay formula, we get

$$
3^{5} \cdot \operatorname{Disc}\left(f_{1}\right)=\operatorname{Res}\left(\partial_{1} f_{1}, \ldots, \partial_{4} f_{1}\right)=-3^{5} \times 5
$$

Thus, $\operatorname{Disc}\left(f_{1}\right)=-5$ and we recover that the Clebsch surface is smooth except in characteristic 5 . Now, consider the family of quadratic forms

$$
f_{2}:=a x_{1}^{2}+x_{1} x_{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2} \in \mathbb{Z}[a]\left[x_{1}, x_{2}, x_{3}, x_{4}\right] .
$$

The formula (4) we will prove in this paper allows to compute the discriminant of the intersection curve between the Clebsch surface and these quadratic forms; we get

$$
\begin{gathered}
\operatorname{Disc}\left(f_{1}, f_{2}\right)=2 a\left(110592 a^{7}+442944 a^{6}+1163408 a^{5}+\right. \\
\left.1303260 a^{4}+416575 a^{3}+238468 a^{2}-33924 a-4448\right) \\
\cdot\left(3456 a^{5}+8208 a^{4}+10656 a^{3}+14069 a^{2}+11134 a+3176\right)^{2} .
\end{gathered}
$$

In characteristic 5 , the Clebsch surface $f_{1}=0$ is singular at the point $P=(1: 1: 1: 1)$. So, if the surface defined by the equation $f_{2}=0$ goes through $P$ then their intersection curve will be singular at $P$. In general, this is not the case. Indeed, we have that

$$
\begin{aligned}
\operatorname{Disc}\left(f_{1}, f_{2}\right) & =2 a\left(2 a^{7}+4 a^{6}+3 a^{5}+3 a^{2}+a+2\right) \\
& \cdot\left(a^{5}+3 a^{4}+a^{3}+4 a^{2}+4 a+1\right)^{2} \quad \bmod 5
\end{aligned}
$$

Now, if $a$ is specialized to $5 b-4$ then we force the surfaces defined by $f_{2}=0$ to go through $P$. Applying this specialization the above formula, we obtain

$$
\begin{aligned}
& \operatorname{Disc}\left(f_{1}, f_{2 \mid a=5 b-4}\right)=2 \cdot(5 b-4) \cdot 5 \\
& \cdot\left(31250 b^{7}-\ldots\right)\left(3125 b^{5}-\ldots\right)^{2} \bmod 5
\end{aligned}
$$

so that this discriminant now vanishes modulo 5 as expected.
The paper is organized as follows. In Section 2 we prove a new formula, based on resultants, that is used to provide a new definition of the discriminant of a complete intersection space curve. Then, in Section 3 we give some properties and computational rules of this discriminant by relying on the existing formalism of resultants. Finally, in Section 4 we show that our definition is correct in the sense that it satisfies to the expected geometric property, in particular it yields a universal and effective smoothness criterion which is valid in arbitrary characteristic.

In the sequel, we will rely heavily on the theory of resultants and its formalism, including the Macaulay formula. We refer the reader to [9] and [5, Chapter 3]. We will also assume some familiarity with the definition of discriminants in the case $c=n-1$ for which we refer the reader to [38 §3.1]. Resultants and discriminants will be denoted by $\operatorname{Res}(-)$ and Disc(-) respectively.

## 2. DEFINITION AND FORMULA

Suppose given two positive integers $d_{1}, d_{2}$ and consider the generic homogeneous polynomials in the four variables $\underline{x}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$

$$
f_{1}:=\sum_{|\alpha|=d_{1}} U_{1, \alpha} x^{\alpha}, \quad f_{2}:=\sum_{|\alpha|=d_{2}} U_{2, \alpha} x^{\alpha} .
$$

We denote by $A=\mathbb{Z}\left[U_{i, \alpha} ; i=1,2,|\alpha|=d_{i}\right]$ the universal ring of coefficients and we define the polynomial ring $C=A[\underline{x}]$. The partial derivative of the polynomial $f_{i}$ with
respect to the variable $x_{j}$ will be denoted by $\partial_{j} f_{i}$. Moreover, given four homogeneous polynomials $p_{1}, p_{2}, p_{3}, p_{4}$ in the variables $\underline{x}$, the determinant of their Jacobian matrix will be denoted by $J\left(p_{1}, p_{2}, p_{3}, p_{4}\right):=\operatorname{det}\left(\partial_{j} p_{i}\right)_{i, j=1 \ldots, 4}$.

Theorem 1. Using the above notation, assume that $d_{1}+$ $d_{2} \geq 3$. Let $l, m, n$ be three linear forms

$$
l(\underline{x})=\sum_{i=1}^{4} l_{i} x_{i}, m(\underline{x})=\sum_{i=1}^{4} m_{i} x_{i}, n(\underline{x})=\sum_{i=1}^{4} n_{i} x_{i}
$$

and denote by $A^{\prime}$ the polynomial ring extension of $A$ with the coefficients $l_{i}$ 's, $m_{j}$ 's and $n_{k}$ 's of the linear forms $l, m, n$. Then, there exists a unique polynomial in $A$, denoted by $\operatorname{Disc}\left(f_{1}, f_{2}\right)$ and called the universal discriminant of $f_{1}$ and $f_{2}$, which is independent of the coefficients of $l, m, n$ and that satisfies to the following equality in $A^{\prime}$ :

$$
\begin{aligned}
& \operatorname{Res}\left(f_{1}, f_{2}, J\left(f_{1}, f_{2}, l, m\right), J\left(f_{1}, f_{2}, l, n\right)\right)=\operatorname{Disc}\left(f_{1}, f_{2}\right) \\
& \left.\quad \cdot \operatorname{Res}\left(f_{1}, J\left(f_{1}, l, m, n\right)\right), f_{2}, J\left(f_{2}, l, m, n\right)\right) \operatorname{Disc}\left(f_{1}, f_{2}, l\right) .
\end{aligned}
$$

By convention, if $d_{j}=1$ we set
$\left.\operatorname{Res}\left(f_{1}, J\left(f_{1}, l, m, n\right)\right), f_{2}, J\left(f_{2}, l, m, n\right)\right)=J\left(f_{j}, l, m, n\right)^{D_{j}}$
where $D_{j}=\left(d_{1}+d_{2}-d_{j}\right)\left(d_{1}+d_{2}-d_{j}-1\right)$.
Given a commutative ring $R$ and two homogeneous polynomials

$$
g_{1}:=\sum_{|\alpha|=d_{1}} u_{1, \alpha} x^{\alpha}, \quad g_{2}:=\sum_{|\alpha|=d_{2}} u_{2, \alpha} x^{\alpha}
$$

in $R[\underline{x}]$ of degree $d_{1}, d_{2}$ respectively, the map of rings $\rho$ from $A[\underline{x}]$ to $R[\underline{x}]$ which sends $U_{i, \alpha}$ to $u_{i, \alpha}$ and leave each variable $x_{i}$ invariant, is called the specialization map of the universal polynomials $f_{1}, f_{2}$ to the polynomials $g_{1}, g_{2}$, as $\rho\left(f_{i}\right)=g_{i}$.

Definition 1. Suppose given a commutative ring $R$, two positive integers $d_{1}, d_{2}$ such that $d_{1}+d_{2} \geq 3$ and two homogeneous polynomials $g_{1}, g_{2}$ in $R[\underline{x}]$ of degree $d_{1}, d_{2}$ respectively. Denoting by $\rho$ the specialization map as above, we define the discriminant of the polynomials $g_{1}, g_{2}$ as

$$
\operatorname{Disc}\left(g_{1}, g_{2}\right)=\operatorname{Disc}\left(\rho\left(f_{1}\right), \rho\left(f_{2}\right)\right):=\rho\left(\operatorname{Disc}\left(f_{1}, f_{2}\right)\right) \in R .
$$

Proof of Theorem 1 . To prove the claimed formula, one can assume that $A^{\prime}$ is the universal ring of the coefficients of the polynomials $f_{1}, f_{2}, l, m, n$ over the integers.

Our first step is to show that $\operatorname{Disc}\left(f_{1}, f_{2}, l\right)$ divides

$$
\mathcal{R}:=\operatorname{Res}\left(f_{1}, f_{2}, J\left(f_{1}, f_{2}, l, m\right), J\left(f_{1}, f_{2}, l, n\right)\right)
$$

For that purpose, denote by $\mathcal{D}$ the ideal of $A[\underline{x}]$ generated by $f_{1}, f_{2}$ and all the 3 -minors of the Jacobian matrix of the polynomials $f_{1}, f_{2}, l$. We also define the ideal $\mathfrak{m}=(\underline{x})$ and we recall from [3, Theorem 3.23] that $\operatorname{Disc}\left(f_{1}, f_{2}, l\right)$ is a generator of the ideal of inertia forms of $\mathcal{D}$, i.e. the ideal

$$
\left(\mathcal{D}: \mathfrak{m}^{\infty}\right) \cap A=\left\{p \in A \text { such that } \exists \nu \in \mathbb{N}: \mathfrak{m}^{\nu} \cdot p \subset \mathcal{D}\right\}
$$

Now, from the similar characterization of the resultant by means of inertia forms [9, Proposition 2.3], we deduce that there exists an integer $N$ such that

$$
\mathfrak{m}^{N} \cdot \mathcal{R} \subset\left(f_{1}, f_{2}, J\left(f_{1}, f_{2}, l, m\right), J\left(f_{1}, f_{2}, l, n\right)\right) \subset A[\underline{x}]
$$

But $J\left(f_{1}, f_{2}, l, m\right)$ and $J\left(f_{1}, f_{2}, l, n\right)$ belong to $\mathcal{D}$, so we deduce that $\mathcal{R} \in\left(\mathcal{D}: \mathfrak{m}^{\infty}\right) \cap A$. It follows that $\mathcal{R}$ is an inertia form of $\mathcal{D}$ and it is hence divisible by $\operatorname{Disc}\left(f_{1}, f_{2}, l\right)$.

Our second step is to prove that the resultant

$$
\mathcal{R}_{0}:=\operatorname{Res}\left(f_{1}, J\left(f_{1}, l, m, n\right), f_{2}, J\left(f_{2}, l, m, n\right)\right)
$$

divides $\mathcal{R}$. For all $i=1, \ldots, 4$, we obviously have that

$$
\operatorname{det}\left(\begin{array}{ccccc}
\partial_{i} f_{1} & \partial_{1} f_{1} & \partial_{2} f_{1} & \partial_{3} f_{1} & \partial_{4} f_{1} \\
\partial_{i} f_{2} & \partial_{1} f_{2} & \partial_{2} f_{2} & \partial_{3} f_{2} & \partial_{4} f_{2} \\
l_{i} & l_{1} & l_{2} & l_{3} & l_{4} \\
m_{i} & m_{1} & m_{2} & m_{3} & m_{4} \\
n_{i} & n_{1} & n_{2} & n_{3} & n_{4}
\end{array}\right)=0 .
$$

By developing each of these determinants with respect to their first column, we get the linear system

$$
\begin{aligned}
& \left(\begin{array}{lll}
l_{1} & m_{1} & n_{1} \\
l_{2} & m_{2} & n_{2} \\
l_{3} & m_{3} & n_{3} \\
l_{4} & m_{4} & n_{4}
\end{array}\right)\left(\begin{array}{c}
J\left(f_{1}, f_{2}, m, n\right) \\
-J\left(f_{1}, f_{2}, l, n\right) \\
J\left(f_{1}, f_{2}, l, m\right)
\end{array}\right)= \\
& \left(\begin{array}{l}
\partial_{1} f_{2} \\
\partial_{2} f_{2} \\
\partial_{3} f_{2} \\
\partial_{4} f_{2}
\end{array}\right) J\left(f_{1}, l, m, n\right)-\left(\begin{array}{c}
\partial_{1} f_{1} \\
\partial_{2} f_{1} \\
\partial_{3} f_{1} \\
\partial_{4} f_{1}
\end{array}\right) J\left(f_{2}, l, m, n\right) .
\end{aligned}
$$

The matrix of this linear system is nothing but the transpose of the Jacobian matrix of the polynomials $l, m, n$. Denote by $\Delta$ any of its 3 -minor. Then, Cramer's rules show that both polynomials $\Delta \cdot J\left(f_{1}, f_{2}, l, m\right)$ and $\Delta \cdot J\left(f_{1}, f_{2}, l, n\right)$ belong to the ideal generated by the polynomials $J\left(f_{1}, l, m, n\right)$ and $J\left(f_{2}, l, m, n\right)$. Therefore, the divisibility property of resultants [9] §5.6] implies that $\mathcal{R}_{0}$ divides

$$
\operatorname{Res}\left(f_{1}, f_{2}, \Delta J\left(f_{1}, f_{2}, l, m\right), \Delta J\left(f_{1}, f_{2}, l, n\right)\right)=\Delta^{r} \cdot \mathcal{R}
$$

where $r=2 d_{1} d_{2}\left(d_{1}+d_{2}-2\right)$; observe that $\Delta$ is independent of $\underline{x}$. As it is well-known, $\Delta$ is an irreducible polynomial, being the determinant of a matrix of indeterminates. Therefore, to conclude this second step we have to show that $\Delta$ does not divide $\mathcal{R}_{0}$. For that purpose, we consider the specialization $\eta$ of the coefficients of $f_{1}$ and $f_{2}$ so that

$$
\begin{equation*}
\eta\left(f_{1}\right)=\prod_{i=1}^{d_{1}} p_{i}(\underline{x}), \quad \eta\left(f_{2}\right)=\prod_{i=1}^{d_{2}} q_{i}(\underline{x}) \tag{1}
\end{equation*}
$$

where the $p_{i}$ 's and $q_{j}$ 's are generic linear forms; we add their coefficients as new variables to $A^{\prime}$. Using the multiplicativity property of resultants, a straightforward computation yields the following irreducible factorization formula

$$
\begin{align*}
& \eta\left(\mathcal{R}_{0}\right)=\left(\prod_{i=1}^{d_{1}} J\left(p_{i}, l, m, n\right)\right)^{d_{2}\left(d_{2}-1\right)} \\
& \left(\prod_{i=1}^{d_{2}} J\left(q_{i}, l, m, n\right)\right)^{d_{1}\left(d_{1}-1\right)} \cdot \prod_{i, j, r, s} \operatorname{Res}\left(p_{i}, p_{j}, q_{r}, q_{s}\right)^{4} \tag{2}
\end{align*}
$$

where the last product runs over the integers $i, j=1, \ldots, d_{1}$, with $i<j$ and $r, s=1, \ldots, d_{2}$ with $r<s$. Since $\eta(\Delta)=\Delta$ and $\Delta$ is not a factor in the above formula, we deduce that $\Delta$ does not divide $\mathcal{R}_{0}$.

The third step in this proof is to show that the discriminant $\mathcal{D}_{\infty}:=\operatorname{Disc}\left(f_{1}, f_{2}, l\right)$ and the resultant $\mathcal{R}_{0}$ are coprime polynomials in $A^{\prime}$. Since $\mathcal{D}_{\infty}$ is irreducible 3, Theorem $3.23]$ ), we have to show that it does not divide $\mathcal{R}_{0}$. Consider again the specialization $\eta$ given by (11) and assume that $\mathcal{D}_{\infty}$ is a factor in $\mathcal{R}_{0}$. Then, since $\mathcal{D}_{\infty}$ is independent on the
coefficients of the linear forms $m$ and $n, \eta\left(\mathcal{R}_{0}\right)$ must contain some factors that depend on the coefficient of $l$ but not on $m$ and $n$. However, the decomposition formula (2) shows that $\eta\left(\mathcal{R}_{0}\right)$ contains only irreducible factors that do depend on three linear forms $l, m, n$, or on none of them. Therefore, we deduce that $\mathcal{D}_{\infty}$ does not divide $\mathcal{R}_{0}$.

To conclude this proof, we observe that the previous results show that $\mathcal{D}_{\infty} \mathcal{R}_{0}$ divides $\mathcal{R}$. Moreover, straightforward computations shows that $\mathcal{D}_{\infty} \mathcal{R}_{0}$ and $\mathcal{R}$ are both homogeneous polynomials with respect to the coefficients of $l$ of the same degree, and the same happens to be true with respect to the coefficients of $m$ and $n$.

To compute the discriminant it is much more efficient to specialize the formula in Theorem 1 by giving to the linear forms $l, m, n$ some specific values, for instance a single variable. Consider the Jacobian matrix associated to the polynomials $f_{1}, f_{2}$

$$
\operatorname{Jac}\left(f_{1}, f_{2}\right):=\left(\begin{array}{llll}
\partial_{1} f_{1} & \partial_{2} f_{1} & \partial_{3} f_{1} & \partial_{4} f_{1} \\
\partial_{1} f_{2} & \partial_{2} f_{2} & \partial_{3} f_{2} & \partial_{4} f_{2}
\end{array}\right)
$$

and its minors that we will denote by

$$
J_{i, j}\left(f_{1}, f_{2}\right):=\left|\begin{array}{cc}
\partial_{i} f_{1} & \partial_{j} f_{1}  \tag{3}\\
\partial_{i} f_{2} & \partial_{j} f_{2}
\end{array}\right|
$$

In the sequel, given a (homogeneous) polynomial $p(\underline{x})$, for all $j=1, \ldots, 4$ we will denote by $\bar{p}^{j}$ the polynomial $p$ in which the variable $x_{j}$ is set to zero.

Corollary 2. Suppose given a commutative ring $R$, two positive integers $d_{1}, d_{2}$ such that $d_{1}+d_{2} \geq 3$ and two homogeneous polynomials $g_{1}, g_{2}$ in $R[\underline{x}]$ of degree $d_{1}, d_{2}$ respectively. Then,

$$
\begin{align*}
& \operatorname{Res}\left(g_{1}, g_{2}, J_{1,2}\left(g_{1}, g_{2}\right), J_{2,3}\left(g_{1}, g_{2}\right)\right)=(-1)^{d_{1} d_{2}} \\
& \quad \cdot \operatorname{Disc}\left(g_{1}, g_{2}\right) \operatorname{Res}\left(g_{1}, \partial_{2} g_{1}, g_{2}, \partial_{2} g_{2}\right) \operatorname{Disc}\left({\overline{g_{1}}}^{4},{\overline{g_{2}}}^{4}\right) . \tag{4}
\end{align*}
$$

Proof. Straightforward by applying the formula in Theorem 1 with $l=x_{4}, m=x_{3}$, and $n=x_{1}$. We notice that

$$
\begin{equation*}
\operatorname{Disc}\left(f_{1}, f_{2}, x_{4}\right)=(-1)^{d_{1} d_{2}} \operatorname{Disc}\left(\bar{f}_{1}^{4}, \bar{f}_{2}^{4}\right) \tag{5}
\end{equation*}
$$

by property of the discriminant of three homogeneous polynomials in four variables [3, Proposition 3.13].

From a computational point of view the above formula allows to compute the discriminant of any couple of homogeneous polynomials $g_{1}, g_{2} \in R[\underline{x}]$ as a ratio of determinants since all the other terms in (5) can be expressed as ratio of determinants by means of the Macaulay formula. There is no need to introduce new variables as in the Cayley trick and the formula is universal in the coefficients of the polynomials over the integers.

## 3. PROPERTIES AND COMPUTATIONAL RULES

In this section, we provide some properties and computational rules of the discriminant $\operatorname{Disc}\left(f_{1}, f_{2}\right)$ as defined in the previous section. In particular, we give precise formulas regarding the covariance and invariance properties. We also provide a detailed computation of a particular class of complete intersection curves in order to illustrate how our formalism allows to handle the discriminant and simplify its computation and evaluation over any ring of coefficients. In what follows, $R$ denotes a commutative ring.

### 3.1 First elementary properties

From Theorem 1 it is clear that the discriminant $\operatorname{Disc}\left(f_{1}, f_{2}\right)$ is homogeneous with respect to the coefficients of $f_{1}$, respectively $f_{2}$ and that these degrees can easily be computed. As expected, we recover the degrees of the usual geometric definition of discriminant (see [16, 15, 1).

Proposition 3 (Homogeneity). The universal discriminant is homogeneous of degree $\delta_{i}$ with respect to the coefficient of $f_{i}$ where, setting $e_{1}=d_{1}-1$ and $e_{2}=d_{2}-1$,

$$
\delta_{1}=d_{2}\left(3 e_{1}^{2}+2 e_{1} e_{2}+e_{2}^{2}\right), \quad \delta_{2}=d_{1}\left(3 e_{2}^{2}+2 e_{1} e_{2}+e_{1}^{2}\right)
$$

Proof. This is a straightforward computation from the defining equality (see Theorem (1), since the degrees of resultants and discriminants of finitely many points are known (see [9, Proposition 2.3] and [3, Proposition 3.9]).

Proposition 4 (Permutation of the polynomials). Let $g_{1}, g_{2} \in R\left[x_{1}, \ldots, x_{4}\right]$ be two homogeneous polynomials of degree $d_{1}$ and $d_{2}$ respectively, then

$$
\operatorname{Disc}\left(g_{2}, g_{1}\right)=\operatorname{Disc}\left(g_{1}, g_{2}\right)
$$

Proof. This is a straightforward consequence of the similar property for resultants [9, §5.8] and discriminants of finitely many points [3, Proposition 3.12 i)].

Proposition 5 (Elementary transformations). Let $g_{1}, g_{2}, h_{1}, h_{2}$ be four homogeneous polynomials in $R[\underline{x}]$ of degree $d_{1}, d_{2}, d_{1}-d_{2}, d_{2}-d_{1}$ respectively. Then,

$$
\operatorname{Disc}\left(g_{1}, g_{2}+h_{2} g_{1}\right)=\operatorname{Disc}\left(g_{1}+h_{1} g_{2}, g_{2}\right)=\operatorname{Disc}\left(g_{1}, g_{2}\right)
$$

Proof. This is a straightforward consequence of the invariance of resultants under elementary transformations 9 $\S 5.9]$ and the invariance of discriminants of finitely many points under elementary transformations [3, Proposition 3.12].

### 3.2 Covariance and invariance

In this section, we give precise statements about two important properties of the discriminant: its geometric covariance and its geometric invariance under linear change of variables.

Proposition 6 (Covariance). Suppose given two homogeneous polynomials $g_{1}, g_{2}$ in $R[\underline{x}]$ of the same degree $d \geq 2$ and a square matrix $\varphi=\left(u_{i, j}\right)_{i, j=1,2}$ with coefficients in $R$, then

$$
\begin{aligned}
& \operatorname{Disc}\left(u_{1,1} g_{1}+u_{1,2} g_{2}, u_{2,1} g_{1}+u_{2,2} g_{2}\right)= \\
& \\
& \operatorname{det}(\varphi)^{6 d(d-1)^{2}} \operatorname{Disc}\left(g_{1}, g_{2}\right) .
\end{aligned}
$$

Proof. By definition, it is sufficient to prove this formula in the universal setting. For simplicity, we use the formula (4). Setting $\tilde{f}_{1}:=u_{1,1} f_{1}+u_{1,2} f_{2}$ and $\tilde{f}_{2}=u_{2,1} f_{1}+u_{2,2} f_{2}$, we observe that $J_{k, l}\left(\tilde{f}_{1}, \tilde{f}_{2}\right)=\operatorname{det}(\varphi) J_{k, l}\left(f_{1}, f_{2}\right)$ so that

$$
\begin{aligned}
& \operatorname{Res}\left(\tilde{f}_{1}, \tilde{f}_{2}, J_{1,2}\left(\tilde{f}_{1}, \tilde{f}_{2}\right), J_{2,3}\left(\tilde{f}_{1}, \tilde{f}_{2}\right)\right) \\
& \quad=\operatorname{det}(\varphi)^{4 d^{2}(d-1)} \operatorname{Res}\left(\tilde{f}_{1}, \tilde{f}_{2}, J_{1,2}, J_{2,3}\right)
\end{aligned}
$$

In addition, by the covariance of resultants [9 §5.11],

$$
\operatorname{Res}\left(\tilde{f}_{1}, \tilde{f}_{2}, J_{1,2}, J_{2,3}\right)=\operatorname{det}(\varphi)^{4 d(d-1)^{2}} \operatorname{Res}\left(f_{1}, f_{2}, J_{1,2}, J_{2,3}\right)
$$

so that we deduce that

$$
\begin{aligned}
& \operatorname{Res}\left(\tilde{f}_{1}, \tilde{f}_{2}, J_{1,2}\left(\tilde{f}_{1}, \tilde{f}_{2}\right), J_{2,3}\left(\tilde{f}_{1}, \tilde{f}_{2}\right)\right) \\
& \quad=\operatorname{det}(\varphi)^{4 d(d-1)(2 d-1)} \operatorname{Res}\left(f_{1}, f_{2}, J_{1,2}, J_{2,3}\right)
\end{aligned}
$$

The covariance of resultants also shows that

$$
\begin{aligned}
& \operatorname{Res}\left(\tilde{f}_{1}, \partial_{2} \tilde{f}_{1}, \tilde{f}_{2}, \partial_{2} \tilde{f}_{2}\right) \\
& =\operatorname{det}(\varphi)^{d(d-1)(2 d-1)} \operatorname{Res}\left(f_{1}, \partial_{2} f_{1}, f_{2}, \partial_{2} f_{2}\right)
\end{aligned}
$$

and the covariance property of discriminants of finitely many points [3, Proposition 3.18] yields

$$
\operatorname{Disc}\left({\overline{\tilde{f}_{1}}}^{4}, \bar{f}_{2}^{4}\right)=\operatorname{det}(\varphi)^{3 d(d-1)} \operatorname{Disc}\left(\bar{f}_{1}^{4}, \bar{f}_{2}^{4}\right)
$$

From all these equalities and (4), we deduce the claimed formula.

Proposition 7 (Invariance). Let $g_{1}, g_{2}$ be two homogeneous polynomials in $R[\underline{x}]$ of degree $d_{i} \geq 2$ and let $\varphi=$ $\left(c_{i, j}\right)_{1 \leqslant i, j \leqslant 4}$ be a square matrix with entries in $R$. For all homogeneous polynomial $g \in R[\underline{x}]$ we set

$$
g \circ \varphi\left(x_{1}, x_{2}, x_{3}, x_{4}\right):=g\left(\sum_{j=1}^{4} c_{1, j} x_{j}, \ldots, \sum_{j=1}^{4} c_{4, j} x_{j}\right) .
$$

Then, we have that

$$
\operatorname{Disc}\left(g_{1} \circ \varphi, g_{2} \circ \varphi\right)=\operatorname{det}(\varphi)^{D} \operatorname{Disc}\left(g_{1}, g_{2}\right)
$$

where $D=d_{1} d_{2}\left(\left(e_{1}+e_{2}\right)^{2}-e_{1} e_{2}\right), e_{i}=d_{i}-1, i=1,2$.
Proof. As always, to prove this formula we may assume that we are in the universal setting, $f_{1}$ and $f_{2}$ being the universal homogeneous polynomials of degree $d_{1}$ and $d_{2}$ respectively. We will also denote by $l, m, n$ three generic linear
 Applying Theorem 1 we get the equality

$$
\begin{align*}
& \operatorname{Res}\left(f_{1} \circ \varphi, f_{2} \circ \varphi, J\left(f_{1} \circ \varphi, f_{2} \circ \varphi, l \circ \varphi, m \circ \varphi\right),\right. \\
& \left.\quad J\left(f_{1} \circ \varphi, f_{2} \circ \varphi, l \circ \varphi, n \circ \varphi\right)\right) \\
& =\operatorname{Disc}\left(f_{1} \circ \varphi, f_{2} \circ \varphi\right) \operatorname{Disc}\left(f_{1} \circ \varphi, f_{2} \circ \varphi, l \circ \varphi\right) \operatorname{Res}\left(f_{1} \circ \varphi,\right. \\
& \left.J\left(f_{1} \circ \varphi, l \circ \varphi, m \circ \varphi, n \circ \varphi\right), f_{2} \circ \varphi, J\left(f_{2} \circ \varphi, l \circ \varphi, m \circ \varphi, n \circ \varphi\right)\right) \tag{6}
\end{align*}
$$

(observe that $l \circ \varphi, m \circ \varphi, n \circ \varphi$ are all linear forms in $\underline{x}$ ). Now, by [3, Proposition 3.27], we know that

$$
\operatorname{Disc}\left(f_{1} \circ \varphi, f_{2} \circ \varphi, l \circ \varphi\right)=\operatorname{det}(\varphi)^{d_{1} d_{2}\left(e_{1}+e_{2}\right)} \operatorname{Disc}\left(f_{1}, f_{2}, l\right) .
$$

Also, by the chain rule formula for the derivative of the composition of functions, we have the formulas

$$
\begin{aligned}
\left.J\left(f_{1} \circ \varphi, f_{2} \circ \varphi, l \circ \varphi, m \circ \varphi\right)\right) & =J\left(f_{1}, f_{2}, l, m\right) \circ[\varphi] \cdot \operatorname{det}(\varphi) \\
\left.J\left(f_{1} \circ \varphi, f_{2} \circ \varphi, l \circ \varphi, n \circ \varphi\right)\right) & =J\left(f_{1}, f_{2}, l, n\right) \circ[\varphi] \cdot \operatorname{det}(\varphi) \\
\left.J\left(f_{i} \circ \varphi, l \circ \varphi, m \circ \varphi, n \circ \varphi\right)\right) & =J\left(f_{i}, l, m, n\right) \circ[\varphi] \cdot \operatorname{det}(\varphi)
\end{aligned}
$$

from we deduce, using the invariance of resultants [9, §5.13] and their homogeneity, that

$$
\begin{aligned}
& \operatorname{Res}\left(f_{1} \circ \varphi, J\left(f_{1} \circ \varphi, l \circ \varphi, m \circ \varphi, n \circ \varphi\right), f_{2} \circ \varphi,\right. \\
& \left.\quad J\left(f_{2} \circ \varphi, l \circ \varphi, m \circ \varphi, n \circ \varphi\right)\right) \\
& =\operatorname{det}(\varphi)^{d_{1} d_{2} e_{1} e_{2}} \operatorname{Res}\left(f_{1}, J\left(f_{1}, l, m, n\right), f_{2}, J\left(f_{2}, l, m, n\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \operatorname{Res}\left(f_{1} \circ \varphi, f_{2} \circ \varphi, J\left(f_{1} \circ \varphi, f_{2} \circ \varphi, l \circ \varphi, m \circ \varphi\right),\right. \\
& \left.J\left(f_{1} \circ \varphi, f_{2} \circ \varphi, l \circ \varphi, n \circ \varphi\right)\right) \\
= & \operatorname{det}(\varphi)^{d_{1} d_{2}\left(e_{1}+e_{2}\right)^{2}} \operatorname{Res}\left(f_{1}, f_{2}, J\left(f_{1}, f_{2}, l, m\right), J\left(f_{1}, f_{2}, l, n\right)\right) .
\end{aligned}
$$

From here, the claimed formula follows from the substitution of the above equalities in (6) and the comparison with the formula given in Theorem 1

Corollary 8. The discriminant is invariant under permutation of the variables $\underline{x}$.

Proof. It follows from Proposition 7 since $D$ is even.

### 3.3 Discriminant of a plane curve

Given a plane curve, we prove that its discriminant as defined in Section 2 is compatible with its discriminant as a plane hypersurface [3 §4.2].

Lemma 9. Let $g$ be a homogeneous polynomial in $R[\underline{x}]$ of degree $d \geq 2$. Then, for all $i=1, \ldots, 4$ we have that

$$
\operatorname{Disc}\left(g, x_{i}\right)=\operatorname{Disc}\left(\bar{g}^{i}\right)
$$

Proof. By definition, it is sufficient to prove this equality in the case where $g$ is replaced by the generic homogeneous polynomial $f$ of degree $d$. We apply Theorem 1 with $l=x_{r}$, $m=x_{s}, n=x_{t}$ that are chosen so that $\left\{x_{i}, x_{r}, x_{s}, x_{t}\right\}=$ $\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}$ as sets. We obtain the equality

$$
\mathcal{R}:=\operatorname{Res}\left(f, x_{i}, \pm \partial_{t} f, \pm \partial_{s} f\right)=\operatorname{Disc}\left(f, x_{i}\right) \operatorname{Disc}\left(f, x_{i}, x_{r}\right)
$$

Since the degree of $f$ and one of its partial derivative are consecutive integers, their product is always an even integer. It follows by standard properties of resultants that $\mathcal{R}$ does not depend on the sign of its entry polynomials, nor on their order, nor on the reduction of the variables, so that we have

$$
\mathcal{R}=\operatorname{Res}\left(\bar{f}^{i}, \partial_{t} \bar{f}^{i}, \partial_{s} \bar{f}^{i}\right)=\operatorname{Res}\left(\bar{f}^{i}, \partial_{s} \bar{f}^{i}, \partial_{t} \bar{f}^{i}\right)
$$

Now, by property of discriminants, in particular (5) and its invariance under permutation of variables 3] Proposition 3.12], we have

$$
\operatorname{Disc}\left(f, x_{i}, x_{r}\right)=(-1)^{d} \operatorname{Disc}\left(\bar{f}^{i}, x_{r}\right)=\operatorname{Disc}\left(\bar{f}^{i, r}\right) .
$$

Finally, [3, Proposition 4.7] shows that

$$
\operatorname{Disc}\left(\bar{f}^{i, r}\right) \operatorname{Disc}\left(\bar{f}^{i}\right)=\operatorname{Res}\left(\bar{f}^{i}, \partial_{r} \bar{f}^{i}, \partial_{s} \bar{f}^{i}\right)
$$

and the claimed equality is proved.
Proposition 10. Let $g \in R[\underline{x}]$ be a homogeneous polynomial of degree $d \geq 2$ and $l=\sum_{i=1}^{4} l_{i} x_{i}$ be a linear form in $R[\underline{x}]$. Then, for all $i=1, \ldots, 4$ we have that

$$
\begin{aligned}
& l_{i}^{2 d(d-1)^{2}} \operatorname{Disc}(g, l) \\
& \quad=\operatorname{Disc}\left(g\left(l_{i} x_{1}-\delta_{i}^{1} l(\underline{x}), \cdots, l_{i} x_{4}-\delta_{i}^{4} l(\underline{x})\right)\right)
\end{aligned}
$$

where $\delta_{i}^{j}$ stands for the Kronecker symbol.
Proof. We assume that we are in the generic setting, which is sufficient to prove this corollary. Consider the linear change of coordinates given by the matrix $\varphi_{i}$ defined as follows: its $i^{\text {th }}$ row is the vector $\left(-l_{1}-l_{2}-l_{3}-l_{4}\right)^{T}$ and
its other rows are filled with zeros except on the diagonal where we put $-l_{i}$. Then, it is not hard to check that

$$
g \circ \varphi_{i} \circ \varphi_{i}(\underline{x})=g\left(l_{i}^{2} \cdot \underline{x}\right)=l_{i}^{2 d} g(\underline{x}) .
$$

Therefore, by Proposition 3 we obtain

$$
\operatorname{Disc}\left(g \circ \varphi_{i} \circ \varphi_{i}, l\right)=\operatorname{Disc}\left(l_{i}^{2 d} g, l\right)=l_{i}^{6 d(d-1)^{2}} \operatorname{Disc}(g, l)
$$

On the other hand, since $l=x_{i} \circ \varphi(\underline{x})$, Proposition 7 yields

$$
\begin{aligned}
& \operatorname{Disc}\left(g \circ \varphi_{i} \circ \varphi_{i}, l\right)=\operatorname{det}\left(\varphi_{i}\right)^{d(d-1)^{2}} \operatorname{Disc}\left(g \circ \varphi_{i}, x_{i}\right) \\
&=l_{i}^{4 d(d-1)^{2}} \operatorname{Disc}\left(g \circ \varphi_{i}, x_{i}\right)
\end{aligned}
$$

(notice that $d(d-1)$ is even and $\operatorname{det}\left(\varphi_{i}\right)=-l_{i}^{4}$ ). Then, using Lemma 9 we deduce that

$$
\operatorname{Disc}\left(g \circ \varphi_{i} \circ \varphi_{i}, l\right)=l_{i}^{4 d(d-1)^{2}} \operatorname{Disc}\left({\overline{g \circ \varphi_{i}}}^{i}\right) .
$$

Compared with (7), this latter equality shows that

$$
l_{i}^{2 d(d-1)^{2}} \operatorname{Disc}(g, l)=\operatorname{Disc}\left({\overline{g \circ \varphi_{i}}}^{i}\right)
$$

since $l_{i}$ is not a zero divisor in the universal ring of coefficients. Finally, to conclude we observe that

$$
\begin{aligned}
& \operatorname{Disc}\left({\overline{g \circ \varphi_{i}}}^{i}\right) \\
& \quad=\operatorname{Disc}\left(g\left(-l_{i} x_{1}, \cdots, l(\underline{x})-l_{i} x_{i}, \cdots,-l_{i} x_{4}\right)\right) \\
& \quad=(-1)^{3 d(d-1)^{2}} \operatorname{Disc}\left(g\left(l_{i} x_{1}, \cdots, l_{i} x_{i}-l(\underline{x}), \cdots, l_{i} x_{4}\right)\right)
\end{aligned}
$$

where the last equality follows from the homogeneity of the discriminant of a single polynomial [3, Proposition 4.7].

### 3.4 A sample calculation

In order to illustrate the gain we obtain with the new formalism we are developing, we give an explicit decomposition of the discriminant of a particular family of complete intersection space curves that are drawn on a generalized cylinder whose base is an arbitrary algebraic plane curve.

Proposition 11. Suppose given an element $u \in R$ and two homogeneous polynomials $f, g \in R\left[x_{1}, x_{2}, x_{3}\right]$ of degree $d_{1}$ and $d_{2}$ respectively. If $d_{1}+d_{2} \geq 3$ then

$$
\begin{aligned}
& \operatorname{Disc}\left(u x_{4}^{d_{1}}+f\left(x_{1}, x_{2}, x_{3}\right), g\left(x_{1}, x_{2}, x_{3}\right)\right)= \\
& \quad(-1)^{d_{1}} d_{1}^{d_{1} d_{2}\left(d_{1}+d_{2}-3\right)} u^{d_{2}\left[\left(d_{1}+d_{2}-2\right)^{2}-\left(d_{1}-1\right)\left(d_{2}-1\right)\right]} \\
& \quad \cdot \operatorname{Disc}(f, g)^{d_{1}-1} \operatorname{Disc}(g)^{d_{1}}
\end{aligned}
$$

Proof. Because of the space limitation, we will only give the main lines to prove this formula. First, we notice that it is sufficient to assume that we are in the universal setting, that is to say to assume that the coefficients of $f, g$ and $u$ are indeterminates over the integers.

Set $f_{1}=u x_{4}^{d_{1}}+f$ and $f_{2}=g$. By Corollary 2 we have that

$$
\begin{align*}
& \operatorname{Res}\left(f_{1}, f_{2}, J_{1,2}, J_{2,3}\right)=(-1)^{d_{1} d_{2}} \operatorname{Disc}\left(f_{1}, f_{2}\right) \\
& \cdot \operatorname{Res}\left(f_{1}, \partial_{2} f_{1}, f_{2}, \partial_{2} f_{2}\right) \operatorname{Disc}(f, g) \tag{8}
\end{align*}
$$

Applying Laplace's formula [9, §5.10], we get

$$
\operatorname{Res}\left(f_{1}, \partial_{2} f_{1}, f_{2}, \partial_{2} f_{2}\right)=u^{d_{2}\left(d_{1}-1\right)\left(d_{2}-1\right)} \operatorname{Res}\left(g, \partial_{2} f, \partial_{2} g\right)^{d_{1}}
$$

and substituting this equality in (8), we deduce that

$$
\begin{align*}
\operatorname{Res}\left(f_{1}, f_{2},\right. & \left.J_{1,2}, J_{2,3}\right)=(-1)^{d_{1} d_{2}} u^{d_{2}\left(d_{1}-1\right)\left(d_{2}-1\right)} \\
\cdot & \operatorname{Disc}\left(f_{1}, f_{2}\right) \operatorname{Res}\left(g, \partial_{2} f, \partial_{2} g\right)^{d_{1}} \operatorname{Disc}(f, g) . \tag{9}
\end{align*}
$$

Now, applying again Laplace's formula we get that

$$
\begin{align*}
& \operatorname{Res}\left(f_{1}, f_{2}, J_{1,2}, J_{2,3}\right)  \tag{10}\\
& \quad=u^{d_{2}\left(d_{1}+d_{2}-2\right)^{2}} \operatorname{Res}\left(g, J_{1,2}(f, g), J_{2,3}(f, g)\right)^{d_{1}} .
\end{align*}
$$

In order to compute $\mathcal{R}:=\operatorname{Res}\left(g, J_{1,2}(f, g), J_{2,3}(f, g)\right)$, we first observe that

$$
\operatorname{Res}\left(g, x_{1} J_{1,2}(f, g), J_{2,3}(f, g)\right)=\operatorname{Res}\left(g, x_{1}, J_{2,3}(f, g)\right) \mathcal{R}
$$

by multiplicativity of resultants. From the definition of the Jacobian determinants we have

$$
x_{1} J_{1,2}(f, g)=d_{1} f \partial_{2} g-d_{2} g \partial_{2} f+x_{3} J_{2,3}(f, g)
$$

and we deduce that

$$
\begin{array}{r}
\operatorname{Res}\left(g, x_{1} J_{1,2}(f, g), J_{2,3}(f, g)\right)=\operatorname{Res}\left(g, d_{1} f \partial_{2} g, J_{2,3}(f, g)\right) \\
=d_{1}^{d_{2}\left(d_{1}+d_{2}-2\right)} \operatorname{Res}\left(g, f, J_{2,3}(f, g)\right) \operatorname{Res}\left(g, \partial_{2} g, \partial_{2} f\right) \\
\cdot \operatorname{Res}\left(g, \partial_{2} g, \partial_{3} g\right)
\end{array}
$$

But from the rule of permutation of polynomials for resultants [9 §5.8] and the definition of discriminants of finitely many points [3, Definition 3.5], we have

$$
\begin{aligned}
\operatorname{Res}\left(g, f, J_{2,3}(f, g)\right) & =(-1)^{d_{1}+d_{2}} \operatorname{Res}\left(f, g, J_{2,3}(f, g)\right) \\
& =\operatorname{Disc}(f, g) \operatorname{Res}\left(\bar{f}^{1}, \bar{g}^{1}\right)
\end{aligned}
$$

Similarly, from the rule of permutations of polynomials and the definition of discriminants of hypersurfaces [3] Definition 4.6], we have $\operatorname{Res}\left(g, \partial_{2} g, \partial_{3} g\right)=\operatorname{Disc}(g) \operatorname{Disc}\left(\bar{g}^{1}\right)$ and hence

$$
\begin{align*}
& \operatorname{Res}\left(g, x_{1}, J_{2,3}(f, g)\right) \mathcal{R}=(-1)^{d_{1}+d_{2}} d_{1}^{d_{2}\left(d_{1}+d_{2}-2\right)} \\
& \cdot \operatorname{Res}\left(g, \partial_{2} g, \partial_{2} f\right) \operatorname{Disc}(f, g) \operatorname{Disc}(g) \operatorname{Res}\left(\bar{f}^{1}, \bar{g}^{1}\right) \operatorname{Disc}\left(\bar{g}^{1}\right) . \tag{11}
\end{align*}
$$

Now, it remains to compute $\mathcal{R}^{\prime}=\operatorname{Res}\left(g, x_{1}, J_{2,3}(f, g)\right)$. On the one hand we have

$$
\begin{equation*}
\operatorname{Res}\left(g, x_{1}, x_{2} J_{2,3}(f, g)\right)=\operatorname{Res}\left(g, x_{1}, x_{2}\right) \mathcal{R}^{\prime} \tag{12}
\end{equation*}
$$

On the other hand,

$$
\begin{align*}
& \operatorname{Res}\left(g, x_{1}, x_{2} J_{2,3}(f, g)\right) \\
& \qquad=(-1)^{d_{1} d_{2}} \operatorname{Res}\left(\bar{g}^{1}, x_{2} J_{2,3}\left(\bar{f}^{1}, \bar{g}^{1}\right)\right) \tag{13}
\end{align*}
$$

and since $x_{2} J_{2,3}\left(\bar{f}^{1}, \bar{g}^{1}\right)=d_{1} \bar{f}^{1} \partial_{3} \bar{g}^{1}-d_{2} \bar{g}^{1} \partial_{3} \bar{f}^{1}$ by the Euler formula, we deduce that

$$
\begin{align*}
& \operatorname{Res}\left(\bar{g}^{1}, x_{2} J_{2,3}\left(\bar{f}^{1}, \bar{g}^{1}\right)\right)  \tag{14}\\
& \quad=(-1)^{d_{2}} d_{1}^{d_{2}} \operatorname{Res}\left(\bar{g}^{1}, \bar{f}^{1}\right) \operatorname{Disc}\left(\bar{g}^{1}\right) \operatorname{Res}\left(\bar{g}^{1}, X_{2}\right)
\end{align*}
$$

Finally, since $\operatorname{Res}\left(\bar{g}^{1}, x_{2}\right)=(-1)^{d_{2}} \operatorname{Res}\left(g, x_{1}, x_{2}\right)$ the comparison of (12), (13) and (14) shows that

$$
\mathcal{R}^{\prime}=d_{1}^{d_{2}} \operatorname{Disc}\left(\bar{g}^{1}\right) \operatorname{Res}\left(\bar{f}^{1}, \bar{g}^{1}\right)
$$

Now, coming back to the factor $\mathcal{R}$, we deduce from (11) that $\mathcal{R}=(-1)^{d_{1}+d_{2}} d_{1}^{d_{2}\left(d_{1}+d_{2}-3\right)} \operatorname{Res}\left(g, \partial_{2} g, \partial_{2} f\right) \operatorname{Disc}(f, g) \operatorname{Disc}(g)$ and hence from (10) that

$$
\begin{aligned}
& \operatorname{Res}\left(f_{1}, f_{2}, J_{1,2}, J_{2,3}\right)=(-1)^{d_{1}\left(d_{2}-1\right)} d_{1}^{d_{1} d_{2}\left(d_{1}+d_{2}-3\right)} \\
& \cdot u^{d_{2}\left(d_{1}+d_{2}-2\right)^{2}} \operatorname{Res}\left(g, \partial_{2} g, \partial_{2} f\right)^{d_{1}} \operatorname{Disc}(f, g)^{d_{1}} \operatorname{Disc}(g)^{d_{1}} .
\end{aligned}
$$

Finally, we deduce from (3) that

$$
\begin{aligned}
& (-1)^{d_{1} d_{2}} u^{d_{2}\left(d_{1}-1\right)\left(d_{2}-1\right)} \operatorname{Disc}\left(f_{1}, f_{2}\right) \\
& \quad \cdot \operatorname{Res}\left(g, \partial_{2} f, \partial_{2} g\right)^{d_{1}} \operatorname{Disc}(f, g) \\
& =(-1)^{d_{1}\left(d_{2}-1\right)} d_{1}^{d_{1} d_{2}\left(d_{1}+d_{2}-3\right)} u^{d_{2}\left(d_{1}+d_{2}-2\right)^{2}} \\
& \quad \cdot \operatorname{Res}\left(g, \partial_{2} g, \partial_{2} f\right)^{d_{1}} \operatorname{Disc}(f, g)^{d_{1}} \operatorname{Disc}(g)^{d_{1}}
\end{aligned}
$$

and the claimed formula follows.

## 4. THE GEOMETRIC PROPERTY

The aim of this section is to show that the discriminant $\operatorname{Disc}\left(f_{1}, f_{2}\right)$ defined in Definition 1 satisfies to the expected geometric property, namely that its vanishing corresponds to the existence of a singular point on the curve intersection of the two surfaces of equations $f_{1}=0$ and $f_{2}=0$ in $\mathbb{P}^{3}$. We start by recalling the precise meaning of this geometric property as we will work over coefficient rings which are not necessarily fields.

Let $k$ be a commutative ring. We consider the universal setting over $k$, i.e. we suppose given two positive integers $d_{1}, d_{2}$ and we consider the (generic) homogeneous polynomials in the four variables $\underline{x}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$

$$
f_{1}:=\sum_{|\alpha|=d_{1}} U_{1, \alpha} x^{\alpha}, \quad f_{2}:=\sum_{|\alpha|=d_{2}} U_{2, \alpha} x^{\alpha}
$$

that are polynomials in ${ }_{k} C={ }_{k} A[\underline{x}]$, where ${ }_{k} A=k\left[U_{i, \alpha} ; i=\right.$ $\left.1,2,|\alpha|=d_{i}\right]$ is the universal ring of coefficients over the base ring $k$. If there is no possible confusion, we will omit the subscript $k$ in the above notation.

We define the ideal $\mathfrak{m}=(\underline{x}) \subset C$ generated by the variables $\underline{x}$, the ideal $\mathcal{J} \subset C$ generated by all the 2 -minors of the Jacobian matrix of $f_{1}$ and $f_{2}$, and the ideal $\mathcal{D}=$ $\left(f_{1}, f_{2}\right)+\mathcal{J} \subset C$. Thus, using notation (3), we have that

$$
\mathcal{D}=\left(f_{1}, f_{2}, J_{1,2}, J_{1,3}, J_{1,4}, J_{2,3}, J_{2,4}, J_{3,4}\right) \subset C .
$$

The quotient ring $B:=C / \mathcal{D}$ is a graded ring with respect to the variables $\underline{x}$. As such, it gives rise to the projective scheme $\operatorname{Proj}(B) \subset \mathbb{P}_{A}^{3}$ that corresponds to the points $\left(u_{i, \alpha}\right)_{i, \alpha} \times P \in \operatorname{Spec}(A) \times \mathbb{P}_{k}^{3}$ such that the corresponding polynomials $f_{1}, f_{2}$ and all the 2-minors of their Jacobian matrix vanish simultaneously at $P$. The canonical projection of $\operatorname{Proj}(B)$ onto $\operatorname{Spec}(A)$ is a closed subscheme $\Delta$ of $\operatorname{Spec}(A)$ whose support is precisely what is commonly called the discriminant locus. By definition, the defining ideal of $\Delta$ is the ideal $\mathfrak{P}=\mathfrak{T}_{\mathfrak{m}}(\mathcal{D}) \cap A$ where

$$
\begin{aligned}
\mathfrak{T}_{\mathfrak{m}}(\mathcal{D}) & =\operatorname{ker}\left(C \xrightarrow{\pi} \prod_{i=1}^{4} B_{x_{i}}\right) \subset C \\
& =\left\{p \in C \text { such that } \exists \nu \in \mathbb{N}: \mathfrak{m}^{\nu} \cdot p \subset \mathcal{D}\right\}
\end{aligned}
$$

is the so-called ideal of inertia forms - the notation $B_{x_{i}}$ denotes the localization of $B$ with respect to the variable $x_{i}$ and $\pi$ is the product of the canonical quotient maps.

In what follows, we will show that ${ }_{k} \operatorname{Disc}\left(f_{1}, f_{2}\right)$, as defined by Definition is a generator of ${ }_{k} \mathfrak{P}$ if $k$ is a UFD, so that it satisfies to the expected geometric property. Before going into the details, we recall the following important and wellknown result (see e.g. [1. 8): if $k$ is a field, then the reduced scheme of ${ }_{k} \Delta$ is an irreducible hypersurface, i.e. the radical of $k^{\mathfrak{P}}$ is a principal and prime ideal, so that it is generated by an irreducible polynomial $D_{k} \in{ }_{k} A$. This polynomial is
not unique; it is unique up to multiplication by a nonzero element in $k$. In addition, $D_{k}$ is homogeneous of degree $\delta_{i}$ (see Proposition 3 for the definition of $\delta_{i}$ ) with respect to the coefficients of $f_{i}$.

We begin with some preliminary results on the Jacobian minors and the ideal $\mathcal{J}$ they generate.

Lemma 12. For any $j \in\{1, \ldots, 4\}$ we have that

$$
\sum_{k \in\{1, \ldots, 4\}, k \neq j} x_{k} J_{k, j} \in\left(d_{1} f_{1}, d_{2} f_{2}\right)
$$

Proof. Using the Euler formula, we have that

$$
\begin{aligned}
\left|\begin{array}{cc}
d_{1} f_{1} & \partial_{j} f_{1} \\
d_{2} f_{2} & \partial_{j} f_{2}
\end{array}\right| & =\left|\begin{array}{cc}
\sum_{i=1}^{4} x_{i} \partial_{i} f_{1} & \partial_{j} f_{1} \\
\sum_{i=1}^{4} x_{i} \partial_{i} f_{1} & \partial_{j} f_{2}
\end{array}\right| \\
& =\sum_{k \in\{1, \ldots, 4\}, k \neq j} x_{k}\left|\begin{array}{cc}
\partial_{k} f_{1} & \partial_{j} f_{1} \\
\partial_{k} f_{2} & \partial_{j} f_{2}
\end{array}\right|
\end{aligned}
$$

and the claim follows.
Lemma 13. For any integer $j \in\{1,2\}$ and any triple of distinct integers $i_{1}, i_{2}, i_{3}$ in $\{1,2,3,4\}$ we have that

$$
J_{i_{2}, i_{3}} \cdot \partial_{i_{1}} f_{j}-J_{i_{1}, i_{3}} \cdot \partial_{i_{2}} f_{j}+J_{i_{1}, i_{2}} \cdot \partial_{i_{3}} f_{j}=0
$$

Proof. Develop the determinant of the 3 -minor corresponding to the columns $i_{1}, i_{2}, i_{3}$ in the Jacobian matrix of $f_{1}, f_{2}$ and $f_{j}$.

Lemma 14. If $k$ is a domain, then for all $i=1, \ldots, 4$ the ideal $\mathcal{J}_{x_{i}} \subset{ }_{k} C_{x_{i}}$ is a prime ideal.

Proof. For simplicity, we will assume that $i=4$, the other cases being similar. In order to emphasize some particular coefficients of $f_{1}$ and $f_{2}$ we rewrite them as follows:
$f_{i}=U_{i, 0} x_{4}^{d_{i}}+x_{4}^{d_{i}-1}\left(U_{i, 1} x_{1}+U_{i, 2} x_{2}+U_{i, 3} x_{3}\right)+h_{i}, i=1,2$.
We consider the $A$-algebra morphism

$$
\eta: C\left[x_{4}^{-1}\right] \rightarrow C\left[x_{4}^{-1}\right]: U_{i, j} \mapsto-\partial_{j} f_{i} / x_{4}^{d_{i}-1}
$$

which leaves invariant all the variables $\underline{x}$ and all the coefficients of $f_{1}, f_{2}$, except the $U_{i, j}$ 's. As $\eta\left(\bar{\partial}_{j} f_{i}\right)=-U_{i, j} x_{4}^{d_{i}-1}$, $\eta$ is surjective. Moreover, setting

$$
\mathbb{U}=\left(\begin{array}{ccc}
U_{1,1} & U_{1,2} & U_{1,3} \\
U_{2,1} & U_{2,2} & U_{2,3}
\end{array}\right)
$$

and denoting by $\mathbb{U}_{r, s}$ the 2 -minor of $\mathbb{U}$ corresponding to the column number $r, s$, we have that $\eta\left(J_{r, s}\right)=x_{4}^{d_{1}+d_{2}-2} \mathbb{U}_{r, s}$, $r, s \in\{1,2,3\}, r \neq s$. Considering the map $\bar{\eta}$ induced by $\eta$,

$$
\bar{\eta}: C\left[x_{4}^{-1}\right] \rightarrow C\left[x_{4}^{-1}\right] /\left(\mathbb{U}_{1,2}, \mathbb{U}_{2,3}, \mathbb{U}_{1,3}\right)
$$

we deduce that $\left(J_{1,2}, J_{2,3}, J_{1,3}\right) \cdot C\left[x_{4}^{-1}\right] \subset \operatorname{ker}(\bar{\eta})$. Actually, this inclusion is an equality. Indeed, if $p \in \operatorname{ker}(\bar{\eta})$ then

$$
\begin{equation*}
\eta\left(p\left(U_{i, j}\right)\right)=p\left(-\partial_{j} f_{i} / x_{4}^{d_{i}-1}\right) \in\left(\mathbb{U}_{1,2}, \mathbb{U}_{2,3}, \mathbb{U}_{1,3}\right) \tag{15}
\end{equation*}
$$

But since $\eta\left(-\partial_{j} f_{i} / x_{4}^{d_{i}-1}\right)=U_{i, j}$, applying again $\eta$ to (15) we deduce that

$$
p\left(U_{i, j}\right) \in \eta\left(\mathbb{U}_{1,2}, \mathbb{U}_{2,3}, \mathbb{U}_{2,3}\right)=\left(J_{1,2}, J_{2,3}, J_{1,3}\right) . C\left[x_{4}^{-1}\right] .
$$

It follows that $\bar{\eta}$ induces a graded isomorphism

$$
\begin{equation*}
C_{x_{4}} / \mathcal{J}_{x_{4}} \xrightarrow{\sim} C\left[x_{4}^{-1}\right] /\left(\mathbb{U}_{1,2}, \mathbb{U}_{2,3}, \mathbb{U}_{1,3}\right) \tag{16}
\end{equation*}
$$

From here, if $k$ is a domain then the ideal generated by the 2 -minors of $\mathbb{U}$ is a prime ideal (see [2, Theorem 2.10]) and hence $C_{x_{4}} / \mathcal{J}_{x_{4}}$ is a domain.

The above lemma is the key result to deduce the following properties of the ideal of inertia forms $\mathfrak{T}_{\mathfrak{m}}(\mathcal{D})$.

Proposition 15. If $k$ is a domain then $B_{x_{i}}$ is a domain for all $i=1, \ldots, 4$.

Proof. We prove the claim for $i=4$, the other cases being similar. Let $p_{1}, p_{2}$ be two polynomials in $C$ so that $p_{1} p_{2}=0$ in $B_{x_{4}}$, i.e. $p_{1} p_{2}$ belongs to the ideal $\mathcal{D}$ up to multiplication by a power of $x_{4}$. Using this fact and Lemma 12. we deduce that there exists an integer $\nu$ such that

$$
\begin{equation*}
x_{4}^{\nu} p_{1} p_{2} \in\left(f_{1}, f_{2}, J_{1,2}, J_{2,3}, J_{1,3}\right) \tag{17}
\end{equation*}
$$

In order to emphasize the leading coefficients of $f_{1}$ and $f_{2}$ with respect to the variable $x_{4}$, we rewrite them as

$$
f_{i}=U_{i, 0} x_{4}^{d_{i}}+q_{i}, i=1,2
$$

Denote by $\bar{C}$ the polynomial ring $C$ in which the variables (coefficients) $U_{1,0}, U_{2,0}$ are removed and consider the surjective graded morphism

$$
\rho: C\left[x_{4}^{-1}\right] \rightarrow \bar{C}\left[x_{4}^{-1}\right]: U_{i, 0} \mapsto-q_{i} / x_{4}^{d_{i}}
$$

which leaves invariant all the variables $\underline{x}$ and all the coefficients of $f_{1}, f_{2}$, except $U_{1,0}, U_{2,0}$. It induces an isomorphism

$$
\bar{\rho}: C_{x_{4}} /\left(f_{1}, f_{2}\right)_{x_{4}} \xrightarrow{\sim} \bar{C}\left[x_{4}^{-1}\right] .
$$

Now, by (17) we deduce that $\rho\left(p_{1}\right) \rho\left(p_{2}\right)$ belongs to the ideal $\left(J_{1,2}, J_{1,3}, J_{2,3}\right) \cdot \bar{C}\left[x_{4}^{-1}\right]$. Therefore, using Lemma 14 we deduce that either $\rho\left(p_{1}\right)$ or $\rho\left(p_{2}\right)$ belongs to this ideal, say $\rho\left(p_{1}\right)$. This implies that there exists an integer $\mu$ such that

$$
x_{4}^{\mu} p_{1} \in\left(f_{1}, f_{2}, J_{1,2}, J_{2,3}, J_{1,3}\right) \subset \mathcal{D}
$$

In turns, this implies precisely that $p_{1}=0$ in $B_{x_{4}}$, which concludes the proof.

Corollary 16. For all $i=1, \ldots, 4$ we have that

$$
\begin{aligned}
\mathfrak{T}_{\mathfrak{m}}(\mathcal{D}) & =\operatorname{ker}\left(C \xrightarrow{\pi_{i}} B_{x_{i}}\right) \\
& =\left\{p \in C \text { such that } \exists \nu \in \mathbb{N}: x_{i}^{\nu} \cdot p \in \mathcal{D}\right\}
\end{aligned}
$$

Thus, both $\mathfrak{T}_{\mathfrak{m}}(\mathcal{D})$ and $\mathfrak{P}$ are prime ideals if $k$ is a domain.
Proof. Using Proposition [15, the proof of 3, Corollary 3.21] applies verbatim to show that $x_{i}$ is not a zero divisor in $B_{x_{j}}$ for all $i \neq j$. From here, we deduce that the canonical maps $B_{x_{i}} \rightarrow B_{x_{i} x_{j}}, i \neq j$, are all injectives maps and hence the claimed equalities follow.

We are now ready to prove the main result of this section.
Theorem 17. If $k$ is a UFD then ${ }_{k} \operatorname{Disc}\left(f_{1}, f_{2}\right)$ is a generator of $k_{\mathfrak{P}}$. It is hence an irreducible polynomial in ${ }_{k} A$.

Proof. First, let $\mathbb{K}$ be a field. From the geometric property we recalled previously, we know that the radical of ${ }_{\mathbb{K}} \mathfrak{P}$ is generated by an irreducible polynomial $D_{\mathbb{K}}$. Using Corollary 16. we deduce that $D_{\mathbb{K}}$ is actually a generator of $\mathbb{K} \mathfrak{P}$.

Now, assume that $k$ is a domain and take again the notation of Theorem The resultant

$$
\operatorname{Res}\left(f_{1}, f_{2}, J\left(f_{1}, f_{2}, l, m\right), J\left(f_{1}, f_{2}, l, n\right)\right)
$$

is an inertia form of its four input polynomials and hence, by developing the Jacobian determinants, we see that it belongs to ${ }_{k} \mathfrak{P} \cdot{ }_{k} A^{\prime}$. Therefore, Theorem 1 shows that

$$
\begin{align*}
& \left.\operatorname{Res}\left(f_{1}, J\left(f_{1}, l, m, n\right)\right), f_{2}, J\left(f_{2}, l, m, n\right)\right) \\
& \cdot \operatorname{Disc}\left(f_{1}, f_{2}\right) \operatorname{Disc}\left(f_{1}, f_{2}, l\right) \in{ }_{k} \mathfrak{P} \cdot{ }_{k} A^{\prime} \tag{18}
\end{align*}
$$

We claim that $\operatorname{Disc}\left(f_{1}, f_{2}, l\right)$ does not belong to ${ }_{k} \mathfrak{P}$. Indeed, assume the contrary. By extension to the fraction field $\mathbb{K}$ of $k$, we would have that the square-free part of $\mathbb{K}_{\mathbb{K}} \operatorname{Disc}\left(f_{1}, f_{2}, l\right)$ belongs to the prime ideal ${ }_{\mathbb{K}} \mathfrak{P}$. But ${ }_{\mathbb{K}} \mathfrak{P}$ is generated by $D_{\mathbb{K}}$ so we get a contradiction since ${ }_{\mathbb{K}} \operatorname{Disc}\left(f_{1}, f_{2}, l\right)$ is homogeneous of degree $d_{2}\left(e_{1}+2 e_{2}\right)<\delta_{1}$ with respect to the coefficients of $f_{1}$, and similarly with respect to the coefficients of $f_{2}$ [3] Proposition 3.9]. With a similar argument, we also get that the resultant $\operatorname{Res}\left(f_{1}, J\left(f_{1}, l, m, n\right), f_{2}, J\left(f_{2}, l, m, n\right)\right)$ does not belong to ${ }_{k} \mathfrak{P}$ since it is homogeneous of degree $d_{2}\left(2 e_{1} e_{2}+e_{2}\right)$ with respect to the coefficients of $f_{1}$, and similarly with respect to the coefficients of $f_{2}$. Finally, as ${ }_{k} \mathfrak{P}$ is a prime ideal we deduce from (18) that ${ }_{k} \operatorname{Disc}\left(f_{1}, f_{2}\right)$ belongs to ${ }_{k} \mathfrak{P}$ (recall that $k$ is here assumed to be a domain).

As a first consequence, since ${ }_{k} \operatorname{Disc}\left(f_{1}, f_{2}\right)$ and $D_{k}$ are homogeneous polynomials of the same degree with respect to the coefficients of each $f_{i}$, we conclude that this theorem is proved if $k$ is a assumed to be a field.

Let $p \in \mathbb{Z} \mathfrak{P}$ be an inertia form and set $N:=d_{1} d_{2}\left(e_{1}+\right.$ $\left.e_{2}\right)$. Our next aim is to show that ${ }_{\mathbb{Z}} \operatorname{Disc}\left(f_{1}, f_{2}\right)$ divides $p^{N}$. For that purpose, using the definition of inertia forms and Lemma 12 we deduce that there exists an integer $\nu$ such that $x_{4}^{\nu} \cdot p \in\left(f_{1}, f_{2}, J_{1,2}, J_{2,3}, J_{1,3}\right)$. Then, Lemma 13 shows that $\partial_{2} f_{i} \cdot J_{1,3} \in\left(J_{1,2}, J_{2,3}\right)$ so that we get that

$$
x_{4}^{\nu} \cdot p \cdot \partial_{2} f_{i} \in\left(f_{1}, f_{2}, J_{1,2}, J_{2,3}\right) .
$$

Now, by the divisibility property of resultants [9, §5.6] we obtain that $\operatorname{Res}\left(f_{1}, f_{2}, J_{1,2}, J_{2,3}\right)$ divides

$$
\mathcal{R}:=\operatorname{Res}\left(f_{1}, f_{2}, J_{1,2}, x_{4}^{\nu} \cdot p \cdot \partial_{2} f_{i}\right) .
$$

Applying computational rules of resultants and choosing $i=$ 1 we get that

$$
\begin{aligned}
\mathcal{R}=p^{N} \operatorname{Res} & \left({\overline{f_{1}}}^{4},{\overline{f_{2}}}^{4},{\overline{J_{1,2}}}^{4}\right)^{\nu} \\
& \cdot \operatorname{Res}\left(f_{1}, \partial_{2} f_{1}, f_{2}, \partial_{2} f_{2}\right) \operatorname{Res}\left(f_{1}, f_{2}, \partial_{1} f_{1}, \partial_{2} f_{1}\right)
\end{aligned}
$$

where, in addition,

$$
\operatorname{Res}\left({\overline{f_{1}}}^{4},{\overline{f_{2}}}^{4},{\overline{J_{1,2}}}^{4}\right)=\operatorname{Disc}\left({\overline{f_{1}}}^{4},{\overline{f_{2}}}^{4}\right) \operatorname{Res}\left({\overline{f_{1}}}^{3,4},{\overline{f_{2}}}^{3,4}\right)
$$

by the definition of discriminants of finitely many points 3 , Definition 3.5]. Combining the above equalities and using (4), we deduce that $\operatorname{Disc}\left(f_{1}, f_{2}\right)$ divides the product

$$
\begin{align*}
p^{N} \operatorname{Disc}\left({\overline{f_{1}}}^{4},{\overline{f_{2}}}^{4}\right)^{\nu-1} \operatorname{Res}\left({\overline{f_{1}}}^{3,4},{\overline{f_{2}}}^{3,4}\right)^{\nu} \\
\cdot \operatorname{Res}\left(f_{1}, f_{2}, \partial_{1} f_{1}, \partial_{2} f_{1}\right) . \tag{19}
\end{align*}
$$

With a similar degree inspection as above and after extension to $\mathbb{Q}$, we deduce that $\mathbb{Q} \operatorname{Disc}\left(f_{1}, f_{2}\right)$, which is an irreducible polynomial, cannot divide the discriminant and the two resultants in (19). Then, we claim that the discriminant and the two resultants in (19) are primitive polynomials. This is a known property for the first two ones. For the third one, namely $\operatorname{Res}\left(f_{1}, f_{2}, \partial_{1} f_{1}, \partial_{2} f_{1}\right)$, we argue by specialization: for instance,

$$
\begin{aligned}
\operatorname{Res}\left(f_{1}, U x_{4}^{d_{2}}, \partial_{1} f_{1}, \partial_{2} f_{1}\right) & =U^{d_{1} e_{1}^{2}} \operatorname{Res}\left({\overline{f_{1}}}^{4},{\overline{\partial_{1} f_{1}}}^{4},{\overline{\partial_{2} f_{1}}}^{4}\right)^{d_{2}} \\
& =U^{d_{1} e_{1}^{2}} \operatorname{Disc}\left({\overline{f_{1}}}^{4}\right)^{d_{2}} \operatorname{Disc}\left({\overline{f_{1}}}^{3,4}\right)^{d_{2}}
\end{aligned}
$$

is a primitive polynomial since both discriminants on the right side are known to be primitive polynomials. Therefore, we conclude that ${ }_{\mathbb{Z}} \operatorname{Disc}\left(f_{1}, f_{2}\right)$ divides $p^{N}$.

Finally, from what we proved we deduce that $k \mathfrak{P}$ and the ideal generated by ${ }_{k} \operatorname{Disc}\left(f_{1}, f_{2}\right)$ have the same radicals. Since we assume that $k$ is a UFD, $k \mathfrak{P}$ is prime and we deduce that there exist an irreducible polynomial $P_{k}$, an invertible element $c \in k$ and a positive integer $r$ such that ${ }_{k} \operatorname{Disc}\left(f_{1}, f_{2}\right)=c \cdot P_{k}^{r}$. By extension to $\mathbb{K}$ we deduce immediately that $r=1$, which concludes the proof.

The above theorem shows that ${ }_{\mathbb{Z}} \operatorname{Disc}\left(f_{1}, f_{2}\right)$ is a primitive and irreducible polynomial in ${ }_{k} A$. It also shows that the discriminant formula we gave provides an effective smoothness criterion (as the criterion in [7 p. 3] that applies verbatim).
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