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ABSTRACT
Identity assurance is the processing of personal identifying infor-
mation (PII) to reach a desired con�dence that an individual is who
they claim to be. However, identity assurance is beyond a process;
it is a commons, a natural resource accessible to all whereby in-
dividual actions can a�ect the group. Because each time we copy
an item of PII we inadvertently expose it to misuse, which reduces
the identifying utility of PII, and therefore reduces the con�dence
of identity assurance. Akin to the prisoner’s dilemma, there is a
usage dilemma in sustaining PII. A dilemma heightened by the
Web as PII is being digitally exchanged, processed, and stored, with
ever-increasing volume, variety and veracity.

To explore identity assurance as a commons, we develop an
agent-based simulation of a simple resource strategy game. Building
on work regarding the persistence of PII exploitation, our initial
�ndings suggest that there is a potentially unsustainable dynamic
in identity assurance. Therefore suggesting that in the long-term
our current regulatory attempts are inapt.

CCS CONCEPTS
• Security and privacy → Social aspects of security and pri-
vacy;
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1 INTRODUCTION
Identity assurance of a person is the processing of personally iden-
tifying information (PII) to reach a desired con�dence that the
person is who they claim [1]. This process is integral to high-stakes
activities such as the police matching �ngerprints. It is also an
integral part of activities on the Web, and therefore is an unavoid-
able and increasingly frequent part of daily life. Despite this broad
and often signi�cant application, a persistence of individual mis-
judgements, imposter innovations, and organisation exploitations,

∗Vincent Marmion; PhD Candidate of the Institute of Complex Systems Simulation.
Dr. Millard; Associate Professor of Computer and Web Science.
Dr. Gerding; Associate Professor in the Agents, Interaction and Complexity group.
Prof. Stevenage; Institute of Criminal Justice Research

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for pro�t or commercial advantage and that copies bear this notice and the full citation
on the �rst page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
WebSci ’17, June 25-28, 2017, Troy, NY, USA
© 2017 Copyright held by the owner/author(s). 978-1-4503-4896-6/17/06. . . $15.00
DOI: 10.1145/3091478.3098882

makes obtaining 100% con�dence an unachievable goal [6]. Yet, us-
ing ever-innovative methods of extraction, i.e., biometric scanners,
or a combination of methods, it is possible to get ever-closer to a
person’s true identity [2].

However, each process innovation has potential for negative con-
sequences. For instance, switching from passwords to biometrics
may increase assurance, but it also provokes legal, social, and ethi-
cal considerations as it enables individuals to be covertly tracked
across many systems. This is because identity assurance is beyond
a process; it is also a socio-technical system comprised of com-
peting security and privacy desires, amidst commercial and social
incentives, each governed by national and global regulations [5].
Moreover, identity assurance might be best considered as a com-
mons, as the fuel of identity assurance, PII, share the same qualities
as other common pool resources (CPR) [4]. Meaning, over-using PII
can deplete its identifying utility in future uses, as usage involves
making a copy, and each copy adds doubt as to its legitimate user.
Therefore, the dilemma is in sustaining the utility of PII.

In this regard we learn from other ‘tragedy of the commons’
usage dilemmas, wherein regulation is essential [3]. Insu�cient
regulation can allow for the accumulation of seemingly innocuous
yet self-interested decisions towards the depletion of a CPR. On the
other hand, simply increasing regulation can be too blunt, as over-
cautious protections can frustrate and waste a valuable resource.
Therefore, regulation must �t.

As PII is being digitally exchanged, processed, and stored, with
ever-increasing volume, variety and veracity, using ever-innovative
methods of extraction, our belief is that regulation is insu�cient.
However, to get regulation right, �rst we must better understand the
system. Therefore, this work builds on an existing game theoretic
model to develop an agent-based simulation to study the stability
and sustainability of PII within the identity assurance commons.

2 STABILITY IN THE SYSTEM
Within a game theoretical model Vila et al. [7] explores privacy akin
to a second-hand car market where users pay to check for faulty
cars. Likewise, the current consent model for PII disclosure costs the
user in time, e�ort or money to discover whether an organisation is
faulty, which in this context could be whether they extract more PII
than required and/or sell it for pro�t. These ‘faulty’ organisations
can capitalise on the asymmetric information between user and
organisation if it is deemed that users are unwilling to pay to dis-
cover any faults. Classifying their results as a free-riding problem,
they describe an oscillation between users depending on others to
discover a fault, yet many individuals with this same conclusion
can tempt organisations to exploit the free-riding, this in turn even-
tually leads to more users paying to discover while discovery exists



(Figure 1). Their results suggest the possibility of a long-term, al-
beit sensitive, mixed-point equilibrium comprising some attending
users, others not, and some respecting organisations, others not.
Therefore, exploitation persists.

Figure 1: A Privacy Free Riding Problem [7].

3 SUSTAINABILITY IN THE SYSTEM
Whilst the game-model described in [7] provides an insight into
the persistence of data exploitation, the implication of the long-
term sustainability of a privacy market is misleading. Because,
the equilibrium is sensitive to oscillation due to environmental
changes such as innovative extraction technologies. During these
oscillations the asymmetry of information is heightened, leading
to a higher potential of exploiting organisations, contributing to
an accumulating exposure of PII over time, necessitating further
innovation in the extraction of higher veracity PII. Only then, as a
commons with escalating extraction and a depleting CPR, does a
sustainability concern emerge.

Additional complexity is needed in order to go beyond the as-
sumption of identical users engaging with identical organisations,
and beyond a catch all of treating PII as one homogeneous entity.
Repurposing [7] into an agent-based model provides the �exibility
to add these elements, and also add realism to the insights gained.

4 A NEW AGENT-BASED MODEL
The following simple outline of an agent-based version of [7] de-
scribes two service agents competing for the engagement of a pop-
ulation [P] of user agents. The service perspective amounts to a
2-player, iterated, pure strategy game. Each service selects either
a respect [R] or an exploit [E] strategy. They have knowledge of
their opponents current strategy, and a basic calculation of pre-
dicted market change. Pro�t is calculated per number of users (u)
as eu = ru + uϵ . The user perspective equates to a simple decision
problem, whereby in each turn [T] a random set of users (1-4%)
evaluate their position; ignoring users join, or remain engaged
with, any service, attending users join or remain with a respecting
service, and leave or remain disengaged from an exploiting service.

Figure 2 illustrates the results of this, in essence, agent-based
simulation of [7]. The top and middle panels indicate the oscilla-
tions as described in Figure 1 with exploitation coinciding with
cycles in market latency, i.e. disengaged users. The middle panel
showing user reaction to exploitation re�ects what Westin [8, p.
24] describes as a ‘shift in public mood’, during 1999 and 2002 as
‘privacy fundamentalists’ rose from 24% to 34%. Not shown here,
is the model sensitivity to changes in ϵ , as slight decreases reduce
the oscillations in favour of stable respect strategies, whereas slight
increases causes exploitation strategies to dominate.

Figure 2: Top:Market shares, and latency.Middle: Periods of
exploitation and the reactive user attend strategies. Bo�om:
Oscillation of dominant strategies as size changes reach tip-
ping points. Parameters: r = 1, ϵ = 0.005, P = 15000,T = 3000

5 CONCLUSION AND FUTUREWORK
This abstract sets out an argument for examining identity assurance
as a commons. Building on this premise could have signi�cant im-
plications for the regulation of identity assurance, and speci�cally,
for how we regulate for the sustainable use of PII in a digital age. It
also illustrates the �rst development steps of an agent-based simu-
lation of the identity assurance commons. This approach provides
a �exible base from which to explore di�erent aspects of the Iden-
tity assurance commons, including what drives or tempers usage
escalations in identity assurance. To this end, two sets of empiri-
cal studies are underway to enrich this model. The �rst exploring
the di�erent ways users make disclosure decisions, i.e., calculative
vs heuristic, and a second examining how users personally value
individual items of PII.
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