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ABSTRACT 
We propose the concept of a guiding system specifically 
designed for semaphoric gaze gestures, i.e. gestures defining 
a vocabulary to trigger commands via the gaze modality. Our 
design exploration considers fundamental gaze gesture 
phases: Exploration, Guidance, and Return. A first 
experiment reveals that Guidance with dynamic elements 
moving along 2D paths is efficient and resistant to visual 
complexity. A second experiment reveals that a Rapid Serial 
Visual Presentation of command names during Exploration 
allows for more than 30% faster command retrievals than a 
standard visual search. To resume the task where the guide 
was triggered, labels moving from the outward extremity of 
2D paths toward the guide center leads to efficient and 
accurate origin retrieval during the Return phase. We 
evaluate our resulting Gaze Gesture Guiding system, G3, for 
interacting with distant objects in an office environment 
using a head-mounted display. Users report positively on 
their experience with both semaphoric gaze gestures and G3. 

Author Keywords 
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ACM Classification Keywords 
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User Interfaces – Interaction styles (e.g., commands, menus, 
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INTRODUCTION 
Head-Mounted Displays (HMD) enable users to interact with 
both digital and augmented physical objects in mobile 
contexts. Researchers have proposed several hand-based 
interactions for HMD input, such as by detecting hand 
gestures via a front camera embedded on the device [9,32]. 
Although such direct manipulation is generally favorable, 
this approach can burden users in situations where hands are 
busy, or simply by causing fatigue after some use [21]. As an 
alternative, we explore inputs based on the gaze modality  
 

  
Figure 1: Example scenario using G3. The user is looking at a 
distant physical object (TV screen) through a see-through 
Head-Mounted Display. G3 allows the user to discover 
available commands and their associated gestures. Users can 
perform a gaze gesture by following the desired label moving 
along its corresponding 2D path. 

with HMDs [36]. However, instead of relying on the gaze as 
a pointing mechanism, we focus on gaze gestures. 

Gaze gestures, the ability to trigger a command via eye 
movement patterns [24], do not require additional dwell time 
that is common with gaze input to avoid unwanted Midas 
’touch’ events [26]. Gaze gestures are also conceptually 
resistant to accuracy limitations since only position 
variations are used in the gesture recognition [14], which 
allows usage without a per-user calibration process [48].  

The most widely used type of gestures are semaphoric (or 
symbolic) gestures, which define a vocabulary to map 
gestures to system commands (e.g., drawing a circle to start 
recording, tracing a ‘C’ to close a menu, etc.) [1,29]. 
However, despite the practical advantages of semaphoric 
gestures [29] (e.g., explicit command/gesture mapping), 
novice users still need to discover the available commands 
and their associated gestures. Thus, researchers and 
practitioners have identified the need to carefully design a 
guiding process [30]. Over three dozen gesture guiding 
systems exist [12] for 2D mouse gestures [5], touch gestures 
[17], 3D hand gestures [13], or whole body gestures [3]. 
None, however, are currently designed for gaze gestures, i.e. 
by considering the dual nature of the eyes during gaze 
interaction – capturing and transmitting information.  

In this paper, we introduce a novel Gaze Gesture Guiding 
system, G3, and illustrate its use via a HMD to interact with 
distant digital and augmented physical objects (Figure 1). G3 
allows users to efficiently trigger commands by performing 
gestures with gaze. In a step-wise manner, we explore design 
factors by considering the meaningful events unique to gaze. 
Through an informal evaluation, users report on the ease of 
using G3. 
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Our contributions are threefold. First, we propose the 
concept and the design of a gaze gesture guiding system. 
Second, we experimentally explore design options based on 
the fundamental gaze gesture phases (see below). Lastly, we 
evaluate our resulting design, in an office environment 
scenario to illustrate the complete integration of G3 with 
mobile tasks.  

PHASES IN GAZE GESTURE INPUT 
We use the scenario depicted by Figure 1 to illustrate the 
structure of the guiding system into phases. A user wants to 
share pictures from a HMD onto a TV screen. The user 
explores available commands and executes a desired gesture 
with gaze. Afterwards, users would aim to return their gaze 
onto the TV screen to focus on the shared pictures. This 
typical scenario reveals the following three phases: 

 With a gesture guiding system, there is an initial 
Exploration phase during which users must look for a 
target command and its corresponding gesture. With other 
modalities such as hand motion, the visual search does not 
interfere with the gesture execution. In contrast, with gaze 
gestures, eye motion for visual search overlaps with eye 
motion used for gesture execution. Any design for a gaze 
gesture guiding system needs to carefully consider this 
phase to avoid unwanted or spurious input. 

 It is not clear how to efficiently guide eye movement 
during the Guidance phase to facilitate gesture execution. 
We are not aware of any previous work stating the benefits 
and drawbacks of candidate visual elements while guiding 
the gaze along gesture shapes for interaction purpose. For 
instance, is it better to represent the complete gesture 
shape with a 2D path and/or provide dynamic visual 
elements to help the eyes draw a gesture? As a result, 
attention is needed to design the Guidance phase. 

 After performing the gaze gesture, the user’s eyes easily 
lost their initial focus point. This can be inconvenient if 
users need to view any feedback taking place at the origin 
of the gesture  [44] or want to resume their previous task. 
The gaze may need to Return to the original location. 
While this may not be necessary in every application, we 
consider the Return phase in our design exploration for 
comprehensive design. 

Our resulting design, G3, functions following the three 
phases: Exploration, Guidance, and Return phases. 
Command names are revealed using a Rapid Serial Visual 

Presentation (RSVP) [27,42] in the center of a radial guide 
(Figure 2, a), initiating the Exploration phase. Command 
names are then quickly shifted to the outward extremity of 
the 2D path representing the corresponding gesture (Figure 
2, b-c). The command name labels play the role of a dynamic 
target for users to follow and smoothly move back to the 
center for guiding users during the execution of the gesture 
(Figure 2, c). This was designed to support the Guidance 
phase. Once the gesture is completed, users’ gaze lands on 
the original point of interest, thus supporting the Return 
phase.  

RELATED WORK 
Our work builds on prior research in gaze gestures and 
gesture guiding systems. 

Gaze Gestures 
We adopt the distinction between eye movements and gaze 
gestures defined by Møllenbach et al. [33]. Eye movements 
refer to the actual pupils’ motion, while gaze gestures refer 
to the path produced by this motion. Two types of eye 
movements have been identified to interpret gaze gestures: 
saccadic and smooth pursuit eye movements. 

Gestures Using Saccadic Eye Movements 
Saccades are fast (between 30ms and 120ms) ballistic eye 
movements (between 1° and 40°) [26].  Intentional saccade 
movements have been used to execute (multi)stroke gestures, 
which can be represented as sequences of straight lines [41] 
separated by fixation points [25]. Fixations happen when the 
gaze is essentially stationary. Stroke gestures have been used 
for desktop applications. such as [14] video games [22,24], 
selecting targets [34] and have even allowed for text-entry 
[6,23,49]. Researchers have shown the value of stroke 
gestures on a wide variety of mobile devices, including 
smartphones [15,28,41] and smartwatches [19,20] or while 
interacting with augmented physical objects [4]. Users are 
able to select color targets with one stroke gestures [15], as 
well as more complex three-stroke gestures [41]. On 
smartwatches, researchers have used iconic and textual 
prompts to indicate the direction to look at for triggering 
additional actions [20]. 

Gestures Using Smooth Pursuit Eye Movements 
Pursuits are smooth eye movements that can only happen 
when looking at moving objects [48]. Pursuit movements 
have been introduced to interact with on-screen visual 
content without any calibration [48]. Users were able to 

 (…)  
Figure 2: G3 walkthrough. (a) The first (dark) gesture appears with the corresponding command label at the center of the guide. 
Arrow ‘1’ shows the path the label will use to shift toward the end of the gesture. Arrow ‘2’ shows the path the label will follow to 
guide the gaze toward the guide origin. (b) The second (yellow) gesture appears. The first label is moving toward the end of the 
corresponding 2D path (arrow ‘1’). (c) The fourth (blue) gesture appears. The two first gestures (dark and yellow) are moving back 
along their 2D path. The third (red) label is moving toward the end of the red 2D path. (Arrows are for illustration purpose only.) 
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select a target by visually following its motion along straight 
and/or circular paths. AmbiGaze allows users to interact with 
augmented physical objects via pursuit selection of digital or 
physical targets [47]. Orbits [16] is an example where pursuit 
movements can be used with smaller smartwatch displays 
[16], by attaching a visual target to a graphical widget. As 
with other modalities such as the hand [8], users follow the 
target orbiting the widget instead of directly selecting a 
widget to trigger a command.  

Previous work dealing with pursuit movements did not focus 
on semaphoric gaze gestures, but on dynamic target 
selection. Selection via smooth pursuit is based on the 
correlation between targets’ and gaze’s motion, ignoring the 
semantic value of the executed shapes. In our work, we focus 
on the end-result shapes drawn during the gesture execution. 
Indeed, pursuit-based selection would require the system to 
always be displayed, without possibility for executing a gaze 
gesture without moving targets. Thus, we simply consider 
pursuit movements as a potential candidate for drawing 2D 
shapes while being guided, not as a dynamic target selection 
mechanism. This also allows us to extend the concept of gaze 
gestures using “typically strokes” [14] to any shape, 
including both straight and curved lines. 

Gesture Guiding Systems 
Gaze gesture studies often use a crib-sheet as a guiding 
system, either displayed on the screen [22,24] or via a piece 
of paper attached to the device [34,41]. But a crib-sheet is 
often used as a limited baseline during guidance studies 
[2,5,7,18,30,39].  

It is beyond the scope of this work to describe all existing 
guiding systems proposed for other modalities in the 
literature [12]. Instead, we focus our description on design 
considerations related to the meaningful phases of 
Exploration and Guidance. The Return phase has not yet 
been explored as no guiding system is specifically designed 
for gaze gestures. 

Exploration Phase 
The Exploration phase is the necessary step for users to find 
a command label. A guiding system can reveal all gestures, 
a subset of gestures, or only one gesture [5]. For instance, 
radial guides such as Marking Menus [30] and OctoPocus [5] 
reveal all gestures in the gesture set: command names and 
respectively directions and 2D paths. Augmented Letters 
[40] reveals only the subset of gestures corresponding to 
commands starting with the traced letter. Finally, GestureBar 
[7] only shows the gesture representing the desired command 
selected in a menu bar. Our design exploration draws 
inspiration from these earlier non-gaze approaches. 

Guidance Phase 
The Guidance phase is the step during which the guiding 
system is actually helping the gaze perform the gesture 
shape. We consider two features related to the Guidance 
phase: the portion of gesture displayed [5] and the pace 
tolerance for executing the gestures [12].  

Portion of Gesture: The guiding system can display the 
direction of the gesture, a portion of the gesture or the 
complete path [5]. For instance, the Arrow condition of 
LightGuide projects only the direction of the path onto the 
hand [43]. A Hierarchical Marking Menu displays only 
portions of the gestures to execute, corresponding to the 
current menu-level in the hierarchy [31]. On the contrary, a 
Marking Menu displays the complete portion of the stroke to 
execute [30]. Commonly used crib-sheets also display the 
complete gesture path [2,5,7,18,30,39]. 

Pace Tolerance: The speed for executing a gesture can be 
user-imposed or system-imposed [12]. For instance, the 3D 
Follow Arrow condition of LightGuide projects a 3D arrow 
onto the hand [43]. The projection of the arrow moves to let 
users follow the direction indicated by the arrow. However, 
several guiding systems let the user chose the pace for the 
execution. These include OctoPocus [5], which lets users 
draw gestures by following 2D paths; ShadowGuides [17], 
which lets users perform whole-hand gestures on a tabletop; 
and Arpège [18], which allows users to choose the speed for 
performing finger chord gestures. 

To our knowledge, there are no experimental studies using 
the gaze modality to perform semaphoric gaze gestures – 
with both straight and curved lines. In addition, no previous 
gesture guiding system considered peculiarities of the gaze 
modality. We explore thee, and in particular address 
concerns arising from the unavoidable Exploration, 
Guidance and Return phases of the gaze gesture interaction.  

EXPERIMENT 1: GUIDANCE PHASE 
In our first experiment, we aim to define the visual elements 
that work best during the Guidance phase, which in turn 
influence the design of the Exploration phase. We explore 
the benefits and drawbacks of combining two basic visual 
alternatives: static 2D paths and dynamic moving targets.  

Guidance Phase Designs 
We do not restrict our guiding system to the use of one 
particular eye movement type, i.e. saccade or pursuit. 
Instead, we aim to provide a guiding system for gaze gestures 
using both straight and curved lines, to not constrain the 
gesture set design. We focus our design exploration on 
combinations of dynamic and static visual elements and 
portion of gesture displayed. 

 Moving Targets: As in prior work using pursuit movements 
(e.g. Orbits [16]), the guiding system only shows moving 
targets (Figure 3, a). Targets are colored circles moving 
along invisible paths.  

 2D Paths: As in prior work on gesture guidance with non-
gaze modalities, the guide can display gestures as colored 
2D paths [2,5,17] (Figure 3, b).  

 Combined Moving Target and 2D Path: The guide can 
show gestures via targets moving along displayed 2D paths 
(Figure 3, c).  

 Segments: The guide can display a combination of moving 
targets and moving path segments (Figure 3, d).  



 
 

   

  
Figure 3: Guidance phase designs considered for Experiment 1. 
a) Moving targets only. b) 2D paths only. c) Combination of 2D 
paths and moving targets. d) Moving targets and moving 
portions. Arrows are for motion illustration only. 

Dynamic visual elements will lead to pursuit eye 
movements. This might allow users to perform curved 
shapes better and more comfortably than using saccades 
[16]. However, because of their dynamicity, these visual 
elements can (1) bring confusion [16,48], (2) overwhelm 
users [16], and (3) cause problems in cases of paths crossing 
each other [10,16]. Displaying the complete gesture might 
lead to better anticipating eye movements than simple circle 
targets [16,38,48], but can also increase the overall visual 
complexity of the scene [12]. We conducted the first 
experiment to evaluate the four design solutions. 

Participants and Apparatus 
16 participants (7 females), ages 19 to 35 (M=25, SD=4.13), 
volunteered for this experiment. Six participants had glasses 
and one participant had contact lenses. None of them had 
previous experience with gaze input.  

We carried out our experiments on a desktop screen. This 
setup allowed us to focus on the target designs without 
considering the context and hardware limitation. Participants 
were sitting ~70cm in front of a 24'' desktop screen 
(1920×1080 resolution). We used the Eye Tribe eye tracker 
[11], with 60Hz sampling rate and gaze estimation error 
between 0.5° and 1° according to the manufacturer. The eye 
tracker was placed between the participant and the screen 
(Figure 4, left). The four guiding systems were implemented 
in C# with the Unity3D 5.3 game engine and ran on a 3.6 
GHz Intel Core i7 computer. To calculate the recognition 
rate, we used a modified $1 recognizer [50]: we removed the 
rotation invariance to consider gesture orientation. 

Each gesture class included only one instance of a unique 
gesture (i.e., without repetition). The combination of a first-
entry market eye tracker and the $1 recognizer might not lead 
to the best context for gaze gestures [11,50]. However, (i) we 
are not evaluating the tracking device or the recognition 
algorithm, and (ii), this setup is sufficient for comparing our 
designs. 

 

 

 

# gestures: 8 

Length: 982±82 

Turning Angle: 814±436 

 

# gestures: 16 

Length: 2043±163 

Turning Angle: 1163±358 

Figure 4: Left: Experimental setup. Right: Simple (top) and 
complex (bottom) gesture sets (illustrated with 2D paths). For 
each gesture set, we report the number of gestures, the length 
(px) and the total turning angle (°) (M ± SD) [45]. 

Procedure 
Even though not necessary for actual use of the guidance 
designs, we performed a 9-points per-user calibration. This 
calibration step allowed us (i) to explain the concept of gaze 
tracking, and (ii) to check that the hardware was able to track 
participants’ eyes.  

The experiment lasted around 1.5 hours per participant, 
followed by a questionnaire for qualitative data. Participants 
could have a break between trials to avoid fatigue, and were 
instructed to always execute the green-colored gesture 
(Figure 4, right). This removed the need to visually search 
for command labels (focus of the second study), yet added 
visual complexity with multiple paths.  

Each trial began with pressing the ‘space’ bar on a keyboard. 
Once the gestures showed up, dynamic elements started to 
move. Participants could get familiar with the scene as long 
as they desired to (i.e., acquaintance time), but were 
instructed to complete the task as quickly and accurately as 
possible. When ready to execute the gesture, the participants 
pressed the ‘space’ bar again to re-initialize the position of 
the moving elements. Once the gesture execution was 
completed, a last press on the ‘space’ bar ended the recording 
and triggered the recognition process. We provided visual 
feedback regarding the gesture recognition result. We did not 
provide feedback regarding the gaze position in order to 
avoid any confusion due to the potential offset between the 
gaze position and a cursor [26]. 

2D paths were 27.5mm wide lines. Moving targets were 
circles with a 77mm diameter. Moving targets moved at a 
speed of 11cm.s-1 and returned at the origin of the gesture 
once they reached the end. Segments had a 3.74cm length. 

Experimental Design 
We consider the following experimental factors: 

 Guidance phase Design: We compare the execution of gaze 
gestures guided by moving targets, 2D paths, combined 
moving targets and 2D paths, and moving segments. 

 Gesture Set Complexity: We created two gesture sets of 
different complexity: a simple gesture set and a complex 
one (Figure 4, right). To increase the gesture set  
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Figure 5: Acquaintance time (left), execution time (center), and 
fixation duration (right) for all designs. 

complexity, we considered: (i) the number, (ii) the length 
[46], and (iii) the total turning angle of the gestures [45].  

 Gesture Type: Since some designs will lead to saccade 
movements and other to pursuit movements, we want to 
compare their performance regarding the type of gesture to 
execute: straight or curved lines. We included half of each 
gesture type in both gesture sets.  

We used a repeated-measure within-participants design. The 
independent variables were the Guidance phase design 
(Mtarget, 2DPath, Combined, Portion), the gesture set 
complexity (simple, difficult) and the gesture type (straight, 
curve). The ordering of design and complexity was counter-
balanced across participants using a Latin-square design. The 
gesture type presentation was random. 

The experiment was divided into four sections: one for each 
Guidance phase design. Each section was divided into three 
sequences of trials: one sequence using a simple gesture set 
for practice, and two sequences using our two gesture sets 
with varying complexity. Participants had to execute 8 
gestures randomly chosen, and then repeat the operation 
three more times. This design resulted in 4 design × 2 gesture 
set complexity × 8 gestures × 4 repetitions = 256 trials per 
participants, for a total of 4096 trials.  

Results 
The main dependent measures were the acquaintance time, 
the execution time, and the recognition rate (Table 1). A trial 
was successful if the score returned by the $1 Recognizer 
corresponding to the executed gesture was the highest score 
among the scores of all gestures in the current gesture set. 
We discarded 42 trials (~1.03%) due to tracking problems. 
Our data did not satisfy both the normality and the 
homogeneity of variances assumptions. We performed our 
analysis with Friedman and Wilcoxon non-parametric tests.  

Acquaintance Time 
We found a significant main effect of design [χ2(3)=14.7, 
p<0.01] and complexity [W=136, Z=3.52, p<0.001, r=0.62] 
on the acquaintance time, with the simple gesture set being 
faster than the complex gesture set. There was no significant 
difference between gesture types [W=75, Z=0.36, p>0.05].  

Post-hoc tests revealed that 2DPath leads to significantly 
faster acquaintance time than Mtarget [p<0.01, r=0.61] for 
both complexities (Figure 5, left) and both gesture types: 
 

 

Figure 6: Left: Effect of gesture type and design on recognition 
rate. Right:  Qualitative notation of each design by participants. 
(1: not preferred; 5 preferred). 

Participants waited to detect the end of the loop with Mtarget 
in order to see the complete gesture shape. 

Execution Time 
We found a significant effect of complexity on execution 
time [W=136, Z=3.52, p<0.001, r=0.62]: complex gestures 
took longer than simple gestures. We did not find any 
significant effect of design [χ2(3)=1.13, p>0.05] and gesture 
type [W=93, Z=1.29, p>0.05]. Participants took the same 
amount of time to execute gestures with a user- or system-
imposed pace, i.e. with dynamic or static visual elements 
only. This result holds for straight [χ2(3)=3.68, p>0.05] and 
curved gestures [χ2(3)=0.90, p>0.05] (Figure 5, right).  

To understand why self-paced and system-imposed designs 
lead to the same execution time, we first looked at a possible 
side effect of our within-subject design: participants could 
have use 2DPath at the pace they used preceding designs. 
However, we did not find any significant effect of ordering 
[χ2(3)=2.1, p>0.05]. Second, we performed a statistical 
analysis on the number of fixations and their duration. 
2DPath leads to more and longer fixations than the other 
designs [χ2(3)=25.95, p<0.001, r=0.3], slowing down the 
self-paced execution (Figure 5, right). 

Recognition Rate 
We found a main effect of design [χ2(3)=19.28, p<0.001], 
with Combined leading to a better recognition rate than 
Mtarget [p<0.001, r=0.33]. Gesture set complexity has no 
significant effect on the recognition rate [W=84, Z=0.83, 
p>0.05] for all designs. Gestures with straight lines had a 
higher recognition rate than curved gestures for all designs 
[W=0, Z=-3.52, p<0.01, r=0.62] (Figure 6, left). This result  
 

  
Acquaintance time 

(s) 
Execution time 

(s) 
Recognition rate 

(%) 

Si
m

p
le

 Mtarget 4.99 [4.46, 5.52] 2.64 [2.56, 2.73] 62.65 [57.78, 67.51] 

2DPath 2.66 [2.30, 3.02] 2.84 [2.63, 3.04] 70.31 [65.15, 75.48] 

Combined 3.19 [2.46, 3.75] 2.48 [2.46, 2.50] 75.03 [68.80, 81.25] 

Segment 4.25 [3.71, 4.79] 2.56 [2.51, 2.62] 65.15 [59.21, 71.09] 

C
om

p
le

x 

Mtarget 9.74 [8.67, 10.82] 5.25 [5.15, 5.36] 64.17 [58.74, 69.61] 

2DPath 4.31 [3.76, 4.86] 4.89 [4.49, 5.29] 68.57 [62.86, 74.28] 

Combined 5.65 [4.42, 6.87] 5.16 [5.13, 5.19] 76.56 [71.53, 81.59] 

Segment 7.32 [6.20, 8.44] 5.27 [5.19, 5.35] 71.46 [65.98, 76.93] 

Table 1: Values of the dependent measures of Experiment 1 for 
all design and complexity factors represented by: Average value 
[95% confidence interval]. Bold indicates best values. 



seems intuitive for 2DPath since users perform saccade 
movements, thus creating sequences of straight lines. 
However, this result even holds for designs with dynamic 
targets leading to pursuit eye movements.  

Discussion  
The visual complexity (controlled via the number, the length 
[46], and the total turning angle of the gestures [45]) has an 
effect on acquaintance and execution times. Longer gestures 
require longer execution time. However, the visual 
complexity has no effect on the recognition rate. Participants 
followed the target gesture with little concern for distractors.  

Participants preferred Combined to Mtarget (Figure 6, right) 
[χ2(3)=16.74, p<0.01, r=0.71]: gesture shape anticipation 
overcomes visual complexity. Note that there is no particular 
preference between the designs regarding the eye movement 
induced, i.e. saccades with static 2D paths (2DPath), and 
pursuits with dynamic targets (Combined and Segment). The 
type of eye movement was hence not the main factor 
impacting the user experience. 

EXPERIMENT 2: EXPLORATION AND RETURN PHASES 
Concerning the Exploration phase, we aim at providing a 
solution that prevents overlap between visual search and 
gesture executed eye movements. For the Return phase, the 
aim is to provide a solution to help users find the initial area 
of interest after a gesture execution. 

Exploration and Return Designs 
We consider two enhancements to the Combined baseline 
using 2D paths and moving targets from experiment 1.  

Baseline 
The baseline displays colored 2D paths and corresponding 
dynamic colored targets moving along the path (Figure 7, a). 
Command names are displayed at the end of the 2D paths. 
Exploration: No enhancement. Labels, 2D paths and moving 
targets show up at the same time. Users need to move their 
eyes to search for the desired commands.  
Return: No enhancement. The guide disappears after gesture 
execution. Users finds the origin without visual support. 

G2 
For the first step toward G3, we use a Rapid Serial Visual 
Presentation (RSVP) to help exploring available commands, 
which consists in sequentially presenting words at the same 
location [27,42]. RSVP has been used with Personal Device 
Assistants [35] and smartwatches [19,20] as it minimizes the 
output space required for presenting information. 

Exploration: Gesture paths along with command labels show 
up sequentially, with the label positioned at the center of the 
guide, i.e. where the user is supposedly looking at when the 
guide is triggered. The label represents the moving targets 
and starts moving along the corresponding 2D path after a 
short delay upon appearance (Figure 7, b). 
Return: No enhancement. The guide disappears after the 
execution of a gesture. 

G3  
Users can end gestures at the location where they started the 
execution with closed gesture paths (e.g., circle or triangle). 
However, this imposes a specific type of shapes. Otherwise, 
users will have to move their eyes back to the origin of the 
guide after gesture execution. We invert the order of these 
eye movements, to make users perform the gesture from the 
exterior toward the interior, i.e. in an inward motion. 
Although the extra gaze movement is still present, it should 
eliminate the visual search for the origin of the guide. 
Exploration: Similar to G2, each 2D path and label 
combination shows up one-by-one, with the label positioned 
at the center of the guide. After a short delay, the label 
quickly moves towards the end of the path along a straight 
line. Thus, labels quickly move away from the center, 
allowing a quick clarification of the reading area. 
Return: Labels move from the end point to the first point of 
the gesture path, i.e. the center of the guide (Figure 7, c). 

Apparatus and Participants 
We used the same apparatus as in the first study. Twelve new 
participants (5 females), ages 21 to 27 (M=24.08, SD=2.17), 
volunteered for this experiment. One participant wore 
corrective lenses and four used contact lenses. None had 
previous experience with gaze tracking. 

Procedure 
The setup is similar to the first experiment. The experiment 
lasted around 1h per participant after which they filled a 
questionnaire for qualitative data. We presented each design 
(baseline, G2, G3) before starting the experiment.  

A trial began by pressing the ‘space’ bar. Participants could 
see (i) the target command label to find and execute, and (ii) 
a grid of 20×9 circles displayed on the screen. Circles were 
grey except for a randomly placed green one indicating 
where the gestures will show up. Participants pressed 
‘space’, which displayed the guide and entered into the 
Exploration phase. We asked participants to press ‘space’ 
again as soon as they found the desired gesture. Upon gesture  

 
  

Figure 7: Designs considered in Experiment 2. The baseline displays all labels fixed at the end the paths (left). After apparition at 
the center, labels start moving along the 2D paths (black arrows) with G2 (center) or shift toward the end of the gesture (colored 
arrows) to move back toward the origin along the 2D paths (black arrows) with G3 (right). Arrows are for motion illustration only.



 

Figure 8: Frequency of exploration times for all designs across 
complexities. 0 is the trigger of the guide. The blue line shows 
the average gesture apparition time. The red line shows 1s after 
the last gesture is revealed. The black line shows the average 
exploration time of participants. 

completion, participants could see the corresponding moving 
target blink. They pressed ‘space’ again during the blinking 
interval. This ensured that participants did not move their 
gaze toward the origin while the guide was still displayed. 
Once the ‘space’ bar was pressed, the guide disappeared, the 
green circle became grey and arrows appeared in each one of 
the 180 circles. Arrows indicated the top, bottom, left or right 
direction. Participants needed to press the arrow on the 
keyboard corresponding to the arrow in the origin circle to 
ensure they found the correct location. Participants finally 
received feedback regarding the match between the arrow 
pressed and the arrow to retrieve and could press the ‘space’ 
bar again to begin the next trial. The potential additional 
cognitive load due to the arrow key press action was the same 
for all three designs. 

We made sure that the guide always showed up in a random 
circle avoiding out-of-screen gestures. This resulted in 27 
different potential origins centered in the grid of circles. We 
used the same gesture sets as in the first study and used a 
scaling factor to avoid out-of-screen gestures. Moving 
targets completed gesture with the same time, hence a 
slightly slower speed during the Guidance phase (not the 
focus of this second study): 
Visual characteristics: 2D paths had a thickness of 27.5mm. 
Moving targets were 1.24cm-diameter circles. Labels used a 
font 82.5mm. The grid of circles consisted of 1.65cm-
diameter circles with 0.55mm space between them. 
Timing characteristics: Moving elements had a speed of 
9.9cm.s-1. For RSVP, we defined a 0.2s delay between each 
label apparition. A label stayed 0.1s in the center before 
starting to move. For G3, labels moved toward the end of the 
gesture at a speed of 12.4cm.s-1.  

Experimental Design 
We used a repeated-measure within-participant design. The 
independent variables were the guiding system design 
(Baseline, G2, G3) and the gesture set complexity (simple, 
difficult). We counter-balanced the design and complexity 
presentation across participants with a Latin-square design. 

The experiment was divided into three sections: one for each 
design. Each section consisted of two blocks: one for each 
gesture set. Participants had a simple gesture set for practice 
before using the actual two experimental gesture sets. In each 
gesture sets, participants needed to perform a random 
sequence of 8 gestures three times. This design resulted in 3 
designs × 2 gesture set complexities × 8 gestures × 3 
repetitions = 144 trials per participants, for a total of 1728 
trials. To avoid learning effects, gestures got new random 
label and color at each trial. Labels were chosen among a set 
of 100 worldwide capital cities. 

Results 
We considered the following dependent measures (Table 2): 
 Exploration time: the elapsed time between the revelation 

of the guide and the moment participants found the 
desired label and pressed ‘space’. 

 Return time: the elapsed time between the disappearance 
of the guide after completion of a gesture and the moment 
participants pressed an arrow on the keyboard. 

 Origin retrieval success rate: the success rate of the origin 
circle found after the disappearance of the guide. 

We did not consider the recognition rate for this experiment, 
as we focused on the Exploration and Return phases, not the 
Guidance phase. Gesture recording segmentation 
mechanisms would have been too different between our 
designs and lead to different side-effects on our data. 

Exploration Time 
We found a significant main effect of design [χ2(2)=8.17, 
p<0.05],  and complexity [W=78, Z=3.06, p<0.001, r=0.62] 
on the exploration time. The Baseline leads to longer 
exploration times than G2 [χ2(2)=8.00, p<0.05, r=0.61] and 
G3 [χ2(2)=8.00, p<0.05, r=0.71] in both complexities. 

Interestingly, we notice that more than 92% (resp. 86%) of 
the exploration phases end within the time between (i) the 
average apparition time of the simple (resp. complex) 
gestures (Figure 8, blue lines) and, (ii) 1s after the last gesture 
showed up (Figure 8, red lines). This time interval contains 
only 73% (resp. 59%) of the exploration phases for the 
simple (resp. complex) gesture set with the Baseline. Thus, 
average exploration times (Figure 8, black lines) are ~30% 
(resp. ~37%) faster with G2 and G3 than with Baseline for 
the simple (resp. complex) gesture set. 

  Exploration time (s) Return time (s) 
Origin retrieval 
success rate (%) 

Si
m

p
le

 Baseline 2.21 [1.98, 2.43] 1.21 [1.06, 1.37] 71.18 [66.97, 75.39] 

G2 1.55 [1.47, 1.63] 1.18 [0.99, 1.37] 85.76 [82.27, 89.26] 

G3 1.52 [1.48, 1.56] 0.81 [0.72, 0.89] 97.57 [96.49, 98.65] 

C
om

p
le

x Baseline 4.99 [4.51, 5.47] 1.49 [1.30, 1.68] 61.11 [58.28, 63.94] 

G2 3.13 [2.77, 3.48] 1.54 [1.30, 1.79] 64.93 [61.32, 68.54] 

G3 3.11 [2.67, 3.55] 0.81 [0.92, 1.19] 92.01 [89.48, 94.55] 

Table 2: Values of the dependent measures of Experiment 2 for 
all design and complexity factors represented by: Average value 
[95% confidence interval]. Bold indicates best values. 



Return Time 
We found a significant main effect of design [χ2(2)=8.67, 
p<0.05] and complexity [W=70, Z=2.43, p<0.05, r=0.5] on 
the return time. The complexity affects the return time with 
all designs: the Baseline [W=72, Z=2.59, p<0.01, r=0.53], 
G2 [W=68, Z=2.27, p<0.05, r=0.46], and unexpectedly G3 
[W=71, Z=2.51, p<0.01, r=0.51]. G3 allows for ~30% faster 
return time than the other designs with the simple 
[χ2(2)=12.17, p<0.01, r>0.4] and the complex [χ2(2)=10.5, 
p<0.01, r>0.48] gesture sets (Figure 10, left). 

Origin Retrieval Success Rate 
We found a significant main effect of design [χ2(2)=22.17, 
p<0.001] and complexity [W=0, Z=-3.07, p<0.001, r=0.63]: 
participants were able to find the correct arrow more often 
with the simple gesture set than with the complex gesture set. 

The complexity affected the ability to find the correct arrow 
with all designs, even G3 [W=1.5, Z=2.29, p<0.05, r=0.47]. 
However, G3 allows for more than 40% better results than 
Baseline and G2 with the complex gesture set (Figure 10, 
right). Although the difference between G2 and G3 is less 
important with the simple gesture set (14%), the difference 
between G3 and Baseline remains the same with the simple 
gesture set (40%). This result can be explained by the fact 
that with Baseline, even with the simple gesture set, 
participants had to explore the scene and hence move their 
eyes, losing the origin of the guide as soon as it appears. 

There is no difference between G2 and G3 regarding the 
Exploration phase and the qualitative preferences of 
participants. Only the preference of G2 over Baseline was 
significant [F2,22=4.80, p<0.05]. The final guide G3 can 
hence be used with or without the Return option without 
impact on performances or preferences. 

 
Figure 10: Return time (s) (left), and origin retrieval success 
rate (%) (right) across complexities. 

Discussion 
We provided two enhancements regarding the guiding 
system defined by 2D paths and moving targets from study 
1. For the Exploration phase, we used a RSVP to display 
command labels in the center of the guide. This option 
proved to be more efficient than an explicit visual search of 
the desired label. For the Return phase, we used inward label 
motions, i.e. labels moving from the end point to the first 
point of the gesture path. This option proved to be more 
efficient than letting the participants find the origin of the 
guide on their own. The Return option can be removed 
without impact on preferences. 

G3 EVALUATION: OFFICE ENVIRONMENT SCENARIO 
Our summative evaluation is motivated by illustrating G3 in 
an ‘office environment’ scenario where users can interact 
with augmented objects via a see-through HMD. Our aim 
was to obtain qualitative feedback from participants using 
G3 in this scenario. 

Scenario 
In the context of an office environment, we envision 
augmented objects offering multiple services to users.  

Interactive Objects and Gesture Sets 
We use three augmented physical objects: a desktop 
computer, a TV screen and a LED light. We also use digital 
interactive pictures (Figure 11). We define:  

 Three commands for the desktop computer – Browse 
Pictures, Browse PDFs and View Screen. This gesture set 
illustrates how the shapes can be based on the literal 
representation of the commands (e.g., a ‘P’ shape for 
“Browse Pictures”, or ‘S’ for “View Screen”) (Figure 9, a).  

 Four commands for pictures – Copy, Delete, Send (Email) 
and Send (Bluetooth). This gesture set illustrates how the 
shapes can be icon-based (e.g., the Bluetooth icon or ^C for 
copy) (Figure 9, b). 

 Four commands for the TV screen – Turn On, Turn OFF, 
Share Screen, and Paste. This gesture set also illustrates 
how gestures shapes can be icon-based (e.g., a check mark 
to turn on the screen) (Figure 9, c).  

 Thirteen commands for the light to control intensity, 
temperature or color. This gesture set illustrates the use of 
arbitrary geometric shapes to accommodate the high 
number of gestures (Figure 9, d and e). 

    
a: Desktop b: Gallery  c: TV screen d: Light e: Light 

Figure 9: Gesture sets used in the office scenario based on literal representations (a: Desktop), icons (b: Gallery, c:TV screen), and 
arbitrary geometrical shapes (d and e: Light). Note that the light commands cannot be seen all at once. Blue spheres are holograms 
to represent interactive physical objects within the HoloLens viewpoint.  



 

Figure 11: Positions of interactive objects used in our scenario 
with the user sitting on a distant chair. 

Task 
First, participants had to select the desktop computer to 
trigger G3. They then had to select the ‘Browse Pictures’ 
command using G3 to display a picture gallery. We asked 
them to select and copy pictures of their choice. They could 
scroll the gallery up and down by moving their head toward 
the bottom and the top of the picture gallery. They then had 
to select the TV screen and trigger the ‘Paste’ command. 
Lastly, we asked them to select the light and trigger a 
command of their choice. We asked participants to repeat the 
scenario 5 times. The experiment lasted around 30 minutes, 
including informal discussions during trials. 

G3 Integration 
We explored two trigger mechanisms for G3: finger tap and 
gaze dwell selections. A cursor displayed the head-
orientation and was used for tap and dwell selections. Only 
gaze gestures with G3 used the eye-tracking system. For 
physical object selection, we chose a mid-air tap finger 
gesture (as provided on the HoloLens [32]). While this still 
requires users to perform a mid-air gesture, (1) it is a one-
time input, and (2) it allows participants to perform an 
explicit action to trigger the guide and initiate the entire 
interaction process. For picture selection, we chose a dwell 
action. A circular progress bar appeared after looking at the 
same picture for 2s. Participants could cancel the trigger of 
the guide during the progress bar animation (1s) by looking 
away from the picture. 

The system recorded an instance of gaze positions for each 
gesture, i.e. from the moment a label was displayed to the 
moment the label reached the center of the guide. This 
allowed the system to do the gesture registration and 
termination without any extra action from participants..  

Participants and Apparatus 
Twelve participants (3 females), ages 21 to 37 (M=25.5, 
SD=5.1), volunteered for this experiment. None of them 
participated in our previous experiments or had experience 
with gaze input. Three participants had glasses.  

We used the HoloLens [32] as a head-mounted see-through 
display. Since the EyeTribe could not correctly track the eyes 
through the HoloLens display, we used the Tobii eye-tracker 
[51] with a 60Hz sampling rate. The custom eye-tracker 
server ran on a 3.6 GHz Intel Core i7 computer. The TV 
gallery listener ran on a 1.6GHz Intel Core i5 laptop. All 
three programs (HoloLens, TV gallery listener, and eye-

tracker server) were implemented in C# with the Unity3D 5.3 
game engine and communicated via a local Wi-Fi network.  

The HoloLens has no built-in eye-tracking capabilities. Our 
prototype used a table attached to the arms of an office chair 
to fix the eye-tracker/user’s head relative positions. Although 
preventing participants from freely moving, this final 
prototype still allowed orientation mobility. 

Results 
G3 was overall well received by all participants. Some 
participants said that “[G3] is really cool”, “works well” (P1, 
P4, P5, P7, P8, P10), “is easy to use” (P2, P10) and “pretty 
intuitive” (P8). Although this validates the use of G3 as a 
viable input method, we also asked participants to think out 
loud to get more insights.  

Some participants noted some confusion at first, either 
because of the number of gestures moving at the same time 
(P0, P1, P6) or from the overwhelming feeling brought by all 
the colors (P10). However, all of them added that this 
confusion disappeared with the second exposure and that the 
system had a “fast learning curve” (P10).  

Participants shared different viewpoints on the gesture sets 
we used. Some would have preferred simpler gesture shapes 
(P3, P9, P11) while others found that the gesture shapes 
“made sense and are easy to do” (P10) or “easy to recognize” 
(P4). Some participants also mentioned the wish to do their 
own gestures (P5), potentially with default ones at first (P8). 

Controlling the light was left open to each participant’s will. 
When free to execute any commands, some participants 
reported a discoverability problem (P3, P4), as they don’t 
know what commands are available on the first try. Although 
this problem concerns only the first use of G3 with a 
particular object, this could be prevented by adding a “quick 
map overview of the commands to show what you will have” 
(P4) or a simple looping mechanism.  

Some participants expressed their wish for additional 
feedback regarding the recognition process (P0, P3, P5, P9). 
This feedback could highlight the most likely recognized 
gesture (P3), textually tells users what action to perform 
(P9), or as OctoPocus [5], reduces the number of displayed 
gestures by removing unlikely recognized gestures (P0, P5). 

There is no definitive solution regarding the trigger of G3. 
Some participants preferred the finger-tap gesture (P3, P8, 
P10) as it was an easy and fast action, while others preferred 
the dwell action (P5, P6, P11) to perform “hands-free” and 
no “cumbersome and tiresome” hand movements. We 
believe that the trigger should be user-defined according to 
users’ preferences. The same applies to G3’s dynamics. For 
instance, while some participants found the speed of the 
RSVP comfortable (P5, P8, P9), some others found it “too 
fast” (P7, P10) and others too slow (P2, P3). The same 
applies for the speed of the label during the Guidance phase. 
This shows that the fine-tuning of G3 is user-dependent. 
Note that these feedbacks concerned mostly the first 



exposure and that with even more practice, all participants 
might want to accelerate the RSVP and label motions. 

Finally, we also report feedback regarding the learning 
aspect. Some participants memorized the order of the 
gestures (P6), tried to execute the gesture before the 
command appears (P7) or ahead of the label motion (P8). 
Performing semaphoric gaze gestures without a guiding 
system such as G3 is further discussed in the next section. 

LIMITATION AND FUTURE WORK 
In this work, we introduce a gesture guiding system, namely 
G3, allowing users to perform any type of semaphoric gaze 
gestures. Our design exploration results in gaze gestures 
performed with pursuit eye movements.  

Pursuit eye movements are not feasible without a moving 
target [26]. This means that G3 needs to be displayed to 
allow this type of eye movements. But the end-goal of any 
guiding system is to ultimately let users perform gestures on 
their own once they are experts. The novice-to-expert 
transition is the next step to tackle regarding the use of 
semaphoric gaze gestures. From a cognitive point-of-view, it 
is not clear if the reverse execution used by G3 will impact 
the learning of the mapping between gestures and 
commands. G3 could then use shapes centered on their last 
point instead of their first point, so that the gesture execution 
follows the semantic value of the gesture shape. From a 
motor point-of-view, the first challenge concerns the gesture 
segmentation without G3, i.e. without dynamic labels 
recording the registration and the termination of the gesture. 
The second challenge concerns the actual gesture execution 
without the guiding system. We explore this in future work. 

The Guidance Hypothesis states that users better manage to 
reproduce motor movements if they learn without relying too 
much on guidance [37]. The next step consists in reducing 
and then removing these visual elements according to the 
user's level of expertise [2]. We consider two G3's main 
limitations for the novice-to-expert transition: the pursuit 
movements induced by the dynamic elements, and the 
anticipation cues provided by the static 2D paths. 

The first step consists in making users perform saccades 
instead of pursuit movements, as they would do in expert 
mode, i.e. without G3. A solution is to provide periodic 
accelerations of the moving targets so that the movement 
consists of sequences of saccades and fixations. An 
interesting challenge with this option is the actual 
segmentation of the gesture shapes: Should fixation points be 
on strategic geometric landmarks of the shape? While 
corners seem appropriate landmarks for sequences of straight 
lines, what about curved lines? The second step is the 
removal of dynamic targets in order to keep only 2D paths, a 
viable guiding solution as shown in study 1. 

The third step consists in making users perform gestures 
without 2D paths. A solution we are aiming for is to reduce 
the opacity of the 2D paths. Indeed, we should help users 
perform the gesture based on what is in front of them in the 

physical world - hence reducing the opacity. This will finally 
lead to two more research questions: (1) can users perform 
any semaphoric gestures without guidance, i.e. without 
dynamic and/or static visual elements? (2) Is the background 
impacting the learning process, i.e. are users considering 
physical world elements as strategic reference points? If so, 
can users perform gaze gestures with a different viewpoint 
than during practice? Also, if physical landmarks are used 
during learning, an interesting approach consists in 
generating the gesture shapes based on these landmarks. The 
guiding system could use image analysis to display a 
particular shape according to landmarks in front of the user. 

CONCLUSION 
Current Head-Mounted Display (HMD) input often requires 
large hand movements. This can be cumbersome in hands-
busy situations or can cause fatigue. As an alternative, we 
propose the use of semaphoric gaze gesture interaction. 
However, any application using semaphoric gestures needs 
to provide a solution for users to know the gesture 
vocabulary, i.e. the available commands and their associated 
gestures. This work addresses the design of a gesture guiding 
system especially adapted to the gaze modality.  

We presented two user studies to design a gaze gesture 
guiding system based on three key phases: the Exploration, 
the Guidance, and the Return phases. The first experiment 
compared design options for the Guidance phase. Results 
show that users prefer following a dynamic target moving 
along a displayed 2D path. This solution also proved to be 
resistant to visual complexity. The second experiment 
compared enhancement of the previous design with respect 
to the Exploration and the Return phases. Results show that 
a Rapid Serial Visual Presentation (RSVP) of gesture paths 
with their labels at the center of the guide allows for more 
than 30% faster command retrieval than a standard visual 
exploration of on-screen labels. To accommodate the Return 
phase and help users resume the task they were doing before 
triggering the guide, labels (1) quickly shift toward the outer 
side, and (2) guide users by moving back toward the center 
along their corresponding 2D paths. This solution allows for 
40% better origin retrieval than when users are guided with 
labels moving outward. Lastly, we illustrated how to 
integrate and use our resulting Gaze Gesture Guiding 
System, G3, on a HMD for interacting with distant digital 
and augmented physical objects. This summative evaluation 
identifies strengths and limitations with G3 for semaphoric 
gaze gestures. The next step is the design exploration of 
adaptive behaviors of G3 to help novices transition to expert 
behavior to execute gaze gestures without guidance. 
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