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ABSTRACT
Advanced biotechnology makes it possible to access a multitude of
heterogeneous proteomic, interactomic, genomic, and functional
annotation data. One challenge in computational biology is to inte-
grate these data to enable automated prediction of the Subcellular
Localizations (SCL) of human proteins. For proteins that have mul-
tiple biological roles, their correct in silico assignment to di�erent
SCL can be considered as an imbalanced multi-label classi�cation
problem. In this study, we developed a Bayesian Collective Markov
Random Fields (BCMRFs) model for multi-SCL prediction of human
proteins. Given a set of unknown proteins and their corresponding
protein-protein interaction (PPI) network, the SCLs of each pro-
tein can be inferred by the SCLs of its interacting partners. To do
so, we integrate PPIs, the adjacency of SCLs and protein features,
and perform transductive learning on the re-balanced dataset. Our
experimental results show that the spatial adjacency of the SCLs
improves multi-SCL prediction, especially for the SCLs with few
annotated instances. Our approach outperforms the state-of-art PPI-
based and feature-based multi-SCL prediction method for human
proteins.

KEYWORDS
Human protein subcellular localization; markov random �eld; trans-
ductive learning; imbalanced multi-label classi�cation.

1 INTRODUCTION
Detailed molecular knowledge of the human proteome has become
an important asset in the understanding of human biology and
disease. Rapid advances in biotechnology have made available a
variety of high-throughput experimentally obtained proteomics
and interactomics datasets [14, 22], and knowledge of SubCellular
Localization (SCL) of proteins can provide important insights for
understanding their functions in cells and the mechanism of disease
[12]. Owing to the annotation e�orts of model organism databases,
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high-quality subcellular localization information for human pro-
teins can be obtained from various curated sources. However, man-
ually annotating a protein, especially determining the subcellular
localization using the enormous data from heterogeneous source,
is always a challenging and low-throughput task.A variety of com-
putational methods have been developed for predicting the SCL of
proteins for various organisms [3, 8] in the past decade. Neverthe-
less, there are relatively few e�cient speci�c prediction tools for
human proteins in the face of rapidly increasing numbers of newly
identi�ed proteins.

Protein features, especially the sequence-based features, are al-
ways the essential part in various protein SCL predictors [4, 7, 10].
To carry out di�erent functions, one protein can be located in
di�erent SubCellular Compartments (SCCs) simultaneously or at
di�erent times during di�erent biological processes, e.g. protein
tra�cking. Sequence-based prediction methods have been success-
fully applied to genome-wide large-scale protein annotations and
analysis. However it is hard to apply these methods to detect the
translocation of proteins due to the fact that the primary sequences
of the translocated protein are always about the same. The bio-
logical functions of proteins are carried out by interacting with
other proteins. To interact, proteins (or any other molecules) must
necessarily share a common SCC, or an interface between phys-
ically adjacent SCCs, transiently or conditionally. The SCL of a
protein can therefore be inferred from the SCL of its interacting
partners. Hence biological network information can complement
feature-based approaches to SCL prediction.

Several methods have been developed which take advantage of
Protein-Protein Interaction (PPI) networks to predict the SCL of
proteins for di�erent orgnisms using data integration from mul-
tiple data sources [13, 17, 21]. However, these approaches mainly
focus on the co-localization (in the same SCL) of interacting pro-
teins. The importance of the spatial adjacency among SCCs was
underestimated. It was not investigated whether a protein SCL (e.g.
plasma membrane) can be also inferred by its interacting partners
in the adjacent SCLs (e.g. Extracellular and Cytoplasm). Secondly,
for the proteins whose interacting partners are poorly annotated,
the information of the adjacent SCLs can be used as the major pre-
diction resource. In this study, we investigated whether the spatial
adjacency among SCLs can improve PPI-based SCL prediction.

Conventional machine-learning approaches, such as supervised
learning, predict protein SCLs by extracting information only from
existing annotation. However, the number of unreviewed proteins



increases at a remarkably faster rate than that of experimentally-
annotated ones. It was shown that transductive leaning approaches
are able to take advantage of the large number of available un-
known data to improve the accuracy of classi�cation [18, 23]. On
the other hand, proteins are often annotated with multiple SCLs.
The Multi-Labeled Datasets (MLDs) of protein SCLs are typically
heavily imbalanced. The learning from an imbalanced multi-label
classi�cation is a well-known challenge in classi�cation [6].

A Markov Random Field (MRF) is a graphical model of a joint
probability distribution. Many problems in computer vision such as
image segmentation, image restoration and systems biology such as
identi�cation of di�erentially expressed genes [24], protein function
prediction [16] involve the solution of a probability distribution
de�ned by a discrete MRF. In this paper, we propose a Bayesian
Collective MRFs (BCMRFs) to predict the multi-SCLs of human
proteins considering PPI network features, the proteins features,
the spatial adjacency of SCCs and the imbalance of the dataset. The
key contributions are summarized as follows:

(1) We introduce weighted MRFs based on the PPI network
with label propagation to predict the SCL of the proteins
in the network.

(2) We propose Collective MRFs, one MRF per SCL, which are
trained collectively to exploit the spatial adjacency among
SCLs.

(3) We show the transductive learning method is more e�cient
than supervised learning method.

(4) We discuss the drawbacks of the imbalance of SCL datasets
for protein SCL prediction and show that it can be improved
by balancing the minor class with the major class.

(5) We performed experiments evaluating the performance on
a human protein SCL benchmark set. Our method outper-
forms the state-of-the-art methods including the PPI-based
approache DC-kNN [17] and the feature-based approach
Hum-mPLoc 3.0 [26].

The rest of the paper is organized as follows: In section 2 we
introduce our MRFs and the corresponding learning procedure.
section 3 details the experiment protocol and section 4 shows the
experimental results. At last, we conclude our work along with the
discussion of directions of future work.

2 THE BAYESIAN COLLECTIVE MRF MODEL
In this section, we �rstly give basic de�nitions and notations of
MRF, and the rational of using MRFs for protein SCL prediction.
Then, we introduce our Bayesian Collective Markov Random Fields
(BCMRFs) for predicting the multi-SCLs of human proteins. The
BCMRFs are formed by interatively collecting and optimizing the
labels from multiple binary Bayesian MRFs.

2.1 Markov Random Field (MRF) on protein
SCL prediction

Markov Random Field is a graphical model of a joint probability dis-
tribution. It consists of an undirected graphG = (X ,E) in which the
nodes X represent random variables X = X1,X2, ,̇Xn , where each
variable Xi ∈ X takes a value from the label set L = l1, l2, . . . , lk . A
labeling x refers to any possible assignment of labels to the random
variables and takes values from the set Ln .

Figure 1: Multiple binary MRFs. The graph with multi-
colored nodes on the top represents the general PPI network.
Each node on the graph represents a protein associated with
in total M SCL annotation terms. This network can be de-
rived toM PPI networks for each single SCL term. The nodes
are colored or in grey which represent 1 and 0 respectively if
the SCL annotation of the protein is available for any of the
M SCL terms. Otherwise, the node is not colored. And these
nodes (proteins) are in need to be assigned with SCLs.

The posterior distribution Pr (x|D) over the labellings of the
random �eld is a Gibbs distribution if it can be written in the form:

Pr (x|D) =
1
Z
exp(−

∑
c ∈C

ϕc (xc )) (1)

where Z is a normalizing constant known as the partition function,
and C is the set of all cliques. The term ψc (xc ) is known as the
potential function of the clique c where xc = xi , i ∈ c .

The corresponding Gibbs energy function E:Ln −→ Rmaps any
labelling x ∈ Ln to a real number E (x) called its energy. Energy
function are the negative logarithm of the posterior probability
distribution of the labeling. Maximizing the posterior probability
equals to minimizing the energy function and leads to the MLE or
MAP solution, which is de�ned as x = arдminx ∈LE (x).

Energy functions can be decomposed into sum over unary(ϕi )
and pairwise(ϕi j ) potentials as:

E (x) =
∑
i ∈ν

ϕi (xi ) +
∑

(i, j )∈ε

ϕi j (xi ,x j ) (2)

where ν is the set of all random variables and ε is the set of
all pairs of interacting variables. However, the potential functions
could be with more interacting variables[15].

As we described in Section 1, the SCLs of a protein can be inferred
by the SCLs of its physically interacting proteins. A physical PPI
network G = (P , I ) with N proteins, N = |P |, that are assigned in
M di�erent SCLs in total full�lls the de�nition and properties of a
MRF. It’s reasonable to apply MFRs on PPI network to predict the
SCL(s) of a set of proteins in the network. Moreover, a PPI network
in which each protein is labeled by single or multi SCLs can be
considered as multi-label MRFs. Inspired by the statistical power
of those MRF models, we applied MRFs to PPI network for solving
protein SCL prediction problem.



Using the binary reference approach [9], for the SCL noted as
lm , 1 ≤ m ≤ M , the network is encoded in an N -dimensional vec-
tor x = {x1, . . . ,xN }, where xi = 1 if the protein pi , 1 ≤ i ≤ |P | is
assigned with lm , else xi = 0. The multi-label classi�cation problem
is thus reduced to multiple binary classi�cation problems (Figure 1).
For each SCL, we build corresponding binary MRFs to predict SCL
labeling of unknown proteins by maximizing the posterior prob-
ability distribution of the SCL labeling of proteins. The following
elements are used in our MRFs model: (1) prior probability of any
protein being located in lm , (2) the number of interacting neighbors
being located in lm , (3) the number of interacting neighbors be-
ing located in the adjacent SCLs of lm , and (4) the sequence-based
features of protein.

Meanwhile, the quality of PPI data and the connectivity of PPI
network are crucial for inferring the SCL of a protein by its inter-
acting neighbors. However the con�dence of PPIs varies from one
to another depending on the method, and the size of experiment
etc.[5]. To balance of having a high quality of PPI network and
reduce the risk of losing valuable information by removing too
many edges, we use the con�dence scores of the PPIs to weight our
MRFs. The detailed method is described in the following sections.

2.2 The weighted markov random �eld model
By de�nition, the posterior distribution Pr (x) over the SCL label-
ings of the MRF is a Gibbs distribution which can be written in the
form:

Pr (x) =
1
Z
exp(−E (x)) (3)

where Z is a normalizing constant known as the partition function.
E (x) is the energy function of the MRFs which is de�ned as follows:

E (x) = −(
∑
i ∈ν

ϕSi (xi ) +
∑
i ∈ν

ϕFi (xi , Fi ) +
∑
i, j ∈ε

ωi, jϕ
P
i j (xi ,x j )

+
∑
i, j ∈ε

ωi, jϕ
A
ij (xi ,x j ,Ai j ))

(4)

with the unary potential

ϕSi =



0 xi = 0
α xi = 1

(5)

where α is the probability of a protein located in lm . ϕFi (xi , Fi ) is
feature-based potential. Fi is a vector that includes the features for
protein i . Conditional probability of a protein pi being located in
lm given its features Pr (xi = 1|Fi ).

ϕFi (xi , Fi ) =



0 xi = 0
ηPr (xi = 1|Fi ) xi = 1

(6)

with

Pr (xi = 1|Fi ) = Pr (xi = 1)
F∏
f =1

Pr (F
f
i |xi = 1) (7)

We includes thirty features which are generated from previous
widely used sequence-based protein SCL predictor YLoc[4] into
our model. These features include various types from simple amino
acid composition to annotation information.Certain features are
general such as protein size, number of small residues etc., while
others speci�cally describing one certain SCL only. η is an unknown
parameter associate to the ensemble of the 30 features Fi for protein

i . The class priors and the feature probability distributions are
estimated using the entropy-based supervised discretization of the
training data. The �nal probabilities are obtained by normalizing
the posterior such that the sum of all posterior is one. η together
with other unknown parameters are estimated during parameters
learning process.
ϕP is the pairwise potential of two proteins locating in lm .

ϕPi j (xi ,x j ) =




0 (i, j ) < ε

0 (i, j ) ∈ ε & xi = x j = 0
β11 (i, j ) ∈ ε & xi = x j = 1
β10 (i, j ) ∈ ε & xi = 1 − x j

(8)

whereωi, j is a constant parameter , the con�dential score of the PPI
between Pi and Pj .ϕAij (xi ,x j ,Ai j ) is the potential which depends on
if the protein pi interacts with the proteins locating in the adjacent
SCLs of lm ,

ϕAij (xi ,x j ,Ai j ) =



0 i, j < ε∑H
h=1 µhA

h
i j (i, j ) ∈ ε & xi = 1

(9)

where H is the total number of adjacent SCLs of SCL lm . Given a set
of H adjacent SCLs of SCL lm , for each protein pi which has Nne
of neighbors, we construct an Nne ×H binary matrix A, where the
elementAhi j is equal to 1 if protein pi has an interacting neighbor pj
located in the adjacent SCL lh and 0 otherwise. µh is an unknown
parameter for the adjacent SCL lh . The parameters α ,η, β11, β10,
and µ are estimated during optimization.

2.3 Gibbs sampler and likelihood estimation
Energy functions are the negative logarithm of the posterior prob-
ability distribution of the SCL labeling. Maximizing the posterior
probability equals to minimizing the energy function, which is
de�ned as x = arдminx ∈LE (x). In this study we apply the approx-
imation method Maximum pseudo-likelihood estimation(MPLE)
to solve the maximization problem [1, 16]. Since the SCL datasets
are usually highly imblanced, the posterior Prθ (xi |x−i ) will tend
to be overwhelmed by the majority classes (in this case negative
examples in individual binary classi�er). In order to deal with this
problem, an imbalance coe�cientis used to re-balance the in�uence
on the joint likelihood by enhancing the minority classes [11]. Thus
the re-balanced pseudo-likelihood function (PLF) can be written as

PLF (x) =
N∏
i=1

(Pr (xi |x−i ))c
m
i (10)

where ci is the imbalance coe�cient

cmi =



n−
n+ xi = 1
1 xi = 0

(11)

where n+ and n− denote the numbers of positive samples and neg-
ative samples for the SCL lm , respectively.

2.4 Collective MRFs
In our MRFs, each variable xi in vector x = {x1, . . . ,xN }, represents
whether a protein being located to lm or not. For protein pi , it
is possible that its neighbors located in adjacent SCLs are also
unknown. To respect the property of MRF, we need to initialize the



Figure 2: Collective MRFs. Each colored eclipse represents a
MRF for one SCL term. The di�erent shades of color repre-
sent the PLF value. The deeper the color is, the higher the
PLF value calculated from this MRF is. The dotted line be-
tween eclipses represents the spatial relationship of SCLs.

labels of unknown proteins. Instead of using random labelings, we
initialize in a more e�cient way by the labeling results from the
MRFs model without considering the adjacent SCLs. The results
from the previous MRFs MRF − ltm are collected and used in the
next MRFs, such as MRF − ltm+1, . . . , MRF − ltM . This process is
repeated iteratively until the convergence of the pseudo-likelihood
Equation 10. We name these MRFs as collective MRFs (see Figure 2
and algorithm 1).

Algorithm 1: Collective MRFs
Input: M partial labeled network for the M SCL terms
Output: M fully assigned network for the M SCL terms
for each SCL terms do

Initialize the xi values of unknown proteins using MRF
model without adjacent SCLs potential ϕA (Equation 9).

end
while not converge do

for each SCL terms do
Optimize the PLF t (x).
Calculate acceptance probability r comparing with the
PLF t−1 (x).
if r > r∗unif then

Update the labeling of x according to PLF t (x).
end

end
end
∗: runif is a random variable follows uniform distribution.

3 EXPERIMENTAL SETUP
3.1 Dataset
A recently published high-quality human protein SCL benchmark
set from the subcellular localization database Compartments [2]
was used to evaluate the performance of our method. In total 9 SCLs
including Cytosol, Endoplasmic Reticulum, Lysosome, Extracellular

space, Golgi apparatus, Mitochondrion, Nucleus, Peroxisome and
Plasma membrane are used for evaluation. The dataset was created
from UniprotKB/Swiss-prot and Human Protein Atlas (HPA).

The corresponding protein sequences for generating the fea-
tures from YLoc were retrieved from UniprotKB/Swiss-prot (version
2016.08). The PPI data were retrieved from the interactom browser
- Mentha [5] (version 2016.09). It limits itself to direct physical PPIs
curated by members of the International Molecular Exchange con-
sortium (IMEx) [19]. Each PPI is associated with a reliability score
which takes the evidienes such as experimental method, size of
experiments and relevant literature into account [5]. In Figure 4 we
notice a dramatic reduction of PPI size with a cuto� of reliability
score 0.25. We consider that with this cuto� value, we can remove
most of the low quality PPIs in the network. For the remaining
PPIs, we use the reliability scores to weighted our MFRs. In the
�ltered connected PPI network, 5496 proteins are SCL-known while
1299 protein have no SCL annotation available. Figure 3 further
shows the distribution of the SCLs of our human proteins data set.
As can be seen, of the 5496 proteins, 4367 are single-SCL located
proteins, 1129 have from 2 to 7 SCL annotations. As shown in the
pie chart, the majority of single-SCL proteins locate in the nucleus
which is consistent with the distribution of the overall proteins.
For the proteins locate in 2 or more SCLs, nucleus shows less and
less portion in the distribution. Therefore, the single-SCL protein
plays more signi�cant roles in shaping the overall distribution of
the data set. Nevertheless, the multi-SCLs proteins which takes big
percentage of the population can not be ignored.

3.2 Evaluation
To evaluate the prediction performance of our method, we perform
6 fold cross validation. For 1000 out of 5496 proteins, we mask their
SCL labels, and treat them as unknown protein. Hence, 2299 pro-
teins in the network are unlabeled. And the predicted label of these
masked protein are used for performance evaluation. The dataset
strati�cation was done by using R package "utiml" [20].
The traditional performance measures are di�cult to apply for mul-
tiple SCL prediction. To better re�ect the multi-label capabilities
of classi�ers, we use the popular multi-label measures including
Precision (PRC), Recall (RCL), F1-score (F1), Average Precision (AP)
and Hamming Loss (HL) [20]. Except HL, for all the rest of perfor-
mance measures, the higher the measures, the better the prediction
performance. To keep the consistency, we show the 1-HL instead
of HL for the evaluation.

3.3 Comparison partners
In our experiments, in order to investigate the e�ects of di�erent
potentials described in section section 2, we build 4 versions of
MRFs which include di�erent combinations of potentials, such as
MRFs with PPI only (M1) ,with PPI and SCL spatial adjacency (M2),
with PPI and protein features (M3), and the MRFs with all three
de�ned as Equation 4 (M4).

Moreover, we compared our MRFs with state-of-art SCL predic-
tion methods, including:

• DC-kNN proposed by [17] provides the best SCLs predict-
ing result for human proteins based on PPI. In their study,
they reported the SCLs for 4366 human proteins with no



Figure 3: Information of our human protein data set. A. SCL annotation of proteins; B. Overall distribution of protein in SCL
classes; C. Distribution of single-SCL protein; D. Distribution of multi-SCLs proteins.

Figure 4: Protein-protein interactions of test dataset con-
trolled by the con�dential scores.

SCL previously known at the time in 2008 predicted by
their method. From then to 2016, 1704 of these proteins
has been reported in various SCLs. We collect the SCL an-
notations following the same criteria as their benchmark
[17].

• Hum-mPLoc 3.0 is a most recent protein feature-based SCL
predictor for human proteins [26]. The predicted SCLs of
5390 human proteins from their database are used for the
comparison.

Figure 5: Relationship between the likelihood and predic-
tion performance.

4 EXPERIMENTAL RESULTS
4.1 Likelihood and prediction performance
In our method, we minimize the energy function to correctly predict
the SCL label of proteins. In other words, the higher the calculated
conditional probability of a protein given its interacting neighbors
for a certain SCL lm , 1 ≤ m ≤ M , the more con�dent that this
protein locates in lm , which infers that the overall prediction per-
formance achieves for lm should be positively correlated with the
data likelihood. Figure 5 shows that the lower the energy (the nega-
tive logarithm of the likelihood) is, the higher the F1 score is which
con�rms the concept.



4.2 E�ects of di�erent potentials
To investigate the e�ect of the potential described for the prediction,
we compare the performances including of the four versions of
MRFs M1, M2, M3, M4.

4.2.1 Single-SCL prediction. We �rstly compare the performance
of the 4 models for each SCL class individually. M2 VS M1 : Fig 6
shows that the spatial SCL adjacency relation of interacting pro-
teins can improve the prediction for the majority of the SCL classes,
expect Lysosome and Peroxisome. There are even the decrements
of prediction performance. Firstly, these two SCL classes are highly
imbalanced with few positive labels (see Figure 9 ). Moreover, we no-
tice that the prediction on the SCL Cytosol is quite poor. Therefore,
the MRFs of Lysosome and Peroxisome can not gain the correct in-
formation from their only spatial adjacent SCL Cytosol to increase
their prediction performance. In order to put the spatial adjacency to
good use, it is necessary to �rstly improve the overall performance.
Therefore, we integrated the potential based on protein features
into MRF model (M3). With regard of Cytosol, it is an intracellular
�uid which comprises most of the cellular organelles, and involved
in many biological processes. The low performance could be due
to its complication. The features can not improve the prediction
performance. Finally, adding the SCL adjacency potential above
on M3, we observe the improvement of prediction performance on
most of the SCL classes.

4.2.2 Multi-SCLs prediction. As can be seen from Figure 7, M2
outperforms M1 which means additional spatial adjacency can im-
prove the performance comparing with the simple SCL inference
based on PPI only. However, the improvement is limited due to that
M2 cannot e�ciently gain correct knowledge from the adjacent
SCLs which are poorly predicted. As expected, M3 signi�cantly im-
prove of prediction performance by adding the features of proteins
on the model of M1. M4 can achieve the best performance of all.
Comparing with M3 in particular, together with the observations
of single-SCL predictions, we can conclude that the improvement is
owing to that the model can e�ciently gain the correct knowledge
from the adjacent SCLs. However, in order to show a larger im-
provement of performance of the multi-SCLs prediction by adding
the spatial adjacency on the proteins features in the model (M4
against M3), an additioanl tuning of parameters would be neces-
sary.

4.3 A collective process improves the
performance

To demonstrate how the collective MRFs can help to improve the
performance of our SCL prediction, we show the changes of per-
formance of M4 during the 21 iterations in Figure 8. Overall, the
F1 scores gradually increase from initialization (iteration 1), single
MRFs (iteration 2) and collective MRFs (from the 3rd iteration). The
performances stay stable as the pseudo likelihood value of BCMRFs
converge.

4.4 Transductive learning from imbalanced
MLDs

Our human protein dataset is highly imbalanced since some of
the labels are very frequent whereas most others are rarely used.

Table 1: F1 scores with/without imbalance correction.

Model M1 M2 M3 M4
With imbalance coe�cient 0.637 0.641 0.71 0.732
Without imbalance coe�cient 0.616 0.632 0.701 0.722

Table 2: F1 scores for transductive VS conventional.

Model M1 M2 M3 M4

Transductive learning 0.648 0.652 0.743 0.759

Conventional learning 0.602 0.647 0.684 0.692

The imbalance level of a MLD can be e�ectively measured by the
imbalance ratio (IRLbl) [6]. Figure 9 shows that the SCLs such as
Lysosome and Peroxisome are highly imbalanced compared to the
other SCLs, with IRLbl of 22. 4 and 44.18 respectively.

Facing the imbalance problem, the popular solution is data resam-
pling including under-sampling and over-sampling [6]. However,
in our case the re-sampling techniques cannot be applied due to
our method being highly sensitive to the topology of PPI network.
The inference of SCL in this approach depends on the number
of physical interactions. Under-sampling and over-sampling are
based on the deletion of true interactions or repetition of existing
interactions which can largely change the topology of the network
and thus mislead the MRFs. Therefore, in this study we handle
the imbalanced MLD problem by introducing imbalance coe�cient
(Equation 11). We compare the prediction performances of the
BCMRFs with and without the imbalance coe�cient. The results
in Table 1 shows that the MRFs with the imbalance coe�cient can
improve the performance.

Furthermore, we compare the prediction results of the BCMRFs
built on the complete PPI network including the unknown proteins
against the BCMRFs built only on the sub-network of the annotated
proteins. As we can see from Table 2, the MRFs of transductive
learning outperforms the MRFs of the conventional learning.

4.5 Comparison with existing methods
To further demonstrate the performance of our method, we com-
pare our BCMRFs with the only available PPI-based approach for
predicting human protein SCLs, DC-kNN [17] and the state-of-art
protein feature-based method Hum-mPLoc 3.0 [26]. DC-kNN is a
physical PPI-based prediction method using a k-nearest neighbors
classi�cation with binary reference approach. Due to the unavail-
ability of the program and of its prediction results, the dataset we
use to compare our methods only contains 1704 human proteins
(see subsection 3.3). For these 1704 human proteins, we evaluate
the prediction results of DC-kNN and the results of our method.
Table 3 shows that our method signi�cantly outperforms DC-kNN
overall.

Hum-mPLoc 3.0 [26] is the state-of-the-art feature-based SCL
predictor speci�cally for human proteins. It predicts SCLs based on
the amino acid sequence of proteins through modeling the hidden



Figure 6: Comparison of four models for single label prediction.

Figure 7: Performances of four models for multi-label clas-
si�cation.

correlations of gene ontology and functional domain features. The
comparison of multi-SCL prediction results from Table 4 demon-
strate that our method achieves better performance.

5 CONCLUSION AND FUTUREWORK
Protein subcellular localization prediction is an imbalanced multi-
label classi�cation problem. This paper proposes bayesian collective
MRFs to predict multi-SCLs of human proteins. This is done by
building the weighted MRFs based on the PPI network and then
performing SCL label propagation to predict the SCLs of unknown
proteins. We performed comprehensive experiments to evaluate
the performance on human protein SCL datasets. The transductive
learning from the re-balanced MLD proved to be more e�cient to
correctly assign SCLs. Owing to the collective MRFs which connect
the binary MRFs by their spatial adjacency among SCLs, our method
can achieve a higher performance for predicting the multi-SCLs
comparing with the state-of-the-art methods of DC-kNN and Hum-
mPLoc 3.0.

Interestingly, neither the present approach nor the previous
state-of-the-art method for SCL prediction perform as e�ectively
for human as for other organisms (such as bacteria: precision > 0.95
and recall >0.93 for single-SCL prediction) [25]. One explanation
could be that the cell structures of the bacteria (5 and 6 SCCs in
total) are much simpler than mammalian cells. The the activities

of human cells, such as the interactions among proteins and with
other molecules, the translocation of proteins, the functions of
proteins, and the biological environment of the cell are also more
complicated. Therefore, there may still be room for improvement
of the SCL prediction of human proteins.

All PPI data used in this study are static data reported from
di�erent studies and techniques with a huge diversity. During dif-
ferent biological processes, one protein can play di�erent roles and
functions, for instance by interacting with di�erent target proteins.
However, the available PPI datasets do not di�erentiate them ac-
cording to the biological contexts. Since a single protein cannot
physically interact with tens or hundreds of partners at the same
time, this presents a future challenge: can we determine which in-
teractions occur simultaneously and which are mutually exclusive?
And how can we explore this knowledge to make context-speci�c
SCL predictions?
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