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1. INTRODUCTION 
Our R&D project is set up in a Human-Centered Design and 

Engineering process; the prospective user group is involved in 

various stages of the process. We are designing, developing, 

testing, and evaluating a wearable system that helps people with 

visual impairments to perceive facial expressions of emotions. In 

earlier studies concerning the needs and problems that visually 

impaired persons encounter in daily life, including interviews we 

have conducted amongst visually impaired persons, respondents 

identified their inability to perceive non-verbal cues of 

conversation partners as a critical issue in their daily life contacts. 

They ranked this issue as one of the most pressing problems that 

should be high on the R&D agenda. [1, 4, 6]. We took their 

expressed need as a starting point for a R&D project on facial 

expression recognition. 

To convey the emotions expressed by the conversation partner, we 

used a vibrotactile belt, because the haptic modality does not 

interfere with the other modalities used in most social interactions, 

such as sound and vision.  

The system (see Figure 1) consists of:  

1. An eye-level camera which captures the face of the 

conversation partner in real time, which can be clipped 

on to any pair of spectacles;  

2. The emotion recognition software FaceReader which 

detects facial expressions and classifies those into one 

of six basic emotions (i.e. anger, disgust, enjoyment, 

fear, sadness, surprise) [3, 7, 12];  

3. A belt worn on the waist, connected through USB or 

Bluetooth, with six vibrotactile units each assigned to 

one of the emotions [11]. The principle is that when the 

system detects an emotion, the user feels a vibration on 

the location associated to the detected emotion. 

 

Figure 1 Picture of the current version of the system, existing of a 

camera clipped-on to spectacles, emotion recognition software 

running on a tablet, and a vibrotactile belt. 

In an earlier study ([2], full paper currently under revision), we 

have presented the results of a controlled experimental study 

where people with visual impairments (VIPs) and sighted persons 

were asked to determine what emotions were presented to them. 

The images displayed were photos, videos, and additional 

auditory cues (affect bursts) which are used as validated stimuli in 

emotion research [5, 8–10]. In this controlled experimental 

setting, VIPs proved to be able to perceive and recognize 

emotions from facial expressions at almost the level of sighted 

persons, and significantly more than without the support of the 

system. For example, the correct identification of emotional facial 

expressions from photos without sound cues increased from 

14.2% to 82.5%. More importantly, VIPs ventured to imagine 

how such a system could be applied in situations in daily life, 

such as work related meetings. To see whether this promise of 

usefulness for daily life situations like work place conversations 

could be fulfilled, we wanted to answer an important question: 

how well would the system perform in more realistic usage 

contexts, such as an actual one-on-one conversation? In such 

situations, new challenges arise, such as changing lightning 

conditions and moving conversations partners who are not always 

watching directly at the wearer of the system. 

The goal of the study we are presenting was to determine whether 

the earlier developed wearable assistive technology would benefit 

visually impaired users in realistic usage contexts. 

2. METHOD 

2.1 Participants 
Eight people with visual impairments were participating in the 

study. The participants, four women and four men, had an average 

age of 46(±15.8) years old. Five of whom were fully blind, the 

others were partially sighted. Four of the participants had 

congenital visual impairments, while the others became visually 
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impaired at a later stage in life and had been able to see facial 

expressions in the past.  

2.2 Procedure 
Participants were invited to participate in two sessions: a training 

session and an experimental session. The training session, which 

took place at a location preferred by the participants – most often 

at their home – lasted about two hours. The participants were 

presented with pictures and videos of facial expressions of 

emotions, with and without auditory cues [8, 9]. Over the course 

of the training, the number of complementary auditory cues 

decreased, meaning that ultimately the participants had to rely on 

the vibrotactile cues to determine the emotion expressed in the 

images. 

Two weeks later, the participants were invited to the lab for the 

experimental session. First, the participants went through another 

(short) training session. Then the VIPs were asked to engage in a 

mock job interview with an actor, who played the role of the 

director of a fictive company. The actor was instructed to keep the 

conversation as realistic as possible, without the use of any 

exaggerated facial expressions. The mock job interview consisted 

of two 15-minute conversations, during one of these the system 

was worn by the participant. 

After the job interview conversations, we conducted semi-

structured exit interviews with the participants. We asked 

questions regarding the users’ experiences, perceived usefulness, 

possible contradictions between their perceptions and the 

emotions signaled by the system, the economic and financial 

value of the system, possible improvements of the system, and 

social acceptance. 

2.3 Data collection and preliminary results 
During the earlier controlled experimental study, participants 

showed that the vibrotactile cues were easy to learn and to 

interpret. In the training sessions, these findings were confirmed, 

as participants achieved percentage-correct scores of over 95% in 

the stimuli without complementary auditory cues. 

During the observations, various data collection methods were 

used. Firstly, video-captures were made of the facial expressions 

of both the actor and the participant of the study, which were 

combined with a graphical representation of the belt output. This 

gives us the opportunity to analyze the performance of the system, 

and checking whether the facial expressions of the actor are 

recognized by the system and mirrored by the visually impaired 

conversation partner. The actor annotated his performance in 

several captured sessions, so we can check whether the system 

does recognize the emotion expressions that the actor intended to 

show. The videotapes will be analyzed for emotion expressions by 

two independent coders. 

Additionally, the emotion recognition software logged its 

performance frame by frame. This so-called emotion log will be 

used to determine at what times the software surpassed the 

threshold that was set for each emotion, enabling us to determine 

the exact times when the system conveyed emotions to the user. 

We can combine those timestamped data with the video 

recordings.  

From the analysis of the video footage, combined with the 

emotion log, we expect to draw conclusions about the accuracy of 

emotion recognition software in realistic settings, as well as 

insights in the ability of system users to interpret and use cues 

conveyed by the system while being engaged in a conversation. 

Preliminary analysis showed that the wearable system is not 

always conveying correct information to its users, which is 

problematic and requires improvements before it can be applied as 

assistive technology. Possible explanations for this difference 

compared to the earlier controlled experimental setting, are 

changing lightning conditions and a moving conversation partner, 

resulting in different viewing distances and angles, making it 

more challenging to aim the camera at the target. 

Finally, we interviewed the participants about their experiences 

with using the system in a realistic conversation. Besides the 

findings from the analysis of the video footage and the emotion 

log, participants also perceived a mismatch between the emotion 

conveyed by the system and the emotion they perceived from 

auditory cues. Nevertheless, during moments of silence, the 

system was perceived helpful to have some idea of what was 

going on. Even though the recognition of emotions was not 

always correct, participants were positive about location and the 

easiness of the vibrotactile cues conveyed by the system. While 

three participants found it difficult to interpret the cues during the 

conversation, the others stated they could stay engaged in the 

conversation while being able to interpret the vibrotactile cues at 

the same time.  
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