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In contrast to virtual reality
systems, generally designed to
immerse the user as fully as

possible within a synthetic envi-
ronment, computer-augmented
reality supplements real-world
stimuli with computer-generated
elements. Visually, this is
achieved by electronic or optical
superimposition of computer
graphics with a user’s view of the
real world. The potential applica-
tions are wide ranging, but there
are a number of hurdles to over-
come if such systems are to reach
fruition. 

The greatest challenges relate
to maintenance of accurate spa-
tial and temporal registration of
real and virtual entities when
objects are moved or the point of
view changes. However, even if
these problems are resolved,
inherent limitations associated
with current “see-through” dis-
plays remain when it comes to
producing convincing integration
of real and virtual elements.
Most problematic, they produce
a graphic overlay that is transpar-
ent and easily washed-out in
regions where the background is

bright and, hence, are incapable
of simulating the occlusion
effects essential for appropriate
depth perception. Proposed here
is a simple but effective way of
facilitating visual occlusion and
improving the degree of color
control in see-through aug-
mented reality displays.

While most people are familiar
with the concept of combining
computer-generated graphics with
real-world imagery (exemplified,
for example, by films such as
“Jurassic Park”), achieving similar
effects in a head-mounted display
over a real-time view of our actual
environment is a more difficult
proposition. The principle of such
computer augmentation of reality
has its roots in the early head-
mounted display devised by
Sutherland [8] and the subsequent
head-up displays designed for mil-
itary pilots. It is only recently that
more wide-spread interest and
potential has developed. 

Visual augmentation offers
many of the advantages of a syn-
thetic world while retaining the
obvious value of interaction with
reality. Getting the best of both

worlds in this way offers many
new and exciting possibilities,
including assistance in manufac-
turing and maintenance [4, 5],
medical imaging [3], robotic tele-
operation [7], and design visual-
ization [1]. However, significant
difficulties are inherent, particu-
larly with respect to applications
for which the real and virtual ele-
ments need to be convincingly
integrated. For example, accurate
spatial and temporal registration
of computer graphics with a real
scene remains crucial to the suc-
cess of most applications, espe-
cially those providing manu-
facturing or surgical guidance.
Whereas small tracking inaccura-
cies might not be noticeable in an
immersive VR system, even very
small angular errors in detecting
the orientation of an augmented
reality headset can result in a large
displacement in the registration of
the graphics. 

Ultimately, more accurate
methods of position and orienta-
tion tracking are required, as well
as effective methods of tracking
over larger distances. Further regis-
tration problems can occur due to
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latency between changes in the
real scene and the corresponding
computer graphic update, as the
graphics almost inevitably lag
behind. These problems provide
the focus for much of the current
research in this field [2], but
seamless visual integration of real
and virtual worlds also depends
on effective simulation of other
visual factors. 

It is of fundamental impor-
tance in conveying a convincing
depth perception that, where
appropriate, real objects appear in
front of the virtual, occluding
parts that cannot be seen, and vir-
tual objects that are suitably inter-
posed before the real back-
grounds. In addition, achieving
an accurate composite also
depends on realistic simulation of
shadows, color-bleeding, and
other illumination effects arising
from the interaction between real
and virtual elements [6]. 

Even when registration prob-
lems are resolved and real-time
depth mapping becomes readily
available, effective visualization of
an augmented composite will
not be possible with current see-
through displays. These are gen-
erally designed so computer-
generated images are reflected
over the real-world view using
partly silvered mirrors angled
appropriately in front of each eye.
Consequently, the resultant over-
lay is inherently transparent,
ghost-like, and unconvincing.
Occlusions cannot be properly
represented and the localized
adjustment of real-world color
quality necessary for simulating
changes in illumination is impossi-
ble. Although sufficient control is
available in augmented reality sys-
tems based on a video composite,
see-through arrangements are nec-
essary in cases where the synthetic

elements are to be overlaid on an
unpixelated view of reality.

In order to retain the direct-
view advantages of a see-through,
augmented reality display while
also providing occlusion and facil-
ity for other desired visual 
interactions, a modified display
arrangement is proposed. The
basic alteration to existing displays
is the addition of an active mask
(shown in Figure 1). The com-
puter-generated component is
viewed by reflection in a partly sil-
vered mirror. But now the real
world is viewed, not only through

the mirror, but also via a transpar-
ent active panel placed along the
viewer’s line of sight. 

The computer display and
transparent panel image are both
spatially registered and temporally
synchronized, with the transparent
element acting as an active mask,
selectively reducing the intensity of
light reaching the viewer’s eye. On
the other hand, the reflected image
selectively increases the light reach-
ing the eye. This arrangement
allows for significant flexibility and
control, making it possible to both
reduce and increase the intensity
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Figure 1. See-through display with active reality marking.

Figure 2. Image components to build the composite view.
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of light reaching the viewer from
any region of a scene. Using the
transparent display element to cre-
ate an opaque mask and the
reflected element to display the
superimposed graphic object allows
virtual entities to visually occlude a
real background. The active mask
also can be used to generate areas
of neutral density that reduce light
received from selected portions of
the actual world and enable the
simulation of virtual shadows
within a real scene. 

For demonstration purposes, a
short animation has been pro-
duced in which a virtual sphere
appears to orbit a real LEGO pil-
lar (Figure 2). The original scene is
shown together with the reflected
graphic sphere overlay, its corre-
sponding mask, and composite
view seen by the user. Besides pro-
ducing occlusion and shadow
effects, using an active mask capa-
ble of filtering color, permits selec-
tive filtering of areas of real-world

color. Thus, employing such a
mask facilitates production of any
desired color-bleeding or illumina-
tion effects.

Although the images in Figure 2
were produced using a LCD panel
as the active mask, this is far from
ideal. Such panels introduce attenu-
ation and distortion. A promising
alternative arrangement dispenses
entirely with the need for an active
transparent panel, as well as obviat-
ing the requirement for a partly sil-
vered mirror, through the use of a
spatial light modulator such as the
Digital Micromirror Device
(DMD) developed by Texas Instru-
ments. This device comprises an
array superstructure of micro-
mechanical aluminum mirrors each
associated with a memory bit. Each
mirror is an approximately 16µm
square and can be tilted electrostati-
cally depending on the state of the
underlying memory cell. An appro-
priate arrangement of optical ele-
ments is needed to project the real

and virtual images onto the DMD
surface and then onward to the
user’s eye. Individual mirrors in the
DMD can be directed to project
portions of a real or virtual image
while rapid switching allows the
real and virtual to be mixed in
varying proportions.

Whatever the hardware used for
implementation, the principle of
incorporating active reality mask-
ing overcomes significant inherent
limitations of current see-through
displays and provides a degree of
control that helps enable com-
puter-augmented reality to fulfill
its promise as a highly versatile
tool for the future.
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