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Advances  in comnunication  techno-
logy and inexpensive e dwar e ar e
spreading the use of distributed info-
rmation systems and in particulaer dis-—
tiributerd tabases. Thers has also been
a lot of interest and substantial inves-
tment  in the wse of personal compubters.
This has led to the development of
microcomputer based database management
systemns (DBEMS) . : DEMS s differ in

ks iv  wunderlving models and their
data definition, mari pulation ard
ity abilities. As part of the

fevelopment of an (Hfice Information
Syatem a need was fe to integr : the
ilable microcomputers and their data-~
. This paper provides an overview
of ow approach to integrate these hete-
rogenenus microcomputer based database

maragement systems. The innovative
featwes incorporated in the design

include @

1. To  support the existence of over-—
lapping nor--disioint) data fra-
gments at different nodes leading
to wvery flexible data distribution
options and thuws improving locality
of reference and effeciency o
quEry processing.

2. To support the existing data models
and applications; o system acts
as a fronmt-end to the existing
local DEME.

3 T exploit LAN capabilities for
query optimization.
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1. TNTROGUCT IOMN

Computing with microcomputers
vields local data autonomy, in addition
to  other benefits with communication
links, the individual databases can  be
integrated wusing a distributed hetero-
geneous DEMS, This would allow access
to useful information from other users’
and the corporate databases. So far no
attempt has been made towards integra-
ting the ewxisting databases on micro-
computers. Suech  an integration would
enhance an auwtomated office. Almost a&ll
the distribubed database systems desig-
ned s far are For homogeneows distri-—
buted (enicept POLYFPHEME 171,
arve I T B I'm  addition,
SOME system designs are based on
existing centralized databases (System
R* developed around the system R 183,
and distributed INGRES developed around
INGRES [91); other distributed database
systems are entirely new (8DD-1 [71).
Leers interested in migrating to these
homogensous D-DBMS may have to rebuild
thei' existing database. Another aspect
which has often been overlooked and
ignored is  overlapped (non-disjoint)
fragments in data distribution (11,121,
Non—disjoint fragments are, however ,
impoartant  where many existing databases
are being integrated into a distributed
aystams a  common situation in office
automation. In section 2 we discuss the
nead for overlapped partitioning (repli-
cation may be considered to be 1004
averlapping. We are proposing a hetero-
genepus  distributed DEMS (HD-DRERMS) that
will act as a front-end to the existing
DEMS "s. The system is capable of hand-
ling overlapping partitions and indepen—
dent of the local DBMS. The following
assumptions are made in the initiald
systems design.

1. The existence of a communication
networlk. Our HD-DBME system is
being designed to use & communica-
tion subsystem which may be tail-
aored for any communication system.
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2 We assume, imitially, fthat
incompatinilitie de @i st
le, the same may not be
in units of inche at one
2, and i ouand! centi-
re o oat another  database. This
probRlem  has alresdy been solved in
t ritwted @ me by using  map-
ping algorithms 07,100,
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Figuwre 1. D-DBEMS Architecture.

A general multilevel architectuwre
of Tk distributed database system
software TGy 110 ie shown in Figure 1.
There are Ffive levels Lo this  archi-
tecture, divided into two major parts —

database management system
e Mmanagement sy 2
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Figure 2. Global Logical View.

b oof these levels supports  a
different view of the database. Tables
in gure 2 and figure 3 give the global
laogical  wview and one of the users view
of an hypothetical database. The user s
imterface 1s elther a guery processor or
a host language processor.
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Figure

The fragmented and distributed view
processors  are characterstics of & dis-—
i buhed DEMES. A fragmented view
defines subsets of relations known as
logical fragments, e.g. one for each
value of FLANT-NO (Figure 4). A frag—
ment may contain a subset of tuples from
a relation (horizontal partition), or
may contailn a subset of attributes from
a relation (vertical partition), or a
comBination of both. Stored fragments
ar e physical implementations of the
logical fragments. Corresponding to one
logical fragment there can be multiple
physical fragments. The distributed view
af  the distributed DBMS gives the geo-
graphical location (nede identification)
of each physical fragment or complete
relation. Figure 5 gives the distri-
buted view of the example being discus—
sl
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Figure 4. Fragmented View.
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Figuwe 9. Distributed view

For locality of reference and guery
optimization the local logical view

should be based on the partitions of a

database existing at a particular node.
Figuwre & idllustrates one of the local
views of the example database being
discussed.
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Figure 6. Local view at Flant 5.

Some of the major design issues  of
ouwr proposed system are discussed in the
next three sections. Design and imple-—
mentation details are discussed in  the
subsequent sections.

2o DATA DISTRIBUTION @ THE NEED FOR
OVERLAFFED FARTITIONING

It is not wncommon to find overlap-—
ping data between twe nodes as  11lus-—
trated in Figwa 7 where orders and
invoices are  twe different relations
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processed at two different nodes, and
having overlapping attributes. Figures
8 % 9 illustrate the necessity for over-
lapped data. A and B are two applica-—
tions erecuted at two different nodes
using data sets a, and b respectively.
I+ there is an averlapping set of data
(:) between these two applications, then
there are two options for storing the
data. The +first of them is to have three
non overlapping (disjioint) fragments a?t

2y and b* and store (a®, u) at A, and
%, b*) at B, with replication of the
fragment x at both A and B. The second
option is to store fragment a at A, and
b at B with overlapping 23 this is
possible only 1if overlapping data is
permitted in the design of the database.
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Figure 7. Example of Overlapped Data

Usage at Different Nodes.
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Figure 9 shows the increase in  the
number of nonoverlapping fragments to be
stored at different nodes to allow for
additional applications which uses the
same data. Correspondingly the number
af physical fragments and their main-
tenance overhead increases. I+ overlap-
ping is allowed, we only have to store
three fragmaents &, b and co. Im  an
office environment, processes at diffe—
rent departments may be handling such
overlapping datas for example, proces—
sing a customer order involves a number
of different departments. Instead of
multiple fragments and replications the
applications make do with overlapping
data. This approach is reflected in the
conventionsl multipart  form design.
Many other similar applications abound
in reality.

The advantages of having overlap-
ping data are illustrated in the {follow-
ing  example. This example also gives
some idea of how overlapping data can be
handled in the global directory used in
the HD-DBEMS.

Fa

Fa

Fes

Fe

F‘?

Table 1.
Compary 2 has three plants at

Example:

sites Sy, &z and Sx and a warehouse
situated at some other site So, which is
equidistant Ffrom the other three sites.
Table 1 indicates the part’'s name
and the plants which are uwsing/handling
that part. A "1° in the table indicates
that the corresponding part is used by
the column site.

I overlapping is not allowed then
the data has to be partitioned into
seven non  overlapping segments (Fy  to
Fy) as indicated in Figue 10 and are to
be replicated at each site at which they
are used. Cuery processing may require
the handling of more than one fragment
at a given site. Even for read opera-
tions a union of fragments has to be
taken. I+ overlapping is allowed we
only have to store a single overlapping
relation at each site. The overlapping
arrangement in Figure 11, gives the same
or even.,under certain conditions, better
perfornance (response time, and reliabi-
lity measure) az the non  overlapping
arrangement (Figure 10) at a reduced
directory details the directory has only
to store the details of four relations,
instead of seven logical fragments and

Figure 10.
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Figure 11.



NCH OVERLAFFING
WITH OVERLAFEING 4

Table 2.

nineteen physical fragments. The over-
lTapping partitions can be handled Jjust
Vike horizontal partitioning for its
directory details. It is obvious that
the warehouse site, Seo, will have a
relation  containing all the parts  and
their details, let ws call this relation

at Bo as FeTe Table 1 will be &
subset of this relation and relations at
the oth =51 an be defined wsing
FORTES-50 as illustrated below.
Farts relation at &, FPARTS-51)

& g =t F G550
Farts relation at Sz (FARTS-82)

T, &
Farts relation at Sx (FARTS- e

& FARTS =50

Since there is no longer a distin-

ction between the user s view and the
logical fragments, each relation in
overlapped arrangemant conveys mor e
asemantics  than the disjoint partitioned
datea.

The above gives an ex
zontal partitioning but principles
invalved are the same for vertical as
w2ll  as vertical-cum~horizontal pearti-
tioning.

ample of hori—

A DATA DIRECTORY FLACEMENT
The integration of heterogeneocus
databea reguires  that a complete

global directory may not be available at
all nodes. Our strategy is to broadcocast
a guery requiring access to more details
than held in the local node globai dir-
ectory to a suitable neighbowing node.

4. NATURE OF LOCAL DEBMS
The DBMS s in wsge on the different
microcomputers would differ in their

data models as well as their
and data manipulation
capabilities. Ideally the systems would
have been chosen to suit the underlying
tasks but at the microcomputer database
design level it is more of an  indivi-
dual ‘s choice and availability. The
variety in the DEMS's is unlikely to be
as areat as in the microcomputers on
which they run. Our approach is to
provide a simple integration tool for

underlying
data definition
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these heterogeneocus DEME's  and micro—
computer aystems wsing individually
tailored Translator @ modules A(Figure
13,

User Interfacen
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Figure 12. Overall System &rchitectuwe.

S. DESIGN OF & HETERGOGENEOUS DISTRIBUTED

DEMS

The proposed system architecture
(Figure 13) consists of six basic compo-
rents at the distributed and local DEMS
levels (Figure 12).

User Interface User Interface
0 GL.OBAL GLOBRAL W]
G DEMS DEMS =]
¢ - - — —
L.ocal Local
DEMS DEMS

Networiing
Systemns

NMetworlking

- - — - = i
K Bystems

Mode n Node n+l
Figure 13,

The user interface provides a query
processor (a superset of the local
DEMS) . A gquery entered is checked for
syntactic errors at the user’'s inter-—
face. A syntactically correct gquery is

passed on Lo the next stage - translator
1. Translator 1 translates the query to
a common internal representation. The

Global data manager (6DM) checks whether
the query is local or if it involves

data from other nodes. This checking is



dorme by wsing
contains all

bhe grlobeal
the

diractory whiiah
views and mappings. I+

the query is loc »  the internal repre-
asentation  of the gquery is  once again
transformed to the local guery language
by tra at o 2 and executed by  the
Local D . The data retrieved by the
local  DEME is passed to the GDMy  after

mapping and verification

accaess

against the profile, the
is pass the user. I+ the

Ty Envol ves from maltiple rnodes,

ties

GDM o with GDM's at other
ricaciess arc the data. Thes
following paragraphs give more detaills
about the siy components.

e Interface: It is the gquery prome-

Since the user
DEMS, the

seor for the local user.
interacts with the distributed

query language i1s much  more powerful
than the local DEMS gquery language.
Usging this, the user can define alabal
= weell as local data. The query proce-—-

ssor checks the syntax of the guery, and
it the guery is correct it is passed on
to the translator 1.

Translator 13 This tranmnslator has been
introduced to let the wser continue with

the usage of his familiar but enhanced
guery  language. The translator tran-—
alates the query to a common  internal
represaentation. I+ there are mn diffe-
rent micrao DBEMS ‘s, we need n such tran-
slators. Sirnce the number of @;icro
DEMSs are limited in number, and as the

in owss at &
timited n is

rumber of different DBEMS s
given organization would be

not likely to be a large number. Imple—
menting translators is one of the

hottlenecks in the design of HD-DBMS.
ANy number of different DEMS s can
however be introdeced into the system
dust by dmplementing transliators  and
schema mapping.

Global Data Manager: Glabatl Data
Manager is.the nucleus of the HD-DBEMS.
It performs directory management, query
processing, data mapping, concurrency
contral and avthorization checking etc.
Various functional modules of the GDM
areg shown in  Figure 14. Among the
modules  only the Schema mapping module
needs some explanation. Schema mapping
is used to suppress the differences in
data models at the gleobal view level. A
number of approaches have already been
consi dered in the literatwe for global

schema mapping L1271, The entity rela-
tional model approach, from ouwr initial
evaluations, was found to be the best

for heterogeneouws database handling  and
ite ability to cover overlapped data.
The issues of overlapped data and their

effectse on query optimization are still
under investigation.
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Global Directory: Global directory is

to store details regarding all
s (Figure 13, schema mapping, data

MEPPILNg, protection and auwthorization
codes  and data overlap. Various data
distribution strategies can be applied
in directory distribution. The strate-—
gies followed in data distribution can
alsn  be applied to the distribution of
the directory. Data distribution will
play  a maior role in the directory dis-
tribution strategies. The ey
PO RS B0 interacts with the global
directory to choose the best plen for
gquerry evaluation.

Translator 2 converts the
internal  representation of the guery
into the local DEMS guery. I+ there are
n odifferent local DBMS s we need N such
translators.

Translatar 2:

Local  DEMS @ An existing centralized

DEMS on the computer system.

User Interface Syntax Checking

Translator 1 Translation of user
querry  to a common

internal represen—

tation
Glaobal Data Guerry Optimization
Manager Schema Mapping,

Data Definition,

Data Mapping,

Data Security, etc.

Concurrency control

and Recovery
Translator 2 Cuerry translation
into internal local
DEMES representation
L.ocal DBRMS Gotual Data
Mamipulation

Figure 14. Functional Specifications

of System.

The following section presents
three different distributed database
problems and the approach to be followed
i our design.

(i) Secwity and Frotection: Once the
databases are integrated they are
accessible at the different nodes.
I+ proper protection and secuwrity
mechanisms are not implemented it
will make the system vulnerable to
unauthorized accesses; the protec-—
tion and security available at the
local database may not be suffi-
cient. So another level of security
is built into the system at the
global directory level. Checking
of the authorization is made twice



at the global level; once before
the access using the user’'s view
and another after the access using
the field dependent protection
details. Sometimes data objects

(tuple) are protected depending on
the values taken by some attributes
in  the same data object (tuple) or
in some other related data obiects.
This approach provides a uniform
protection scheme at  the global
level irrespective of the local
database management system capabi-
lities.

(ii) Most query processing algorithms do
not discuss the processing of frag—
ments L4,14,157, others that
include fragments restrict them to
disjoint fragments [143. Our query
processing system is being designed
to exploit overlapping fragments,
As it has been repeatedly pointed
out in the literature most of the
fragment processing algorithms are
inefficient and face problems in
optimal site identification when
multiple copies of data exist. Ouwr
approach would be to exploit attri-
bute  and domain details in  global
directories. As the system is bsing
designed for microcomputer Ve
effeciency is a maljor design goal.
The overlapping arrangement of data
can be handled just like fragmented
data without overlapping. Because
ot this reason A query concerning
averlapping data can be answered
djust like a firagmented data guery.
A new approach is being considered
N Processing  queries involving
replicated data. I+ two or more
nodes  have the same data the query
is always answered by the best
rrode, The query processing is
generally done in two steps. First
the originator node, say ik, sends
the query to a node 1 which has
the globkal directory of interest to
the guery. Node I then divides the
query into ranged subgueries based
(a1 the information about those

=5 which have the relevant data.
subgqueries are transmitted to
specific nodes which send
respaonses to the originator

thelir
node &

(iii) Concuwrrency Control: Microcompu-—
ters are usually single user
aystems S0 concurrency of transac—
tions from the same node does not
arise. However concurrent transac—
tione Ffrom two or more nodes  may
try to access the same data. Such
transactions are gueued up and
sarialized. As  far  as bthe read
access  is concerned the DEMS  can
process any number of such reguests
concurrently. However +for updates,
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synchronization with other nodes is
necessary. This synchronization is
handled by the global DBMS using
global locking technigques. I+ a
node is down the update messages
are spooled and processed later.
Deadlock 1is handled by a time-out
scheme. The proposed system is also
conducive to time-stamp technigue.
An algorithm [12,131  using simu-—
lated perfect clocks can be used.

b IMFLEMENTATION.

The present

implementation is

systems. Access
ta relational and network local database
management systems is provided by the
ENOWLEDGEMAN [3] and MDRS 11l L&D
systemns respectively. For the moment the
interface from translator 2 to these
systems is provided for by files. Later
it is planned to replicate the system on
to two CADMUS microcomputers running
under UNMIX and networked using ETHERNET.
The modular design of our HD-DBMS not
only allows integration of heterogereous
Local DBMS s but  also for different
computers running under different
operating systems.

A tool for auvtomatic global schema
building from underlying local database
schemas is also under construction. The
design includes an incremental schema
integrator.

7. CONCLUSIONS.

As  part of the development of an

Office Information System a need was
felt to integrate available micro-
computers and their databases. In this

paper  we
approach.

have presented our
Certain problems,

underlying
for example

QUETY optimization for non—-disjoint
fragmented and replicate data have not
yet been fully solved.
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