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ABSTRACT 

The RESearch Queueing Package Modeling Environment 
(RESQME) is a system which provides an integrated, 
graphics-oriented, performance evaluation workstation en- 
vironment for constructing, maintaining, revising and eval- 
uating performance models of resource contention systems. 
In this paper we discuss examples illustrating its use and 
emphasize the iterative nature of the modeling process. 
Scenarios of model specification, selection and use of confi- 
dence interval methods, and model output analysis are in- 
troduced. 

1. INTRODUCTION 

We believe that graphics provides the most effective 
interface to investigate queueing problems, allowing the 
analyst to efficiently interpret a large amount of data by 
viewing a network diagram of the model and output graphs 
of its results (Browne et al. 1985, Gilbert and Kleinoder 
1985, Hcaly 1985, Melamed and Morris 1955, Pegden, 
Miles and Diaz 1985, Sinclair, Doshi and Madala 1985, 
Standridge, Vaughan and Sale 1985a and 1985b). The ana- 
lyst thinks in terms of a network diagram when constructing 
a model, when running a model, and when analyzing its re- 
sults. He interprets the model’s results by visualizing the 
graphs of its performance measures. Output graphs from 
pilot runs provide the analyst with needed information to 
design the experiment (for example, to determine run length 
and/or number of replications for statistical significance). 
Output graphs from detailed runs provide needed informa- 
tion for interpreting the results. Therefore, a graphical rep- 
resentation of a model combined with its output statistical 
graphs provides the basis for a single, uniform interface for 
all aspects of the modeling and performance evaluation 
process. We create such a modeling environment, called the 
RESearch Queneing Package Modeling Environment 
(RESQME), and provide the analyst with an integrated set 
of software tools for use throughout the modeling cycle. In 
this environment, the analyst views and manipulates the 
model directly through its graphical network representation. 
The analyst has access to both the model diagram and to the 
underlying attributes of the model’s elements. Additionally, 
the analyst can view the model results graphically with 
flexible control of both the contents and form of the output. 
The results of an analysis may lead to further model refine- 
ments and a need to modify the model diagram. Presenting 
one environment gives the analyst the ability to refine, exe- 
cute, and display the model at any time. The design and 
implementation of this environment, RESQME, is discussed 

in Kutose et al. (1986). An overview of RESQ, which forms 
the modeling language and solution component for this new 
environment, can be found in Chow, MacNair and Sauer 
(19851, MacNair (1985), MacNair and Sauer (1985), Sauer 
and hlacNair (1982) and (1983), Sauer, MacNair and 
Kurose (1982a), (1982b), (1982c), and (1984). 

There are three phases in the modeling process that are 
represented in RESQME. The first phase is model specifi- 
cation (and modification). In this phase, the analyst con- 
structs and edits his queueing model. The second phase is 
model evaluation. In this phase, the analyst assigns param- 
eter values and executes the model. The third phase is out- 
put analysis, in which the analyst displays the results of the 
model. The analyst can move freely between these phases 
until satisfied with the results of his experiment. RESQME 
also provides the tools for the overall control of the phases 
of the modeling process and the management of a data base 
of models and model versions. 

The hardware for RESQME consists of a personal com- 
puter with a graphics display and a character display. The 
personal computer is connected to a main frame. The 
graphics display is used to specify and present the queueing 
network and the output performance measures. It is the 
main focus of the analyst and is used by the analyst to con- 
trol the complete modeling process. The character display 
is used to specify and present attribute information about 
the network elements, the run parameters, and the content 
and form of the performance measure graphs. In this coop- 
eralive processing, the PC supports the creation of the 
queueing model, the specification of the run parameters, the 
display of the output results, the production of all graphics 
and the control of the modeling process; the main frame is 
used to execute the RESQ model, and the main frame con- 
nection is transparent to the user. 

In this paper we present examples of how to design and 
evaluate queueing experiments using RESQME. In section 
2 we illustrate phase 1 of the modeling process: the graph- 
ical construction and editing of models. In section 3 we ex- 
amine phase 2, model evaluation, and phase 3, output 
analysis. We present techniques For selecting model evalu- 
ation methods and for analyzing the results, and we do so 
through specific examples. Discussions involving the model 
evaluation and output analysis are supported by scenarios 
that illustrate the choice of procedures to obtain confidence 
intervals of desired accuracy, the determination of run 
lengths and the possible identification of the initial transient 
state from pilot runs. 
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Figure 1. A Simple Four Node Communication Network. 

2. MODEL SPECIFICATION 

In this section we illustrate the use of RESQME for cre- 
ating and editing a RESQ model definition and construct, 
as an example, a model of a simple computer communi- 
cation network. The network to be modeled is shown in 
Figure 1 and consists of four nodes (“cities”) connected by 
unidirectional communication links. 

We begin building our model by defining the eight com- 
munication links; we will model each of these links as a sin- 
gle server, non-preemptive-priority queue. (As we will see, 
we will use priorities to model the fact that acknowledg- 
ment traffic is to be transmitted at a higher priority than 
standard data traffic.) To begin defining these queues, we 
first specify the model name and then select the 
“Create/Edit” option from the main RESQME command 
menu; at this point a pop-up Create/Edit submenu and a 
palette of RESQ icons appear. These menus and the palette 
appear on the graphics display, as shown in the lower por- 
tion of the screen in Figure 2. 

In order to define a link, we select a queue icon from the 
palette using the graphics pointing device (e.g., a mouse or 
a joystick) and place the icon in the modeling area. When 
the palette icon is selected it is highlighted in red on the 
palette; once placed in the modeling area, the queue’s color 
turns yellow to indicate that its attributes (e.g., its name, 
service time distribution, queueing discipline and priority 
structure) have not yet been specified. These attributes are 
specified in a context-sensitive form on the text screen ei- 
ther immediately after the queue is placed in the modeling 
area or by using the “Modify” option in the “Create/Edit” 
submenu at any later point in the modeling process. The 
text screen containing a completed form for the Chicago to 
New York link is shown in Figure 3. 

Once the attributes of a modeling element (in this case, 
a queue) have been specified, they are immediately parsed 

for both syntactic and semantic correctness. Assuming that 
we have correctly specified the queue’s attributes, its fill- 
color will be set to green. If we had made an error in the 
queue’s attribute specification, error messages would have 
been displayed on the text screen and its fill-color would 
have be set to red. In addition to the eight active queues, 
we also define a single passive queue with four allocate 
nodes. One of each of these four allocate nodes will be used 
within each of the four “cities” to collect response time 
statistics. 

Once we have defined the eight queues representing the 
eight inter-city communication links and the response time 
passive queue, we next specify the internal operation of each 
of the “cities”. As our model is meant only for pedagogical 
purposes, the internal operation of each city will be quite 
simple; for more realistic models of this network, in which 
protocol mechanisms such as timeouts and flow control are 
considered, the interested reader is referred to Sauer and 
MacNair (1983). 

In specifying the cities’ operations, we will take advan- 
tage of RESQ’s submodel facility. A submodel is essentially 
a parameterized template of an interconnected “subnet- 
work” of RESQ modeling elements. A submodel definition 
may be “invoked” several times (much the same way that a 
macro may be invoked several times in a programming lan- 
guage) to create multiple instances of that subnctwork. In 
our present model we will construct a single submodel for 
the operation of a generic “cily” and then invoke this sub- 
model four times in our main model, once for each “city” in 
the network. We note that submodels provide an important 
mechanism for constructing modular, well-structured and 
consistent performance models. Note, for example, that if 
at some point we need to modify the operation of the “city”, 
we need only change the single submodel definition and 
these changes will then be automatically reflected in each 
of the cities’ definitions. 
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Figure 2. Main Model, Menus and Palette. 
A submodel definition- is created by selecting the 

“Layer” option in the menu at the far right of the modeling 
screen. This will cause a pop-up window to appear contain- 
ing the names of all currently defined submodels as well as 
the options, “Up” and “New”. Since we are defining the 
first (and only) submodel in this model, we select this last 
option. This causes a new modeling area to be created. This 
new modeling area is separate from the main modeling area 
and RESQME enforces this structure by allowing the 
modeler to move between these planes only through the ex- 
plicit USC of the “Layer” command. We may thus think of 
this as a new modeling “plane” or “layer”, in which we may 
now proceed to define the elements of the city submodel. 

As in the main model definition, we construct the sub- 
model by picking icons from the palette, placing them in the 
modeling area, and defining their attributes in forms on the 
text dispIay. However, before doing this, we first specify 
the submodel name and parameters by selecting the 
“Header” option from the “Create/Edit” submenu (second 
page of this menu reached by scrolling) and fiIIing in the 
displayed form. 

After specifying the submodel header and modeling ele- 
ments, we next specify the routing of jobs between these 
elements. This is done simply by picking a set of “from” 
nodes (using the graphics pointing device), and then select- 
ing a set of “to” nodes. The environment then automatically 
connects the “from” nodes to the “to” nodes using straight 
lines. As shown in Figure 4, one-to-one, one-to-many, or 
many-to-one routing may be drawn; many-to-many routing 
may also be spccif ied. We may also draw a segmented line, 
stretch an existing Iinc, or add articulation points to an ex- 
isting line (without altering the routing definition itself) in 
order to create the desired pictorial representation of job 

routing. 

In our submodel, a job (representing a data message) is 
generaLed at a source node, ENTRANCE, and then passes 
through the node parameter R-T; this node parameter will 
be matched with an allocate node in the previously-defined 
response time passive queue in the submodel invocation 
specification. A message visits this node in order to pick up 
a token to measure the time between its generation at EN- 
TRANCE and the eventual receipt of its corresponding ac- 
knowledgment message at this city. The message then 
passes through the set node, MS<;-VALS, where values 
are assigned to its job variables. Job variable 0 indicates the 
destination city code (a number drawn from a distribution 
at the set node); job variable 1 indicates the message length 
(again, a random number); job variable 2 indicates the city 
code for the city at which the message was generated (a pa- 
rameter to the submodel), and job variable 3 indicates the 
message type (in this case, the numerical constant, DATA). 
Note that as we have not yet defined the constant, DATA, 
the set node definition contains an error. Thus, an error 
message will be displayed and the fill-color of the 
MSG VALS set node icon will be set to red. This error 
will beautomatically corrected w.hen we later define DATA 
in l.he main model header. 

Once a message passes through MSG-VALS, it arrives 
at the output node for this submodel. We will shortly con- 
nect this output node to two of the queues representing 
communication links in the main model and thus complete 
the routing of messages between cities. Messages arrive ex- 
ternally into the submodel via the submodel input node. One 
of three actions can then be taken on such an externally ar- 
riving message. First, if it is not destined for this node (as 
determined by the value of job variable 0 ), it is immediately 



RESQME: Research Queueing Package Modeling Environment 

RESQ Subsystem Model: FOURNODE 03/10/86 4: 18p 
CREATE/EDIT Submodcl: 

====r===========t===========================~ 
QUEUE: Chi-NY-q 

TYPE: prty 
CLASS LIST: Chi-NY 

SERVICE TIMES: constant(jv(msg 
PRIORITES: jv(msg-type) - 

leng)/9600+prop delay) - 

======E======== Expected Action Summary =============== 
Enter priority level for this class (smaller number implies higher priority) 
================= Message Window ================== 
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Figure 3. A Complete Attribute Definition. 
routed to the output node. Otherwise if the message is a data 
message and destined for this city, it is routed to the set 
node, ACK MSG, where it is transformed into an ac- 
knowledgment message by re-setting each of the job vari- 
ables; the message is then routed to the output node. 
Otherwise, the message is known to be an acknowledgment 
message destined for this city, in which case it is simply 
routed to a sink node. 

Once we have completed the submodel definition, we 
return to the main model by selecting the “Layer” command 
on the far right menu and selecting “Up” on the resulting 
pop-up submenu; the (still incomplete) main model defi- 
nition is again displayed. We now complete the model defi- 
nition by placing four invocation icons in the modeling area, 
defining their attributes (the corresponding submodel name 
and parameter values), and connecting the input/outputs 
of the queues representing the communication links to the 
outputs/inputs of the submodel invocations, as shown in 
Figure 2. The specific communication link used by a mes- 
sage emerging from the invocation output node is deter- 
mined by the destination code carried by the message in job 
variable 0. 

Finally, we recall lhat we have yet to define the header 
for the main model; this header contains the main model 
parameters, global definitions, and model size information. 
We thus select the Header option from the “Create/Edit” 
menu (as in the submodel definition) and complete the 
header definition form. As previously discussed, the error 
in the set node definition in our submodel is immediately 
corrected once we define the numerical constant DATA in 
the model header. As a final step, we supply the simulation 
control information by selecting the “method dependent” 
option from the menu and complete the associated form. 
At this point, the model has been completely and correctly 
specified and we may now enter the model evaluation phase 
in RESQME. 

3. MODEL EVALUATION AND OUTPUT ANALYSIS 

This section describes, by continuing the above example, 
suggested ways to approach the model evaluation phase and 
the output analysis phase. In the model evaluation phase, 
we assign values to parameters which have been dcfincd in 
the model specification phase We select “Evaluale” from 
the main command menu. A template, specific to that 
model, is displayed on the character screen. prompting us to 
enter the values for the necessary model parameters. We 
can specify the parameters for multiple runs of the model. 
We recommend that models be highly parametcrized so that 
few changes are necessary when investigating several alter- 
natives. In this example, the template consists of the pa- 
rameters: mean message length and mean interarrival time. 
We enter, for example, the values 1400 bits and 0.2 seconds 
respectively. 

When we complete the parameter specifications for each 
run, the model is then evaluated on the host by the RESQ 
solution component, While RESQ is evaluating the model 
on the host, we can modify the model by selecting the 
create/edit phase or examine output from another run in the 
output analysis phase. When the model evaluation is com- 
pleted, the results can be graphically displayed on the PC. 

The output analysis phase permits the display of the 
model’s resulting performance measures directly along with 
the model diagram. WC select “Output Analysis” from the 
main command menu. The output analysis phase submenu 
appears, as in Figure 5, providing the commands to retrieve 
the model data, to select the contents of the display, to 
speciiy the form of the output display and position of the 
graphs, to plot the results, and to remove the graphs. Once 
the model output is sent from the host, we can specify the 
form and content of the displays. We can place the resulting 
graphs wherever we wish on the display by the pointing de- 
vice cursor using a rubberbanding rectangle; the resulting 
window locations and sizes are arbitrary. In the RESQME 
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Figure 4. The “City” Suhmodel Definition. 
design, the Specification of the form of the sranh is scna- 

Y 1 1 

rated from the content, allowing the analyst to choose each 
independently. The most recent specifications of form and 
content arc remembered by the system and become the de- 
fault values for the next output chart. Form attributes can 
be specified to produce different types of graphs, to specify 
ranges of values, to select appropriate axis scales and labels, 
etc. The analyst selects the performance measures to plot 
and has the option to combine several performance meas- 
ures in a single chart and to plot performance measures 
across runs and against other performance measures. 
RESQME also provides the analyst with the capability to 
perform calculations on the resulting performance meas- 
ures, such as to project confidence interval widths for run 
length determination, to calculate moving averages, and to 
fit distributions. 

discussed below. Other methods can be found in Law 
(1983), Law and Kelton (1982), Welch (1983). Sequential 
stopping procedures can be employed with most methods to 
provide an automatic mechanism for determining when 
confidence intervals have reached a specified level of accu- 
racy. We will first apply the regenerative method to the 
above cxampIe. 

Three confidence interval methods are available in the 
RESQ system: the regenerative method, the spectral 
method, and the independent replications method. No 
method will work well for all situations. In the absence of 
any prior information, we recommend that they be tried in 
the following order when performing a steady-state simu- 
lation: the regenerative method, the spectral method and 
Iastly, independent replications. The reason for this recom- 
mended order is that when it is applicable, the regenerative 
method, which is a single run method, is normally more ef- 
ficient in its use of CPU time than the other two methods. 
In addition, it does not require the analyst to identify the 
initial transient, and the initial condition can just be the re- 
generation state. Since the spectral method is also a single 
run method, we recommend its use if the regenerative 
melhod fails. The method of independent replications in- 
volves multiple runs and possibly discarding the initial 
transient from each run. The use of these methods will be 

The regenerative method (Crane and Lemoine 1977, 
Fishman 1978, Jglehart and Shedler 1980, Lavenberg and 
Slutze 1975, Law and Kelton 1!)82, Welch 1983) works on 
a single run of the simulation. It divides the run into inde- 
pendent blocks of data by identifying returns to a regener- 
ation state. This method can only be used to analyze a 
model which reaches steady state. One major advantage 
that the regenerative method has over other methods is that 
the analyst does not have to be concerned with a choice for 
the initial condition. There also is no initial transient prob- 
lem since the first regeneration cycle is no different from 
any of the others. 

One of the most difficult problems related to using the 
regenerative method is the identification of an appropriate 
regeneration state. If the model which is being simulated 
contains only open chains, a good candidate for the regen- 
eration state is the empty system. It is frequently the case 
that if the model does not return to the empty state suffi- 
ciently often for valid confidence intervals to be calculated, 
then no other regeneration state will be easy to identify. If 
the model is a closed model (a model with only closed 
chains), a good regeneration state is all the jobs located at 
a service center with a long exponential service time. Ini- 
tialize all the customers at this service center. 

Since our example is an open system, we use the empty 
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Figure 5. Estimate of CPU time versus Confidence Interval Width. 
system as the regeneration state. To estimate how fre- 
quently the regeneration state will occur, we run the above 
model (with parameters: mean message length of 1400 bits 
and mean interarrival time of 0.2 seconds) for 200 depar- 
tures from the response time queue. Since 200 departures 
occur in the middle of a regeneration cycle, RESQ continues 
to the end of the cycle which requires an additional 87 de- 
partures. During this short run, 2 regeneration cycles are 
produced. This is an indication that we should obtain a 
reasonably large number of cycles in a longer run. To make 
an estimate of a realistic run length, we increase the run to 
500 departures. This longer run produces 6 regeneration 
cycles, a 38.4% relative confidence interval width for the 
mean queueing time, and required 2.63 CPU seconds for the 
solution. A graphical estimate of the required run lengths 
for different relative confidence interval widths is given in 
Figure 5. To produce this graph, we select “Specify View” 
in the output analysis submenu and position a 
rubberbanding rectangle to a desired area of the display. 
Then we select “Specify Content” and specify the y variable 
to be mean queueing time, the x variable to be cpu time, and 
indicate that a confidence interval width projection is to be 
produced. The resulting graph shows that approximately 
155 seconds of CPU time is needed to produce a 5% relative 
confidence interval width. 

We can now employ the sequential stopping procedure 
of RESQ (Lavenberg and Sauer 1977) to run until a 5% 
confidence interval width is detected automatically. We 
also choose to make 3 runs in the evaluate phase with mean 
message length 1400, 1500 and 1600 bits, respectively. The 
simulation program checks for the specified accuracy con- 
dition every 20,000 departures. We then plot the mean 
queuing time for the Response Time Queue verses mean 
.service time for the three runs, producing the chart shown 
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;n Figure 6. The confidence interval widths are also shown 
on the plot. The number of regeneration cycles obtained for 
the above runs is 150, 101 and 41 at the specified stopping 
criterion. 

The successful use of the regenerative method requires a 
sufficient number of regeneration cycles in a reasonable 
amount of computing time; we recommend that you observe 
at least 20 regeneration cycles and preferably at least 100. 
The regenerative method is based on the normal distribution 
which implies it is more accurate as the number of regener- 
ation cycles increases. For short, fixed length runs, it is im- 
portant to make certain that the last regeneration cycle in 
progress when the simulation stops is completed. This will 
reduce the bias in the results as discussed by Meketon and 
Heidelberger (1982). RESQ attempts to complete the last 
cycle. If it is not able to complete the last cycle, it will dis- 
card some events. This is an indication that the run should 
be continued until the last cycle is finished. If the pilot 
study produces no cycles or so few that an extremely long 
main experiment would be necessary, we recommend that 
the spectral method be tried. 

The spectral method (Heidelberger and Welch 1981a and 
198 1 b, Welch 1983) works on a single run of the simulation. 
However, it does not attempt to identify independent data 
as does the regenerative method or independent repli- 
cations. Rather, it directly estimates and corrects for the 
effect of correlation whjch is found in the simulation out- 
put. It works only for models which exhibit equilibrium 
behavior and, as implemented in RESQ, produces confi- 
dence intervals only for the mean queueing times and points 
on the queueing time distributions. With this method, the 
analyst needs to be concerned with the initial transient 
phase. 
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Filrure 6. Performance Measures versus Mean Message Lengths. 
In RESQ the spectral’method will only produce confi- 

dence intervals for a steady-state simulation for the mean 
queueing time and points on the queueing time distribution. 
The method of independent replications would be necessary 
to perform a transient analysis or if the analyst needs confi- 
dence intervals for other performance measures. We com- 
plete the content specification information called for in the 
output analysis phase to calculate and display the following 
types of plots. For example, to determine the extent of the 
transient phase, we can produce a graph of individual 
queueing times averaged over all replications. A moving 
average calculation can be performed on this data to give 
an indication of the end of the transient phase. As was 
shown for the regenerative method, an estimate of the run 
length of a replication can also be plotted. 

tives. As a result, the analyst can access all the functionality 
of RESQ and control all aspects of the modeling process 
within this one graphics-oriented environment. 

Our plans for extending this environment include tutorial 
facilities to guide the user in the model specification, confi- 
dence interval selection and output analysis phases. This 
facility would provide much assistance to new users in the 
form of a programmed learning environment. The ability to 
construct higher level icons to represent situations en- 
countered in certain application environments would aid the 
model specification process. An include facility to draw on 
stored portions of models would make model construction 
more flexible. Animation of the model diagram would be 
helpful for debugging a model and for demonstrating its 
credibility to decision makers who arc not necessarily fa- 
miliar with queueing networks. A data base and work unit 
manager is necessary to coordinate data from various runs, 
various models and to keep a history of each model. The 
conversion of models constructed with the older version of 
RESQ to the graphical format will be useful to people using 
the older version. Models arc frequently evaluated over a 
large parameter space in an attempt to approach an opti- 
mum solution. The new environment should provide some 
guidance in designing the parametric experiments and in 
employing some search techniques. The merging of the 
graphics with text in reports would be useful in preparing 
documents describing the model development. 

4. SUMMARY AND FUTURE DIRECTIONS 

We have discussed the use of the RESQ modeling envi- 
ronment for model specification, evaluation and output 
analysis. We have emphasized the use of the model diagram 
as the focus of all phases of model development. A scenario 
has been presented to illustrate the use of this modeling en- 
vironment to incorporate confidence interval methods and 
to estimate run lengths. The benefit of pilot runs to aid in 
the design of main experiments was also presented. 

We have shown how the graphical input and output are 
an integral part of the modeling process. RESQME pro- 
vides the necessary information about the structure of the 
queueing network and the resulting performance measures 
to solve the queueing problem and provides the information 
in an easy-to-use, easy-to-interpret graphical form. Fur- 
thermore, the user can directly specify and modify the 
graphics and the underlying attributes to evaluate alterna- 
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