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ABSTRACT
Effective clustering of short documents, such as tweets, is difficult
because of the lack of sufficient semantic context. Word embedding
is a technique that is effective in addressing this lack of semantic
context. However, the process of word vector embedding, in turn,
relies on the availability of sufficient contexts to learn the word
associations. To get around this problem, we propose a novel word
vector training approach that leverages topically similar tweets
to better learn the word associations. We test our proposed word
embedding approach by clustering a collection of tweets on dis-
asters. We observe that the proposed method improves clustering
effectiveness by up to 14%.
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1 INTRODUCTION
Automated analysis of social media posts about requirement and
availability of resources (e.g. food and medicine) has been used
to detect and continuously monitor disaster events such as earth-
quakes and floods [2]. Clustering a stream of large volumes of
tweets can potentially be helpful to analyze tweets pertaining to
different emergency situations. Clustering may further help to iden-
tify tweets related to different aspects or topics of information
requested or supplied during an emergency situation, e.g., request-
ing or declaring availability for food, medicine etc. Conventional
text-based approaches for tweet clustering is likely to suffer from
the lack of sufficient context and can lead to vocabulary mismatch
problems due to the short length of the text and informal nature
of the content. A semantically driven tweet clustering method, e.g.
one which leverages word vector embedding, is likely to reduce
this vocabulary mismatch problem. Generally speaking, embedding
approaches, e.g. word2vec [4], learn semantic associations between
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words or n-grams from the contexts around them. However, for the
case of short and informal documents, such as tweets, this context is
likely to be insufficient and noisy for effectively learning the word
associations. This, in turn, may degrade the quality of clustering.

To alleviate the problem of short and noisy contexts of tweets
for the purpose of word vector learning, we propose a linear trans-
formation based approach, similar in principle to [1], that aims to
improve the word vector representations by extending this con-
text from other topically similar tweets. More precisely, we learn a
transformation matrix that aims to maximize the cosine similarity
between a current word of a tweet and other constituent words
from similar tweets.

2 METHODOLOGY
In word2vec, a sliding window comprised of the current word and
its context is used to maximize an objective function that aims to
make the current word vector similar to its context and dissimilar
to other randomly chosen words from outside this context [4]. For
short documents, such as tweets, the context vectors being small in
size are unable to provide sufficient evidence for effective estimation
of word-context semantic relations. To alleviate the problems of
short contexts of tweets, we propose to learn a transformation
matrix that transforms a word vector w close to a set of, generally
speaking, topically similar words. Formally, this set of words that
are topically similar to the wordw is represented by the set

Φ(w) = {v : (w,v) ∈ S}, (1)
where S denotes the semantic relation between a pair of words. As-
suming the existence of a pre-defined semantic relation S between
word pairs (as per Equation 1), Equation 2 defines the loss function
for a word vector w.
l(w;θ ) =

∑
v:v ∈Φ(w )

∑
u:u<Φ(w )

max
(
0, 1 − ((θw)T v − (θw)T u)

)
(2)

The hinge loss function of Equation 2 is parameterized by the
transformation matrix θ ∈ Rd×d , and is learned by iterating with
stochastic gradient descent. The word vectors used in learning
the parameter matrix θ are obtained by the word2vec skip-gram
algorithm. After training, each word vector w is transformed to
w′ = θ · w. Informally speaking, the objective function aims to
maximize the similarity between two word vectors w and v that
are members of the same semantic context. On the other hand, it
minimizes the similarity between the word vector w and a word
vector u randomly sampled from outside its context (as defined by
the semantic relation S).

In the particular context of tweets, lexical similarity is likely to
play an important role in topically grouping tweets. We propose to
partition a collection of tweets into a set of clusters. The semantic
relationship S (Equation 2) then considers terms u and v from
the same cluster to be semantically related. More specifically, each
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Table 1: Clustering effectiveness with different approaches.

Parameters

Document Representation wlen K R-Index

BoW (Bag of words) - - 0.6349
Word2vec-sum (Sum of skipgram wvecs) 16 - 0.5646
Doc2vec 16 - 0.6361

Semantic-wvec (sum of transformed wvecs)

6 5 0.6231
3 10 0.6269
11 20 0.6452
18 50 0.6533
12 100 0.6480
5 1000 0.6068

constituent word pair from the tweets belonging to the same cluster
are considered to be members of the set S . These act as positive
examples to learn the transformation matrix θ of Equation 2.

3 EXPERIMENTAL SETUP
Dataset. We perform experiments on the FIRE’16 Microblog Track
data1, comprising 60, 685 tweets and 7 topics along with relevance
judgments for each topic. We use the relevance assessments of
the FIRE-2016 Microblog dataset to construct the ground-truth for
clustering evaluation. Each pair of documents judged relevant for
the same query are considered to belong to the same cluster in the
ground truth. The ground-truth thus considers a clustering output
favourably if two documents that are relevant to the same query
are predicted to be a part of the same cluster.

Baselines. The first baseline, denoted as ‘BoW’, represents docu-
ments by a tf-idf bag-of-words vector. The second baseline, denoted
as ‘Word2vec-sum’, represents each document as a sum of the word
vectors (dimension set to 200) of the constituent words of a tweet ob-
tained by the baseline skipgrammodel [4]. A third baseline employs
the doc2vec [3] embedding of each tweet for clustering. Starting
with the baseline skipgram vectors, we learn the transformation ma-
trix by applying Equation 2. We employ K-means clustering on BoW
representation of documents to learn the transformation matrix.
Similar to the ‘Word2vec-sum’ baseline, we represent documents
by summing the transformed word vectors.

Parameters. The first parameter in the word vector transfor-
mation method is the number of clusters in which to partition
the document collection for the purpose of defining the semantic
contexts. We vary the number of clusters, K , within a range of 5
to 1000 for obtaining the transformed word vectors. The second
parameter, which is applicable to the ‘Wordvec-sum’ baseline, is
the length of the window (context vector) in word2vec. We vary
this parameter, denoted aswlen, within a range of 3 to 20. We then
learn the transformation matrix on the word vectors obtained with
the skipgram model with different values of these window lengths.

4 RESULTS
Table 1 shows the clustering results with the optimal parameter
settings for each method. It can be seen that the text-only approach
produces more effective clusters than the skipgram word vector
based method, i.e., ‘Word2vec-sum’. Results are seen to consider-
ably improve with the use of transformed word vectors. It can be
1 http://www.isical.ac.in/~fire/data/2016/FIRE2016-microblogs-track-data.tar.gz

3 4 5 6 7 8 9 10 11 12 13 14 16 17 18 19 20

window size

0.5

0.52

0.54

0.56

0.58

0.6

0.62

0.64

0.66

R
I

Semantic-wvec

BoW

Word2vec-sum

Doc2vec

Figure 1: Sensitivity of clustering RI with variations in the
wlen parameter (K was set to 50).

seen that the ‘Semantic-wvec’ (proposed) yields better RI values
than the BoW for values of K ≥ 20, which suggests that the context
derived from similar tweets from the same cluster helps to learn
improved word representations. Results worse than the text-only
baseline, for too small values of K , suggests that the context needs
to be large enough for effective learning of the word vectors. The
proposed method shows better performance than doc2vec for rela-
tively higher values ofwlen. Further, too large values ofK decreases
clustering effectiveness.

Figure 1 shows the effect of varyingwlen on RI for K = 50 (op-
timal value as observed in Table 1). The ‘Semantic-wvec’ method
consistently outperforms the ‘Wordvec-sum’ and the text-only base-
line (shown as a constant with respect to wlen) for a wide range
ofwlen variation. We observed that our method was able to group
the following pair of tweets in the same cluster unlike the BoW,
Word2vec-sum and Doc2vec baselines. Despite Tweet-2 not con-
taining the term ‘food’, it is grouped in the same cluster as Tweet-1.

• Tweet-1: Kewan tapa carry food medicine to earthquake victim #nepal-
rises

• Tweet-2: #RKM Kathmandu has distributed poha, gur, chini, biscuits,
rice, dal, potato, oil, salt, bottled water to the earthquake victim

5 CONCLUSION AND FUTUREWORK
In this paper, we proposed a linear transformation based approach
to improve the the word2vec embedding by leveraging semantic
contexts. In our study, the semantic context refers to a set of topi-
cally similar documents obtained by clustering a document collec-
tion. Our experiments on the FIRE-2016 disaster dataset shows that
representing documents as sum of transformed word vectors pro-
ducesmore effective clusters than BoWand sumof non-transformed
word2vec representation baselines. In future, we would like to in-
vestigate the usefulness of other contexts, e.g. time and location for
transformation of constituent word vectors of tweets.
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