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Abstract

We introduce and study the notion of an outer bi-Lipschitz extension of a map between
Euclidean spaces. The notion is a natural analogue of the notion of a Lipschitz extension of a
Lipschitz map. We show that for every map f there exists an outer bi-Lipschitz extension f’
whose distortion is greater than that of f by at most a constant factor. This result can be seen
as a counterpart of the classic Kirszbraun theorem for outer bi-Lipschitz extensions. We also
study outer bi-Lipschitz extensions of near-isometric maps and show upper and lower bounds
for them. Then, we present applications of our results to prioritized and terminal dimension
reduction problems.

e We prove a prioritized variant of the Johnson—Lindenstrauss lemma: given a set of points
X C R? of size N and a permutation (“priority ranking”) of X, there exists an embedding
f of X into ROUeN) with distortion O(loglog N) such that the point of rank j has
only O(log®"® j) non-zero coordinates — more specifically, all but the first O(log®"< 5)
coordinates are equal to 0; the distortion of f restricted to the first j points (according
to the ranking) is at most O(loglog j). The result makes a progress towards answering an

open question by Elkin, Filtser, and Neiman about prioritized dimension reductions.

e We prove that given a set X of N points in R?, there exists a terminal dimension reduction
embedding of R? into RY, where d’ = O(*°%6), which preserves distances || —y|| between
points € X and y € R%, up to a multiplicative factor of 1 + . This improves a recent

result by Elkin, Filtser, and Neiman.

The dimension reductions that we obtain are nonlinear, and this nonlinearity is necessary.

1 Introduction

In this paper, we introduce and study the notion of an outer bi-Lipschitz extension. The notion is
a natural analogue of the notion of a Lipschitz extension, which is widely used in mathematics and
theoretical computer science. Recall that a map f : X — Y is C-Lipschitz if for any two points
z,y € X we have dy (f(z), f(y)) < C-dx(x,y); the Lipschitz constant of f is the minimum C such
that f is C-Lipschitz. In the Lipschitz extension problem, given a Lipschitz map f from a subset
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Aof X toY and a superset A’ D A, the goal is to find an extension map f’ from A’ to Y such that
the Lipschitz constant of f’ is equal to or not significantly larger than the Lipschitz constant of f.
This problem has found numerous applications in mathematics and theoretical computer science
(see e.g., [Kir34, McS34, MP84, JL84, LN05, MN06, NPSS06, AKR15, MM16a, MM16b]). One
of the most important results in the field is the Kirszbraun theorem, which states that any map
f:A— R™ from a subset A of Euclidean space R™ to Euclidean space R™ can be extended to a
map [’ : R" — R™ so that the Lipschitz constant of f’ equals that of f [Kir34] (see Theorem 1.13
in Section 1.2; see also [ATO08]).

Outer bi-Lipschitz extension. In this paper, we prove several analogues of the Kirszbraun
theorem for bi-Lipschitz maps. The bi-Lipschitz constant of a map f: X — Y is the minimum D
such that for some A > 0 and every z,y € X, A-dx(z,y) < dy(f(z), f(y)) < X\-D-dx(x,y). If there
is no such number D, we say that the map is not bi-Lipschitz. Bi-Lipschitz maps are also known
as embeddings with distortion D. Low distortion metric embedding have numerous applications
in approximation and online algorithms (see e.g. [LLR95, AR98, Bar98, Fei98, Mat02, ABNO06,
ABC*05, BBM06, CMMO06, FRT08, ALN08, KMM11, MMV12, MMV14, MMSW16, EFN17]);
hardness of approximation (see e.g. [KV15]); computational geometry (see e.g. [Mat02, IM04]
and references therein); and sketching, streaming, and similarity search algorithms (see e.g. [IM98,
CMS01, Ach03, BES06, CK06, NS07, OR07, ATK08, ATK(09, Ngul4, ANNT17, ANNT18]).

Since bi-Lipschitz maps are widely used in mathematics and theoretical computer science, it is
natural to ask whether there is a counterpart of the Kirszbraun theorem for bi-Lipschitz maps.

Given a bi-Lipschitz map f from a subset of R" to R™, can we extend it to a bi-Lipschitz
map from the whole space R™ to R™?

This question has been extensively studied in the literature (see e.g. [Gha93, PV93, VVW94,
ATV03, AT09, Kov17]). It turns out that the answer to this question depends on the geometry
of the set A. In general, the answer is “no”. For instance, consider a map that maps points 0,
1, 2 to 0, —1, 2, respectively. There is no continuous one-to-one extension of this map to R, let
alone a bi-Lipschitz extension. The reason is that in one dimension we cannot connect points 0 and
—1 and points —1 and 2 with non-intersecting paths. However, we can easily do this in R?. This
observation suggests the following idea. Let A C R™ and f : A — R™ be a bi-Lipschitz map. Let
us allow extension f’ of f to use additional dimensions or, in other words, allow f’ to map points
x € R\ A to points in some higher-dimensional (ambient) space R™ that contains R™. We get
the following definition.

Definition 1.1 (Outer extension). A map f': A’ — R™ (where m' > m) is an outer extension
of fif f(a) = f'(a) for all a € A; we assume that R™ is the subspace of R™ spanned by the first
m standard basis vectors; that is, we identify points (x1,...,2m) € R™ and (x1,...,2m,0,...,0) €
R™ . We say that the extension is proper if m = m/.

Note that the exact dimension of the image is not very important in many applications in
computer science, as long as the dimension is comparable to m and n. Therefore, outer extensions
seem to be as useful as proper (standard) extensions. However, in stark contrast with proper
bi-Lipschitz extensions, outer bi-Lipschitz extensions always exist — for every bi-Lipschitz map
f: A — R™ there exists an outer bi-Lipschitz extension f’:R" — R™ | as we prove in this paper.



1.1 Results

Outer bi-Lipschitz Extensions. One of the main results of this paper is an analogue of the
Kirszbraun theorem for bi-Lipschitz maps.

Theorem 1.2. Let X C R” and f : X — R™ be a bi-Lipschitz map with distortion at most D.
There exists an outer extension f': R™ — R™ of f with the distortion at most 3D and m’ = n+m.

The main difference between the outer bi-Lipschitz extension from Theorem 1.2 and the Lips-
chitz extension from the Kirszbraun theorem — aside from the difference we discussed above (that
Theorem 1.2 gives an outer extension and not a proper extension) — is that while the Lipschitz
extension preserves the Lipschitz constant of the map exactly, the bi-Lipschitz extension preserves
the distortion only up to a constant factor. This limitation is unavoidable; it is easy to see that
even in the example we considered — extending the map f that sends 0, 1, 2 to 0, —1, 2, respectively
— the distortion of any outer extension of f is greater than the distortion of f. Thus, for arbitrary
bi-Lipschitz maps we cannot get a result stronger than Theorem 1.2 (except that factor 3 in the
statement of the theorem can be potentially replaced with a smaller factor ¢ > 1).

We then focus on an important class of near-isometric maps, maps with distortion D =1 + €.
Observe that if the distortion of f is exactly 1 (i.e., f is an isometric embedding), it can be extended
to an isometric embedding of the whole space R™ into R”. In this case, we can extend f without
increasing its distortion. What happens if the distortion of f is close to 1 but not 17 Let ¢(g) be
the smallest ¢’ such that the following holds: for every map f : A — R™ with distortion at most
D = 1+e¢, there exists an outer extension f’ : R” — R™ with distortion at most D’ = 1+¢’. Note
that ¢(0) = 0, as discussed above.

Open Problem 1. Find the asymptotic behavior of p(g) as € — 0. Does p(e) — 0 ase — 07
We study this problem and get partial results for it. First, we show that ¢(¢) > Q(1/log?(1/¢)).

Theorem 1.3. There exists a map f: X — R, where X C R, with the distortion 1 + ¢, such that
1

every outer extension f': R — R™ of f has distortion at least 1 + Q(m)
Note that 1/log?(1/¢) — 0 as € — 0, but the dependence of 1/log?(1/¢) on € is not polynomial and,
in our opinion, highly unusual. This result rules out the possibility that o(e) = O(e'/*) for any k.
Further, we provide some evidence that ¢(¢) might, in fact, be equal to 1 4+ @(m). Namely,
we prove the following result for 1-dimensional case: for every map from X C R to R, there is an
outer extension with D' = 1+ O(m). By Theorem 1.3, this bound is asymptotically optimal.
Theorem 1.4. Let X C R and f: X — R be a map with the distortion at most 1+¢. There exists
an outer extension f': R — R? of f with the distortion at most 1 + O(m).

We also consider a simpler problem of extending a near-isometric map by one point. We prove
the following result.

Theorem 1.5. Let f be a (1 + €)-bi-Lipschitz map from a subset X of R™ to R™ and u € R".
There exists an outer extension f': X U{u} — R™L of f with the distortion at most 1+ O(,/€).

The bound in this theorem is asymptotically tight — there exist a map f from a subset of R to
R and a point v € R such that every outer extension of f to u has distortion 1+ Q(y/€).



Computability. Given sets A C A’ C R"” and a map f : A — R™, we can compute an outer
extension f’: A" — R™ with the least possible distortion using semidefinite programming (SDP).
The running time is polynomial in |A’| and log1/§, where § is the desired precision. In particular,
we can find outer extensions f’, whose existence is guaranteed by Theorems 1.2 and 1.5.

Applications. Using our extension results, we obtain prioritized and terminal dimension reduc-
tions [EFN15, EFN17]. Recall the statement of the Johnson-Lindenstrauss lemma [JL84].

Theorem 1.6 (The Johnson-Lindenstrauss Lemma [JL84]). For every 0 < e < 1/2 and every set
X C R? of size N, there exists an embedding f : X — R¥, where d' = O (IOEQN), such that for

every p,q € X: [[p—qll2 < [|f(p) — (@2 < (1 +¢€)llp — qll2-

Prioritized metric structures and embeddings were introduced and studied by Elkin, Filtser, and
Neiman [EFN15]. Among several very interesting results obtained in [EFN15], one is a construction
of prioritized embeddings. We give a definition of a prioritized dimension reduction in the spirit
of [EFN15].

Definition 1.7 (Prioritized dimension reduction). Consider a set of points X C R? of size N. Let
m be a bijection from [N] ={1,..., N} to X, which defines a priority ranking of X: 7(1),...,7(N).
An embedding f : X — RY is an (o, B)-prioritized dimension reduction, where o : [N] = R and
B:[N] =N, if

e for every j € [N], the distortion of f restricted to points 7(1),...,7(j) is at most a(j).

e for every j € [N], n(j) is mapped to a point f(m(5)) in RPU); that is, all but the first B(5)
coordinates of f(m(j)) are equal to 0.

Note that points f(mw(1)),..., f(7(4)) lie in Euclidean space of dimension 3(j) and 3(j) may
potentially be much smaller than log N (when j < N). The definition requires that the distortion
of the distance between points (i) and 7 (j) be at most «(max(i,7)) (note that this condition
is weaker than a similar condition in the definition of a prioritized embedding in [EFN15], which
requires that the distortion be at most a(min(i, j))).

Ideally, we want to have a dimension reduction with parameters (1 + £, polylog j).

Open Problem 2 ([EFN15, talk and pers. comm.]). Is there a prioritized dimension reduction
with parameters (1 + ¢, polylog j)?¢

Very little is known about prioritized dimension reductions. The only known result follows from
Theorem 15 in [EFN15]. (The theorem is a prioritized variant of Bourgain’s theorem [Bou85] and
is more general than its corollary stated below.)

Theorem 1.8 ([EFN15]). For every set X C R? and ¢ > 0, there is a (c1log™™ j, calog? j)-

log? | X|

prioritized dimension reduction f: X — RO( ) (where c1,co depend only on ).

We make further progress towards solving Open Problem 2.

Theorem 1.9. For every set X C R%, ¢ >0, and N = | X|, there exist

log N
e a (c1logylogy g, co log§’+€j)-prio7’itized dimension reduction f : X — RO( e2 ), where ¢; =

3+¢ and ca = O(1/€?),



log N

e a (34 e log2jlog1/k N)-prioritized dimension reduction f : X — ]RO(ET) for every
integer parameter k > 1, where ¢; = O(1/&?).

The dimension reductions can be computed in polynomial time.

The first result gives a prioritized dimension reduction with a reasonably small distortion
O(loglog j) and desired polylogarithmic dimension. The second result gives a constant distortion
and maps the first j points to a subspace of dimension O(log, j log'/* N ).

Now we switch to another problem introduced by Elkin, Filtser, and Neiman [EFN17].

Definition 1.10 (Terminal dimension reduction). Suppose that we are given a set of points (which
we call terminals) X C RY. We say that a map f : R — RY is a terminal dimension reduction
with distortion D if for every terminal x € X and point p € R? (p may be a terminal), we have

lp =zl < |[f(p) = f(@)| < D llp— =]

Elkin, Filtser, and Neiman [EFN17] proved that there exists a terminal dimension reduction
with distortion O(1) and dimension d’ = O(log | X|). We show how to obtain the distortion of 1+e¢.
Theorem 1.11. For every set X C R? of size N and parameter 0 < € < 1/2, there exists a
terminal dimension reduction f : X — RY with distortion 1 + ¢, where d = O (10;5—4]\[). The
dimension reduction can be computed in polynomial time.

log N
o4

It is an interesting question if the dimension O( ) can be lowered. Since f is also a

(standard) dimension reduction for X, d’ must be at least (lOEQN) as was shown by Larsen and
Nelson [LN17] (see also [AK17, LN16, Alo09)).

Open Problem 3. Is it possible to decrease the dimension to O (logN> in Theorem 1.117
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After the conference version of this paper appeared, Open Problem 3 was resolved in the positive
by Narayanan and Nelson [NN18].

It is interesting that while most dimension reduction constructions described in the literature are
given by linear transformations, prioritized and terminal dimension reductions must be non-linear.
In particular, all dimension reductions presented in this paper are non-linear.

Prior Work on Outer bi-Lipschitz Extensions. After the conference version of this paper was
published, Kovalev informed us about a relevant result by Alestalo and Vaisild [AV97, Theorem
5.5]. Proved in a different context, it states that every map f with distortion D has an outer
bi-Lipschitz extension f’ with distortion at most D’ = +/7D?. The result and its proof are similar
to the statement and proof of Theorem 1.2. However, in Theorem 1.2, the dependence of D’ on D
is linear.

We note that Makarychev and Makarychev [MM16b] introduced a related notion of an external
bi-Lipschitz extension, but that notion is significantly different from and less natural than the
notion of the outer bi-Lipschitz extension studied in this paper.

Roadmap. In Section 2, we prove Theorem 1.2. In Section 3, we obtain an optimal bound on
one-point outer bi-Lipschitz extensions (prove Theorem 1.5 and show its optimality). Then, in
Section 4, we present applications of our results. Finally, in Section 5, we give an overview of the
proof of Theorem 1.4; we present the entire proof, as well as a matching lower bound, in Section A.



1.2 Preliminaries

In this paper, R™ denotes n-dimensional Euclidean space, equipped with the standard Euclidean
norm || - ||. For m < m’, we identify R™ with the m-dimensional subspace of R™ spanned by
the first m standard basis vectors (in other words, we identify vectors (z1,...,2,) € R"™ and
(£1,...,%m,0,...,0) € R™).

Definition 1.12 (Lipschitz constant and distortion). Let (X,dx) and (Y,dy) be metric spaces,
and let f : X =Y be a map. Define the Lipschitz constant of f as | fl|1;, = sup%yeX%.
We say that the map f is Lipschitz if | f|1;, < co. A map f is non-expanding if || flly;, < 1. The
distortion or bi-Lipschitz constant of an injective map f is D = D(f) = || f|lp;, - £ vip- If @ map

is not injective, its distortion is infinite. A map f is bi-Lipschitz if D(f) < oo.

Theorem 1.13 (Kirszbraun Extension Theorem). Consider Euclidean spaces R™ and R™, and an
arbitrary non-empty subset X of R™ Let f : X — R™ be a Lipschitz map. There exists a proper
extension f':R™ — R™ of f with the same Lipschitz constant as f: || f'll;, = I1f1ip-

2 Outer bi-Lipschitz extension

In this section, we prove Theorem 1.2 that states that any bi-Lipschitz map f from a subset X of
R"™ to R™ can be extended to a bi-Lipschitz map f': R" — R™ for some m’ > m. The result can
be seen as a counterpart of the Kirszbraun theorem.

Informal overview of the proof idea. For simplicity, let us assume for now that f is near-isometric
(it approximately preserves distances). We want to construct a map f’ : R" — R™' that satisfies
the following conditions:

(1) f’is an outer extension of f; that is, f/(x) = f(z) for every z € X;

2) 1IF' (=) = f'Wl < Oz —y|) for all z,y € R" ;
@) 1f'(@) = f' W)l = Qllz — yl|) for all z,y € R™ .

First, using the Kirszbraun theorem, we find a Lipschitz extension f : R" — R™. If we were to
let f' = f, then f’ would satisfy conditions (1) and (2) but not necessarily (3); namely, for some
points z,y € R™, the distance between f’(x) and f’(y) would potentially be considerably smaller
than that between x and y; in fact, it could happen that f(z) = f(y) for some x # y. Instead, we

are going to let f/'(z) = f(z) ® h(xz) € R™™ for some map h from R" to R™. We will choose h
which satisfies the following conditions:

(1') For z € X, h(x) = 0. This condition is necessary to ensure that f is an outer extension of f.

(2') For all a,y € R", [h(z) — h(y)l| < O(|z — y]) and thus || £'(x) — £/ < |F@) - F)l +
Ih(z) — h(w)ll < Oz — yll).

(3)) 1 || F(x) = Fw)ll < |l — yl| for some w,y € R™, then [|h(x) — h(y)| = Q(|z — y) and thus
1£/(2) = /)] = () — hw)l| = 2llz — y])-

As we see, if h satisfies conditions (1'), (2'), and (3'), then f’ = f & h satisfies conditions (1), (2),
and (3). Now we proceed with a formal proof. Our main task will be to define h appropriately.



Proof. As above, let f : R” — R™ be a Lipschitz extension of f with || f||Lip = ||f||Lip- Further, let
g=f"1: f(X) = X be the inverse map of f and §: R™ — R" be its Lipschitz extension given by
the Kirszbraun theorem. Denote o = ||g||;,- Since the distortion of f is at most D,

I lluip < Dfa, N flluip < Dfe, gl <@ lgllup <@ 1§ o fllup < D-

Let h(z) = g(f\(;% and f'(z) = f(z)@h(z) = f(z)® g(f\(;% € R™™™, We verify that f’ satisfies

conditions (1), (2), and (3) described in the proof overview above.

Condition (1). We prove that f’ is an outer extension of f; i.e., for every x € X, we have

£ = fie) o MED=2 — oy D=2 0y 00— f(a).

Condition (2). For every z,y € R", we have

V2a-|h(z)=h(y)|| = l[(z—=go f(@)) = (y=gof W) DIl < lz=yl+]gof(@)=gof(W)| < (1+D)[lz—yl|.
Thus,

~ ~ 2 2
1) = PO < 17@) ~ FIP + 1)~ hlP < ((2)"+ S ) =l < 20

Q@ 202

Therefore, ||f||Lip < V3D/a.

Condition (3). Finally, we prove that the Lipschitz constant of the inverse map f'~! is at most

V3a. Consider two distinct points z,y € R. Let p = w If p > 1, then ||f'(z) — f'(y)|| >

1F () = F)ll = llz =yl /e Otherwise, [|3(f(z)) = §(f (@) < pllz —yll < |« — y||, and
1/ (@) = £ @I = 1 F () = F)I* + 2%”(:5 —y) = (3(f(2)) = g(fF))I?

(L= p)llz —yl> _ (1—=2p+3p°)|Jx — y|? oz = y||?
202 202 - 32

2
p 2
> —
= 32 |z — yll

Here we used that the minimum of the quadratic polynomial 1—2p+ 3p? equals 2/3. In both cases,
we have || f'(z) — f'(y)|| > l==vl/v3a. Therefore, || f'~||Lip < v3a. We conclude that the distortion
of f’is at most 3D. O

3 One-point extension of near-isometric maps

3.1 Upper bound

In this section, we prove Theorem 1.5. The theorem states that every near-isometric map can be
extended to an extra point so that the extended map is also near isometric.

Proof of Theorem 1.5. Without loss of generality, we can make several simplifying assumptions.
First, it is sufficient to prove the theorem only for finite subsets X of R"; the statement for infinite
subsets follows from a simple compactness argument. We will assume that ¢ € (0,1), if ¢ > 1,



the theorem follows from Theorem 1.2. Further, by rescaling f, if necessary, we may assume that
lv —wl| < || f(v) = f(w)]| < (1+¢)||lv—w]| for every v,w € X. In particular,

lo —wl® < 1f(v) = F(w)|I* < (1 + 3¢)llv - w]*. (1)

If u € X then there is nothing to prove, so we assume that u ¢ X. Let vy be the point closest to u
in X (or one of the closest points to u if there is more than one such point). To simplify notation,
we assume that vgp = 0, f(vo) = 0, and |jvg — u|| = 1. Then ||u|| = 1 and |ju — v|| > 1 for every
v € X. The theorem will follow from the following lemma.

Lemma 3.1. There ezists a vector v’ € R™ such that
1. W] <1,
2. (', f(v)) — (u,v)| <3 (||[v||? + 1) for every v € X.

Proof. Let A = {\ € R : ||\]; < 1} be the unit ¢;-ball in the space of functions A : X — R and
B ={y € R™: |ly|]l2 < 1} be the unit f»-ball in R™. Define

Oy, N) = Y (A©)((w,0) = (y, f(0)) = 3A@)VE(ol* + 1)) -

veX

We shall prove that there exists v/ € B such that for every A € A, ®(u/,\) < 0. Observe that
this ' will satisfy the statement of the lemma for the following reason. First, ||u/|] < 1. Second,
let I, € A be the indicator function of v € X; then ®(v,I,) < 0 and ®(u’, —1I,) < 0. Therefore,
[, ) — (o, F(0)] < 3VE(J0]l? +1), as required.

To prove that such v« exists, we show that minyep maxyep ®(y,A) < 0. Note that A and B
are compact convex sets, ® is linear in y and concave in \; thus, by the von Neumann minimax
theorem [vN2§],

2&% max O(y,\) = max grgg D(y, N).
Let A € A be the A that maximizes the expression on the right. We need to prove that there is
§ € Bst. ®(§,\) <0. Define the point P = Y ver A Av)v and P = Zvevj\(v)f(v). For every
y € B, we have

Oy, \) = (u, P) = (y. P') =32 Y |A©)[]]o]l* = 3VEIIA|1-

veX
Now, (u, P) < ||P| since |ju|| < 1. Let § = P'/||P’|| € B. We have,

®(g,A) < |IPI| = 1P| = 3v2 Y [A@)ll[vl® = 3VE[IAL.

veX

If |P|| < ||P|| then ®(§,A) < 0 and we are done. Similarly, if || P|| < 3VED pex IA(0)|[|v]|?, we are
done. We assume below that [|P|| > ||P'|| and ||P|| > 3>, cx |A(v)|]Jv]|2. Then,

Pl2 — | P2 Pl2 — P/2 1
Pl - 1Py = R LPIE WPP P L

1P+ P = 1P| w) = (f(v), f(w))).

v,weX



Since f satisfies bi-Lipschitz condition (1) and [jv — wl|? < 2(||v]|? + ||w||?), we have

(v, w) = (f(v), f(w) \ = F)I? = IF @7 = [1f w)I* = llv = w]]* + Jv]]* + [Jw]|?|
13

l/\’\ l\’JM—t

5 = max(|[v — w|?, []o]2 + [[w]) < 3e(ol]? + ew]?).

Finally, using that Zvev IA(@)| = [l and [[P]| > 3v/E X e x [A@)][|v]|?, we obtain

_ Gel|A]lx 6el| Al
P P/ 2 — 2 <2
1P =P < ||P|| E I/\ ol + Jlwl|?) 0Pl E A@)l[lv]* < NG Ve.

Therefore, ®(g, 5\) < 0. O

Now we proceed with the proof of Theorem 1.5. Let v/ € R™ as in Lemma 3.1 and v’ =
V1 —||v/||?ems1 (Where e, 11 is a standard basis vector for R™*1). Note that w’ is orthogonal to
all vectors f(v) € R™. Extend f to f’ by letting f’(u) = «/+w’. Then, || f'(u)||* = ||u/|>+]|w'||? = 1.
For every v € X, we have

1 (v) = f@)|? = o'+ [1f(0) = o'1* = ([’ + [[u|]) + [1F ()] = 2(f (v), ') (2)
=1+ If @)% = 2(f(v), ), 3)
lo = ull® =1+ Jol|* — 2(v, u). (4)

From bounds |[v —u|? > 1 and |Jv —u||? > (|Jv]| — 1)?, it easily follows that ||v—ul||* > (||v||*+1)/5.
By (3), (4), and the bound on |{f(v),u) — (v, u)| from Lemma 3.1, we have

£ (w) = f @ = llo = ul?| < 3el|v]® + 6vE(0%] +1) < 9Ve([v?]| +1) < 45Vellv — ul]*.
This implies that f’ has distortion 1+ O(/e). O

3.2 Lower bound

In this section, we show that the bound in Theorem 1.5 is tight (up to a constant factor in the
O-notation) — extending a map with distortion 1 4+ ¢ by one point might require blowing up the
distortion to 14 Q(1/2), even when n = m = 1 (the extension f’ may use extra dimensions).
The construction is as follows. Consider points: A = 0, B = ¢, B’ = —¢, and C = 1. Let
= {A,B,C}. Consider map f : X — R that maps A, B, C to points A, B’, C, respectively.
Clearly f has distortion C—B = %g <1+ 3¢ for e < 1/3. Our goal is to extend f to the fourth
point D = /e. Note that We can assume that the extension uses at most one additional dimension.

Claim 3.2. Any outer extension of the map f to the point D has distortion at least (1 + /2/2).

Proof. Let f(D) = (x,y) € R?, and suppose that the distortion is less than (1 + //2). Then we
must have

o |£(D) = f(AN =1~ E/2)|ID— All, s0 2* +y* > (Ve —£/2)%
o [£(D)— f(B)| < (14yE/2) | D — B, s0 (z+&)*+1> < (1++vE/2)(vE—¢))* < (VE—¢/2)%
I£(D) = fF(O) 1
We get that 22 + y? > (z +¢)? + y2. Thus, z < —¢/2. Then D=C| > Y > 14/,

which is a contradiction. O




4 Applications — prioritized and terminal dimension reductions

In this section, we prove Theorems 1.9 and 1.11.

Proof of Theorem 1.9. First, we construct a (c;loglogj,co 10g3+aj)-prioritized dimension reduc-

tion. Denote C = 3 +¢e. We define an increasing family of 7' = [logc logylogy N| subsets

S0,S1,..., 57 of X C R% S; consists of the first min(2201,N) points according to the priority
ranking 7.

For each set S;, we construct an embedding f; : S; — R% with distortion at most C? for
d; = O(log|S;|) in such a way that each f; is an outer extension of f;_;. We start with Sy — we
let fo be an isometric embedding of Sy (which consists of 4 points) into R®. Then we iteratively
construct mapping f;. At iteration ¢, we take map f;_1 and extend it to map f; as follows. Using
Theorem 1.2, we find an outer-bi-Lipschitz extension A : S — R? of fi—1 to S;. The extension h is
not yet what we want:

e while, by Theorem 1.2, its distortion is at most 3-(3+4¢)~!, which is less than C? (the desired
upper bound on the distortion),

e the dimension d' is possibly greater than Q(log |S;).

To reduce the dimension, we write h(z) = hi(z) @ ho(x) € R%-1 R ~di-1 here hy(z) is the vector
consisting of the first d;_; coordinates of h(x) and hg(x) is the vector consisting of the remaining
coordinates of h(x). Since h is an extension of f;_1, we have hi(z) = f;—1(z) and ha(z) = 0 for
x € Si—1. Now, we use the Johnson—Lindenstrauss lemma to find a dimension reduction g from
ha(S;) to R? with distortion at most 1+¢/3, where d’ = ¢;1, log |S;|/e2 for some absolute constant
cjr- We assume that g(0) = 0 (if necessary, we redefine g as ¢'(z) = g(x) — ¢(0)). Finally, we let
fi = (id @ g) o h; in other words, f;(x) = hi(x) ® g(ha(x)).

Note that f;(z) is an outer extension of f;_1, since f;(z) = hi(x) ® g(ha(z)) = fi—1(z) ® g(0) =
fi—1(x) for x € S;_1. The distortion of id® g is at most the distortion of g, which is at most 1+¢/3;
therefore, the distortion of f; is at most (1 +¢/3) x 3- (3 +¢)""! = C*. We bound the dimension

7 i—1
di=diy+d =4+ cyplog|Sil/e* <4+ 29 e + ey log|Sil/e* = O(log | Si).
t=1 t=1

The constant in the big-O notation is proportional to 1/e2.

Finally, let f = fr. We verify that f is (¢1 loglog j, c2 log -prioritized dimension reduction.
Fix some j € {1,...,N}. Let S; be the smallest of the sets So, ..., St that contains 7(j); i.e.,
i = [logologylogy j if j > 4, and ¢ = 0 otherwise. Then f restricted to 7(1),...,nm(j) coincides
with f;. The distortion of f; is at most (for j > 4)

34-e¢ .7)

Ot < oltloeclogalogai < (0'log, logy j = (3 4 ¢) logy logs J.

Further, f(7(5)) = fi(n(4)) € R%. Hence, in the vector f(7(j)) all but the first d; coordinates are
equal to 0; we upper bound d; as follows (for j > 4): d; < O(log|S;|) < O(2¢") < O ((20171)(]) <

O(logj)%, as required. Note that the image of X under f lies in space RYT of dimension dr =
O(log|St|) = O(log N).
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By setting the parameters differently, we can obtain different trade-offs between the distortion
and dimension. Fix a parameter k € N, 1 < k < logloglog N. Let T' = k and S; be the set
consisting of the first ZIOgS/k N points in X, according to the priority ordering 7. Construct maps
fi as described above. The distortion of f is at most CT = (3 4 ¢)¥. The vector f(m(j)) lies in the

d; - log, logy j
space R% where i = [klogQIOgQN-I and

. i 7 i i—
i< SIS log |51 = O(3 " logl/* V) < Ollog/* N) = 0(logf ™" N -1ogl/* N)
t=0 t=0 less than 10g2 ,]

< O(logy j logé/k N).

We can compute map f in polynomial time, since, at each iteration, we can compute the outer
extension h and dimension reduction g in polynomial time. O

Now we prove Theorem 1.11.

Proof of Theorem 1.11. First we apply the Johnson-Lindenstrauss lemma to X with ¢/ = 2. We
get an embedding g : X — R? with the distortion at most 1+ ¢2 and d’ = O(log N/e*); we rescale
it so that Az — y| < [lg(x) — g(y)|| < A1 +€?)||z — yl|, where A = 1 + ce (we will specify c later).

For every point p € R?, we extend ¢ to a map gp : X U{p} — RY+1 using Theorem 1.5; for
p € X, g, = g. The distortion of g, is 1 + O(vVe2) = 1 + O(e). Finally, we let f(p) = g,(p). The
image of f lies in R¥*!, as required. For every z € X and p € R%, we have g,(z) = g(x) = gp(x)
and

1 ()= f (@) = ll9p(P) =92 ()| = [lgp(P)—gp(2)| € [(1+ce)(1=O(e))llp—2]|, (1+ce) (1+0(e)) lp—2|]-

We choose ¢ so that the (1 + ce)(1 — O(e)) term is 1; then (1 + ce)(1+ O(e)) =1+ O(e).
Note that we can compute f(z) in polynomial time, since we can compute each map g, in
polynomial time. O

5 Overview of the extension result for maps from R to R.

In this section, we consider the case of map f: X — R with distortion (1 4 ¢), where X C R.
We show that such a map is very structured, which allows us to extend it to f : R — R? with the
distortion 1 4+ O(1/log?(1/¢)). Here we provide an informal overview to illustrate the main steps.

First, suppose that X consists of three points 0,e,1 that f maps to 0, —¢, 1, respectively. It
turns out that this simple case is in fact very important. We extend f to the whole segment
[0;1] as follows!. For 0 < x < ¢, we map x to (—,0), and for ¢ < # < 1, we map z to
point g(z) = (r(x),¢(x)) in polar coordinates, where the radius is 7(z) = x and the angle is

wIn(1/x)

o(z) = m(i/e) » See Figure 1, page 16. First, the map is continuous (i.e., ge) = —e and ¢g(1) = 1).

Second, for every z, ||g(z)|| = |z|, which implies that ¢ is non-contractive. We refer to this map
as the “spiral”. We prove that its distortion is 1+ O(1/1In?(1/¢)), and in fact this is the optimal
distortion one can achieve for this specific choice of X and f (see Section A.3 for the proof).

!Extending f to the whole R requires a bit more work.
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For the general case, we decompose f into “flips” and use this decomposition to assemble the
extension from the above spirals on various distance scales.

For a set X and map f, consider how f changes the relative ordering of points X; denote the
corresponding permutation by 7y € S|x|. For instance, if X = {1, 72,23}, where z1 < 72 < z3,
and f(x1) < f(xg) < f(x2), we set mp = (1 3 2). We show that a permutation can arise as 7y for
some f iff it excludes (3 1 4 2) and (2 4 1 3) as a subpermutation. Furthermore, we show that
7 can be decomposed into a laminar sequence of flips. We start with the identity permutation,
and then iteratively choose a substring and reverse its order (this is one flip). We do this so that
every two flips are either disjoint, or the later is strictly contained in the earlier one. For example,
if 7/ =(312465), then the decomposition is as follows: (123456),(321456),(312456),
(312465).

We use this decomposition to build the desired extension. For each flip, we add two spirals. We
show that the points that participate in a given flip are well-separated from others. For example if
the permutation is (1 3 2), then the distance between 2 and 3 should be much smaller by a factor
of ) than the distance from 1 to either of them — both in the domain and in the image. We show
that this separation is sufficient for these spirals not to interfere much with each other, and the
bound of 1 + O (1/ log?(1/ £)) on the distortion holds for the overall construction. See Figure 1,
page 16, for the construction for the case 7y = (31246 5).

References

[ABC*T05] Ittai Abraham, Yair Bartal, T-H. Hubert Chan, Kedar Dhamdhere, Anupam Gupta, Jon Klein-
berg, Ofer Neiman, and Aleksandrs Slivkins. Metric embeddings with relaxed guarantees. In
Proceedings of the Foundations of Computer Science, pages 83—100, 2005.

[ABNOG6] Ittai Abraham, Yair Bartal, and Ofer Neiman. Advances in metric embedding theory. In
Proceedings of the Symposium on Theory of Computing, pages 271-286, 2006.

[Ach03] Dimitris Achlioptas. Database-friendly random projections: Johnson—Lindenstrauss with binary
coins. Journal of Computer and System Sciences, 66(4):671 — 687, 2003.

[ATKOS] Alexandr Andoni, Piotr Indyk, and Robert Krauthgamer. Earth mover distance over high-
dimensional spaces. In Proceedings of the Symposium on Discrete Algorithms, pages 343-352,
2008.

[ATK09] Alexandr Andoni, Piotr Indyk, and Robert Krauthgamer. Overcoming the ¢; non-embeddability
barrier: Algorithms for product metrics. In Proceedings of the Symposium on Discrete Algo-
rithms, pages 865-874, 2009.

[AK17] Noga Alon and Bo’az Klartag. Optimal compression of approximate inner products and di-
mension reduction. In Proceedings of the Symposium on Foundations of Computer Science,
2017.

[AKR15]  Alexandr Andoni, Robert Krauthgamer, and Ilya Razenshteyn. Sketching and embedding are
equivalent for norms. In Proceedings of the Symposium on Theory of Computing, pages 479-488,
2015.

[ALNOS] Sanjeev Arora, James Lee, and Assaf Naor. Euclidean distortion and the sparsest cut. Journal
of the American Mathematical Society, 21(1):1-21, 2008.

[Alo09] Noga Alon. Perturbed identity matrices have high rank: Proof and applications. Combinatorics,
Probability and Computing, 18(1-2):3-15, 2009.

12



[ANN+17]

[ANN*18]

[AR98]
[ATOS]
[AT09]
[ATVO03]
[AV97]
[Bar9s]

[BBMO6)

[BESO06]
[Bou85]
[CKO06]

[CMMO6]

[CMS01]

[EFN15]
[EFN17]
[Fei9g]

[FRTO8]

[Gha93]

Alexandr Andoni, Huy L. Nguyen, Aleksandar Nikolov, Ilya Razenshteyn, and Erik Waingarten.
Approximate Near Neighbors for General Symmetric Norms. In Proceedings of the Symposium
on Theory of Computing, 2017.

Alexandr Andoni, Assaf Naor, Aleksandar Nikolov, Ilya Razenshteyn, and Erik Waingarten.
Holder homeomorphisms and approximate nearest neighbors. In Proceedings of the Foundations
of Computer Science, 2018.

Yonatan Aumann and Yuval Rabani. An O(log k) approximate min-cut max-flow theorem and
approximation algorithm. SIAM Journal on Computing, 27(1):291-301, 1998.

Arseniy V. Akopyan and Aleksey S. Tarasov. A constructive proof of Kirszbraun’s theorem.
Mathematical Notes, 84(5-6):725-728, 2008.

P. Alestalo and D. A. Trotsenko. Plane sets allowing bilipschitz extensions. Mathematica
Scandinavica, pages 134-146, 2009.

P. Alestalo, D. A. Trotsenko, and J. Véisild. Linear bilipschitz extension property. Siberian
Mathematical Journal, 44(6):959-968, 2003.

Pekka Alestalo and Jussi Viiséld. Uniform domains of higher order III. In Annales Academiae
Scientiarum Fennicae Mathematica, volume 22, pages 445-464, 1997.

Yair Bartal. On approximating arbitrary metrices by tree metrics. In Proceedings of the Sym-
posium on Theory of Computing, pages 161-168. ACM, 1998.

Yair Bartal, Béla Bollobés, and Manor Mendel. Ramsey-type theorems for metric spaces with
applications to online problems. Journal of Computer and System Sciences, 72(5):890-921,
2006.

Tugkan Batu, Funda Ergun, and Cenk Sahinalp. Oblivious string embeddings and edit distance
approximation. In Proceedings of the Symposium on Discrete Algorithms, pages 792-801, 2006.

Jean Bourgain. On Lipschitz embedding of finite metric spaces in Hilbert space. Israel Journal
of Mathematics, 52(1-2):46-52, 1985.

Moses Charikar and Robert Krauthgamer. Embedding the Ulam metric into ¢;. Theory of
Computing, 2(11):207-224, 2006.

Eden Chlamtac, Konstantin Makarychev, and Yury Makarychev. How to play unique games
using embeddings. In Proceedings of the Symposium on Foundations of Computer Science, pages
687-696, 2006.

Graham Cormode, S. Muthukrishnan, and Cenk Sahinalp. Permutation Editing and Matching
via Embeddings. In Proceedings of the International Colloquium on Automata, Languages, and
Programming, pages 481-492, 2001.

Michael Elkin, Arnold Filtser, and Ofer Neiman. Prioritized metric structures and embedding.
In Proceedings of the Symposium on Theory of Computing, pages 489-498, 2015.

Michael Elkin, Arnold Filtser, and Ofer Neiman. Terminal embeddings. Theoretical Computer
Science, 697:1-36, 2017.

Uriel Feige. Approximating the bandwidth via volume respecting embeddings. In Proceedings
of the Symposium on Theory of Computing, pages 90-99, 1998.

Jittat Fakcharoenphol, Satish Rao, and Kunal Talwar. Approxzimating Metric Spaces by Tree
Metrics, pages 1-99. 2008.

Manouchehr Ghamsari. Sobolev and quasiconformal extension domains. Proceedings of the
American Mathematical Society, 119(4):1179-1188, 1993.

13



[IM98)]

[IMO4]

[JL84]

[Kir34]

[KMM11]

[Kov17]

[KV15]

[LLR95]
[LNO5)]

[LN16]

[LN17]

[Mat02]
[McS34]

[MM16a]
[MM16b]

[MMSW16]

[MMV12]

[MMV14]

Piotr Indyk and Rajeev Motwani. Approximate nearest neighbors: Towards removing the curse
of dimensionality. In Proceedings of the Symposium on Theory of Computing, pages 604—613,
1998.

Piotr Indyk and Jiri Matousek. Low-distortion embeddings of finite metric spaces. In in Hand-
book of Discrete and Computational Geometry. Citeseer, 2004.

William Johnson and Joram Lindenstrauss. Extensions of Lipschitz mappings into a Hilbert
space. In Conference in modern analysis and probability, New Haven, Connecticut, volume 26
of Contemporary Mathematics, pages 189-206. 1984.

Mojzesz D. Kirszbraun. Uber die zusammenziehende und Lipschitzsche Transformationen. Fun-
damenta Mathematicae, 22:77-108, 1934.

Alexandra Kolla, Konstantin Makarychev, and Yury Makarychev. How to play unique games
against a semi-random adversary: Study of semi-random models of unique games. In Proceedings
of the Foundations of Computer Science, pages 443-452, 2011.

Leonid Kovalev. Symmetrization and extension of planar bi-Lipschitz maps. Annales Academiae
Scientiarum Fennicae Mathematica, 43, 05 2017.

Subhash Khot and Nisheeth Vishnoi. The Unique Games Conjecture, integrality gap for cut
problems and embeddability of negative-type metrics into ¢1. Journal of the ACM, 62:1(8):8:1-
8:39, 2015.

Nathan Linial, Eran London, and Yuri Rabinovich. The geometry of graphs and some of its
algorithmic applications. Combinatorica, 15(2):215-245, 1995.

James R. Lee and Assaf Naor. Extending Lipschitz functions via random metric partitions.
Inventiones mathematicae, 160(1):59-95, 2005.

Kasper G. Larsen and Jelani Nelson. The johnson-lindenstrauss lemma is optimal for linear
dimensionality reduction. In Proceedings of the International Colloquium on Automata, Lan-
guages, and Programming, 2016.

Kasper G. Larsen and Jelani Nelson. Optimality of the Johnson-Lindenstrauss lemma. In
Proceedings of the Symposium on Foundations of Computer Science, 2017.

Jit{ Matousek. Lectures on Discrete Geometry. Springer, 2002.

Edward James McShane. Extension of range of functions. Bulletin of the American Mathematical
Society, 40(12):837-842, 1934.

Konstantin Makarychev and Yury Makarychev. Metric extension operators, vertex sparsifiers
and Lipschitz extendability. Israel Journal of Mathematics, 212(2):913-959, 2016.

Konstantin Makarychev and Yury Makarychev. A union of Euclidean metric spaces is Euclidean.
Discrete Analysis, 14, 2016.

Konstantin Makarychev, Yury Makarychev, Maxim Sviridenko, and Justin Ward. A bi-criteria
approximation algorithm for k-means. In International Workshop on Approximation Algorithms
for Combinatorial Optimization Problems (APPROX), 2016.

Konstantin Makarychev, Yury Makarychev, and Aravindan Vijayaraghavan. Approximation
algorithms for semi-random partitioning problems. In Proceedings of the Symposium on Theory
of Computing, pages 367-384, 2012.

Konstantin Makarychev, Yury Makarychev, and Aravindan Vijayaraghavan. Constant factor
approximation for balanced cut in the PIE model. In Proceedings of the Symposium on Theory
of Computing, pages 41-49, 2014.

14



[MNO6]
[MP84]
[Ngul4]
[NN18]

[NPSS06]

[NS07]
[OR07]
[PV93]
[vN28]

[VVW94]

Manor Mendel and Assaf Naor. Some applications of Ball’s extension theorem. Proceedings of
the American Mathematical Society, 134(9):2577-2584, 2006.

M. B. Marcus and G. Pisier. Characterizations of almost surely continuous p-stable random
Fourier series and strongly stationary processes. Acta mathematica, 152(1):245-301, 1984.

Huy L. Nguyén. Algorithms for High Dimensional Data. PhD thesis, Princeton University,
2014.

Shyam Narayanan and Jelani Nelson. Optimal terminal dimensionality reduction in Euclidean
space. arXiv preprint arXiv:1810.09250, 2018.

Assaf Naor, Yuval Peres, Oded Schramm, and Scott Sheffield. Markov chains in smooth Banach
spaces and Gromov-hyperbolic metric spaces. Duke Mathematical Journal, 134(1):165-197,
2006.

Assaf Naor and Gideon Schechtman. Planar earthmover is not in L. SIAM Journal on Com-
puting, 37(3):804-826, 2007.

Rafail Ostrovsky and Yuval Rabani. Low distortion embedding for edit distance. Journal of the
ACM, 54(5):23:1-23:16, 2007.

Juha Partanen and Jussi Vaisald. Extension of bilipschitz maps of compact polyhedra. Mathe-
matica Scandinavica, 72(2):235-264, 1993.

John von Neumann. Zur Theorie der Gesellschaftsspiele. Mathematische Annalen, 100(1):295—
320, 1928.

Jussi Vaiséla, Matti Vuorinen, and Hans Wallin. Thick sets and quasisymmetric maps. Nagoya
Math. J., 135:121-148, 1994.

A Outer extension of a map from R to R

A.1 Extension to the whole line

In this section we prove the following theorem.

Theorem A.1 (Theorem 1.4). Let X C R be an arbitrary set. Suppose that f: X — R is a map
such that for every x1,x9 € X, we have:

[f(z1) = fa2)] € (M + ) - |21 — 22, ()

Then there exists a map h: R — R? such that:

e For every x € X, we have h(x) = (f(x),0);

o For every u,v € R, we have

h(u) — h(v)] € <1 +0 (W)) N

By a standard compactness argument, it is enough to handle the case of a finite X. From now
on, we denote n = | X|.
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Figure 1: Left: one possible extension for the map 0 — 0, ¢ — —e, 1 — 1. It has distortion
1+ O(1/1og?(1/¢)), which is tight for this example. Right: an extension built from the spirals
recursively for the map f with mf = (3 124 6 5). The picture is intentionally out of proportion.

A.1.1 Characterizing near-isometric maps

To prove the main theorem, we will first prove the necessary conditions f needs to satisfy in order to
be a near-isometric mapping. In the rest, we will denote the initial point set by X = {x1,x2,...,2,}
and without loss of generality we may assume that 7 < 2 < ... < x,. Let my € 5, be the
permutation defined by our mapping f such that f(:cwf(l)) < f(acﬂf(Q)) < ... < f(xﬂf(n)). The
following lemma characterizes the properties of 7.

Definition A.2 (Sub-permutation). Given a permutation o of k|, and a permutation 7 of [n],
where n > k, we say that m contains o as a sub-permutation iff there exists iy < --- < iy € [n] such
that for any j,j' € [k], if o(5) < o(j’), then w(i;) < m(ij).

Lemma A.3. If ¢ > 0 is sufficiently small, then s does not have (3 1 4 2) or (2 41 3) as
sub-permutations.

Proof. Let us prove the statement for (3 1 4 2), the proof for (2 4 1 3) is the same. Assume the
contrary. Then, there exists 1 <¢ < j < k <! < n such that

fak) < flz) < flo) < f(z;). (6)
Denote A = x; — x; > 0. Then,
A=z —x; > (r;—xp) + (x5 — x5)
> (1-0(e)) - ((f(x) — flzx)) + (f(25) — f(24)))
> (2=0() - (f(z1) = f(z))
> (2-0(9)) - (m — i)
=(2-0()) - A,

where the first step follows from x; < ; < x < z; (which in turn follows from ¢ < j < k <), the
second step follows from f having distortion (1 +¢) and from (6), and the fourth step again follows
from f being a near-isometry. Thus, if € > 0 is sufficiently small, we get a contradiction. O

16



A.1.2 Permutation decomposition

Lemma A.4. If € > 0 is sufficiently small, then 7y can be decomposed as follows. We start with
mo which is the identity permutation. Then, we perform T > 0 flips as follows. Each flip 1 <t <T
is defined by two numbers 1 < az < by < n, naturally defining a segment in the permutation. We
obtain m from m_1 as follows.

(k m1(ae + by — k), if ap <k < by,
T =
' me—1(k), otherwise.

In words, we obtain m; from m_1 be reversing the segment [as, bi]. Moreover, the segments form a
laminar family: for every 1 < t; < to <T the segments [ay,, by ] and [ar,,bs,] are either disjoint or
la¢,, by, ] D [at,, bi,|. The permutation 7y is equal to the final permutation mr.

Proof. The proof is by induction over n. If n = 1, the statement is trivial. Denote 1 < u < n
such that 7y(u) = 1 (the position where 1 is mapped to), and 1 < v < n such that 7¢(v) = n
(the position where n is mapped to). Suppose that u < v. If u = 1, then the statement follows
from using the induction assumption on 7y without the first element. Assume that u > 1. Then,
define A = {m¢(j) | j < u}, to be the set of numbers that are mapped to the left of 1. Let z < u
be such that 7¢(2) = max A, i.e., the maximum number mapped to the left of 1. Define w =
min{k | 7s(k) > max A}. Clearly, w < v. We claim that the sequence (mf(1) 7¢(2) ... mp(w — 1))
is a permutation of the numbers from 1 to 2. Assume not. Then, there exists w’ > w such that
mf(w') < z. Then, considering positions z, u, w, and w’, we obtain a sub-permutation (3 1 4 2),
which can not be the case by Lemma A.3. Now we can apply the inductive assumption on the first
w — 1 numbers, and on the last n — w + 1 numbers, and merge the resulting sequences of flips. If
u > v, then we add a flip with a = 1 and b = n and reduce to the case, when u < v. O

It is not hard to show that the above condition is also a sufficient condition, but we will not
need it in our construction.

A.1.3 Well-separateness and the portals

First, for each flip 1 <t < T, we define the set of points F; that are affected by it, the set of points
to the left of F}, denoted L;, and the points to the right, R;. Formally, we have the following.

Definition A.5. For an iteration 1 <t < T, we define
° Lt:{7rt(1),7rt(2),...,7rt(at—1)};
° Ft:{Wt(at),ﬂ't(at—F1),...,7’['15(()15)},'

o R = {ﬂ't(bt + 1),7Tt(bt + 2), R ,Wt(n)}.

Lemma A.6. F; is the set of |Fy| = by — ay + 1 consecutive integers. Moreover, the sequence
mi(ag), m(ar + 1), ..., m(by) is either increasing or decreasing.
Proof. Follows trivially from Lemma A.4. O

Definition A.7. For an iteration t <T, we define uy = m—1(a) and vy = m—1(by). We also define
At = Xy, — Ty,. It can be either positive or negative.
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Figure 2: Illustration to the proof of Lemma A.8

The quantity A; can be seen as the signed diameter of the flipped points. The following lemma
is a key to the overall analysis. We show that the flipped points F; are very well-separated from
the remainder: by the amount Q(|A¢|/¢).

Lemma A.8. For every k € F;, and every p € Ly U Ry, we have |y — xp| > Q (‘é—”)

Proof. Wlog, we can assume that ¢ is the first flip that separates p and k and for which k € F},
but p ¢ Fy. Indeed, if £ < t is the first such flip, then |A7 > |A;|, and the required statement
follows from that about ¢. Suppose that p € Ly, the case p € Ry is similar. Then, we have
flzp) < f(zy,) < f(xy,) (here we use crucially the fact that ¢ is the first flip that separates p
and k). Indeed, ¢ is the last flip, which affects the relative order of f(z,), f(x.,) and f(zy,),
since the flips that are not disjoint are nested. At the same time, either z, < z,, < z < z,, or
Tp > Ty, > Tk > Ty,. Let us show how to handle the first case, the second case is similar. Let us
denote s = x,, — p. See Figure 2 for the clarification. Then,

s(1+¢) > f(zu,) — fzp)
= (f(wu,) = f(z0,)) + (f(20,) — f(xp))
> (1 =) (@y, — ) + (1 — &) (w0, — 2p)
— (1—e)(s +2A,).

Thus, A¢ = O(e - s5). Finally, |z — x| > s = Q(A/e). O

Definition A.9 (Portals). For every 1 <t < T, we define portals as follows (see Figure 3). We
set:

— Ay . _ Ay . _ Ay . _ Ay .
® Q= Tuy — 52}37 Bt = T, — 51/t3’ M= Ty, + 51f3; Op = Ty, + 62/t37

i O‘;S:f(wvt)_ 52/3’ 5t f(xvz)_m’ ’Yt f(xut) 1/37 5/_f(xut)+£7/t3'

We will use the portals in our construction to make sure that the spirals at different levels do
not interfere with each other.

A.1.4 Construction of the final map

Now we are ready to define the final map h: R — R2. First, for every 1 < k < n, we set
h(zg) = (f(zk),0). Second, for every 1 <t < T, we define h between «; and (; and between ~; and
¢ according to the Corollary A.19 (note that we only take the part of the map which corresponds to
these two intervals, see Figure 3 for the illustration). In particular, h(a;) = (af,0), h(5¢) = (74, 0),
h(v) = (8;,0) and h(d¢) = (d;,0). After we are done with constructing the spirals for all iterations
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Figure 3: Portals. Note that the scales of the relative distances are not correct.

t, on the remaining bounded intervals on the real line, we define h to be linear and consistent with
the values at the endpoints. For the two unbounded intervals, we define the map to be appropriate
shifts.

Let us now show that for every x,y € R, we have:

)~ hw)l € (1£0 (mﬂ/))) o — gl

For a point t € R, there are two cases: either it is mapped using the map g from Corollary A.19,
or it is mapped using a linear extension. In the former case, we say that ¢ is of “type A”, while
in the latter case it is said to be of “type B”. Note that the type A points are mapped on a spiral
curve in R?, and the type B points are mapped on a segment in R.

Claim A.10. If we extend the original map f to the portals (such that oy — o, By — i, v — B}
and 8; +— 6}), then the resulting map is a (1 + O(e'/?))-isometry.

Proof. 1t is immediate to check that the worst case is achieved when we consider distances between
portals oy and f3; or 4 and &;. In this case, the distortion is 1 4 @(51/3) (this follows from the
definition of the portals). O

Claim A.11. Ift € R is type B, and h is smooth at t, then |[Vh(t)|2 = 1 £ O(e'/3).
Proof. This is a direct corollary of Claim A.10. O

Claim A.12. If both x,y € R are type B, then

(@) = h@)l € (1£0 (%)) o =yl

Proof. 1f x = y, then there is nothing to prove. If x # y by a small perturbation we can assume
wlog that h is smooth in both z and y. By Claim A.11, ||VA(z)|2, |[Vh(z)|2 € 1 £ O(e'/3). If
the signs of (Vh(z))1 and (Vh(x))2 are the same, then the claim follows from Claim A.10 and
Claim A.11.

Now consider the case of the different signs of the derivatives. Then consider an extension of f
to the portals as stated in Claim A.10. Abusing notation, let us denote this map f as well. Since
the extended map has distortion 1+ 0(51/ 3), we decompose it as per Lemma A.4, and we get that
Lemma A.8 holds.

Let us denote p, < x < q, the portals of elements which are closest to x, similarly, we denote
py <y < qy. Wlog, ¢z < py. If a decomposition for f has a flip containing p, and g,, but not p,

and g, then py, — g, > Q (qgl‘/;y). Similarly, if there is a flip containing p, and g, but not p, and
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e, then py — gz > Q <qzl;/§”>. Note that if neither of these two cases hold, then their gradients

could not have different signs. Combining these observations with Claim A.10 and Claim A.11, we
get the required result. O

Claim A.13. If both x,y € R are type A, then

Iite) - hl € (10 <1g(11/)>) Je—yl

Proof. Define t; to be the flip 1 <t < T, such that x lies between oy and S; or v+ and §;. We define
t, similarly.
If t, = ty, then the claim follows from Corollary A.19.
First, suppose that [as,,b,| and [ay,, by, ] are disjoint. Assume wlog that [Ag, | > [A¢,[. Then,
1h(x) = h(»)]| = Ih(as,) = hlaz, )| £ O A, |/e*?)
€ (1+0("?))|ar, — ar,| £ O(|A|/e7?)
€ (1£0(E)|z -yl £ O(|A, |/*?)
€ (1£0(E)z —yl,
where the first step follows from Corollary A.19, the second step follows from Lemma A.8, the third
step follows from the definition of the terminals, and the last step follows from Lemma A.S8.

Now assume that [at,,b,] D [at,,by,], but t, # t,. Then, we have [z — y| > Q(|A,, |/eY/?),
An| = (A, |/2) and:

1h(z) = ()| = k() = hla,)]| £ O(A, |/e*?)

€ <1 +0 <g221/€)>> @ — ag,| £ O(|Ay, |/E/3)
1
(

lo
€ (1 +0 <log21/5)>> |z —y| £ O(|A, |/e¥?)

“ (10 (g ) ) o

where the first step is due to the definition of the portals and Corollary A.19, the second step is
due to Corollary A.19, the third step is again due to the definition of the portals, and the last step
is due to |z — y| > Q(|A,|/e'/3) > Q(|Aty\/54/3). O

Claim A.14. If z € R is type A and y € R is type B, then

) - nw)l € (1£0 (lgg(ll/))) Jz -yl

Proof. Denote 1 < t, < T to be the flip such that x lies within ay, and S, or between v, and
0t,. Wlog, let us assume that z lies between oy, and 3;,. Then, y can lie between 3, and ~;, or
outside of the segment connecting oy, and d&;,. Let us assume the former, and the latter can be
handled similarly. By Corollary A.19, we have:

I - ol €0 (10 (lgg(ll/))) ) )
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Figure 4: Illustration for the proof of Claim A.14.

where y — B = 7, — h(y)1 (see Figure 4). By Claim A.12,

1B =91 = [h(B) = h(y)| € L £ O@EV?)) -8 —yl.

Thus,
ly—3l € OE?) - 1B —y| <OE?) - |z —yl. (8)

Combining (7) and (8), we are done. O

A.2 An auxiliary map: the spiral

Lemma A.15. Let ¢ > 0 be a small positive parameter. Let g: R — R? be the map defined as
follows.

(t,0), il >1,
g(t) = 4 (=,0), ifltl<e
(tcosp(t), tsinp(t)), where p(t) = ﬂll:((ll//el';‘) otherwise.
Where the third term can be viewed in the polar coordinates as (r(t) =t,o(t) = ﬂllr?((ll//g‘)). Then

we have the following properties,

e Distortion: for every ti,to € R, one has:

lote) - stea)l € (140 (lg(ll/))) )

o Total movement: for everyt € R, one has:
lg(t) = (£,0) <O(1).

Proof. First of all note that the function is continuous as g(¢) = (ecos p(e),esinp(e)) = (—¢,0),
g(—¢e) = (¢,0), g(1) = (cosp(1),sinp(1)) = (1,0), and g(—1) = (—1,0). Next we show that the
distortion is bounded as desired. First, we prove that g does not increase the distance by more than
a multiplicative factor of 1 + O(m), and second in Claim A.17, we prove that the distances
do not decrease by more than the same factor. These two prove the bound on the distortion as
desired. Finally in Claim A.18, we show the total movement property.

Claim A.16. Fore <1i <ty < 1, we have ||g(t1) — g(t2)|| < (1 + O(m)) b1 — tl.
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Proof. The distance between ¢(t1) and g(t2) is at most the length of the curve between them which
is given by the following formula

[ () (2 oya
- \/(COS“"(“ ) (s st =

[ () = o+ (i) <t (10 )

O

The above claim, together with the fact that the function is symmetric around the origin, and the
definition of the function for [t| > 1 and |t| < ¢, and triangle inequality, proves that for any 1,3 € R,
the distance between the images, ¢g(t1) and g(t2) is increased by at most D =1+ O(m) Next
we prove that the distances do not decrease too much either.

Claim A.17. Given t1 < ta, we have ||g(t1) — g(t2)| > %.

Proof. The claim is trivial if both |t1], [t2] > 1 or [t1], [t2] < e. Also if t > 1 and —e < t; < ¢, the
claim holds as g(tS:Zl(tl) < gfz < % < 1 + 3¢ for sufficiently small €. Also if ¢ < t1 < to < 1,
then by triangle inequality, ||g(t2) — g(t1)|| > ||lg(t2)|| — ||lg(t1)]| = t2 — t1. The remaining cases are

discussed bellow or implied by symmetry.

Case 1. Ife <ty <1and —1 <t < —¢, by symmetry we can assume that to > |t1|, and thus
suppose that t; = —aty, where 0 < a < 1. First, note that if o < 1/In%*(1/¢), then since the
distances from the origin to the points remain unchanged, we have that

lg(t1) —g(t2)|| _ ta+t1 _ 1—a ,
> > >1— >1—0(1/1og%(1
|t1 _ tQ‘ — tQ _ tl - 1 + a O(Oé) - O( / Og ( /6))

which proves the claim. Therefore, we can assume that o > 1/1n?(1/¢). We should show that
lg(t) = g(t)l/Itr = to] = 1/D = 1= 0 (g7 ) or eauivalently, lg(tr) — g(t2)|I?/Itr — taf? >

1
1- O(1n2(1/a))'

lg(t) — g(t2)I* _ 17 +13 — 2t1ta cos(io(t1) — o(t2))
[t1 — t2]? (t1 —t2)?

_ g4 2ate (1 —cos(p(t) —p(t2))) _ | 2t5a(1 — cos(p(t1) — ¢(t2)))

(t1 —t2)? 3(1 4 )2

2a(1 — CC)(Sl(f_(Z))z_ p(t2))) =1—0(a(l —cos(p(t1) — ¢(t2))

Therefore, we just need to show that a(1 — cos(p(t1) — ¢(t2))) = O(1/1n?(1/¢)). Note that
min(l/(at2))  wn(l/ty)  wln(l/a) < 2w Inln(1/¢)
In(1/e) In(1/e) ~ In(l/e) = 1In(l/e)
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and therefore, we can use the Taylor expansion for cosine and get that

7r21n2(1/a)]> <0 <aln2(1/a))

a(l —cos(p(t1) — »(t2))) < @ <1 - [1 ~2In%(1/e) In%(1/¢)

which is at most O(1/1n?(1/¢)) as aIn?(1/a) is at most e for 0 < o < 1. This completes the proof
for this case.

Case 2. Ifty > 1 and e < |t1] < 1, then let us again write the term we need to bound

lg(ta) — g(t1)||? _ (ta —ticos o))+t sin? o(t1) B t2 + 12 — 21ty cos p(t1)

|t — t1]2 (ta —t1)? B (t1 —t2)?

Now if ¢1 is positive, i.e., ¢ < t; < 1, then clearly, since cos p(t1) < 1, we have that —2t1t5 cos p(t1) >
—2t1t9, and therefore the above fraction is at least 1. Thus, we now consider the case where
—1 < t; < —¢, and need to show that —2t1ta(1 — cos p(t1))/(t2 —t1)? < O(1/1n?(1/¢)). Again, we
let t; = —aity where 0 < a < 1, and we get that

—2t1t2(1 — cos p(t1))
(t2 —t1)?

= O(a(l = cosp(t)))

Again, if o < 1/1n%(1/¢), we have that a(1 — cosp(t1)) < O(1/1n*(1/¢)) as (1 — cosp(t1)) < 2.

Otherwise, as to > 1, we have |t;| > 1/1n%(1/¢), and therefore, ¢(t1) < %n/%/e) Thus, similar

to Case 1, we can write that

7T2 Il2 « (6 Il2 (6%
a(l = cosp(t) < a <1 - {1 - M]) — 0(M> — O(1/n2(1/¢))

where the above holds for similar reasons as Case 1.

Case 3. Ife <ty <1and —e <ty <e¢, then we have

lg(tz) —g(t)|* _ 18 + 13 + 2titacosp(ta) _ 1 4 2tata(1 + cos o(ty))
|t — t1]? (t2 — t1)? (t2 — t1)?

Now, if t; > 0, then the above term is at least 1 > 1 — O(1/1In?(1/¢)) and the claim holds. So
we assume that —e¢ < t; < 0, and let {1 = —aty where 0 < a < 1. Our goal is to prove that
—2t1to(1 + cos p(ta))/(ta — t1)? < O(1/1n?(1/¢)). Again we can write

—2t1t2(1 + cos p(t2))

(th—t))2 = O(a(1 + cos p(t2)))

Now if v < 1/1In%(1/¢), we are done as 1+ cos ¢(t3) < 2. But then if & > 1/1n%(1/¢), we have that
ty = —t1/a < e/a < e(In*(1/¢)), and therefore,

mIn(1/(eIn?(1/e))) ~ 2mInln(1/e)

plt2) = In(1/2) =TT (/e
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Since %n/(;)/e) is small, we can write the Taylor expansion and get that

a(l 4+ cos p(ts)) = a (1 +cos (” - IT(iI/lS»

. (1_cos (%)) <a (1— [1‘ (iﬁ%ﬂ)

aln® o 1
© (ln2(1/5)> - O(1n2(1/g))’

as desired. This completes the proof of this case. O

IN

Finally, we need to prove the total movement condition as follows?.

Claim A.18. For every point t € R, one has ||g(t) — (¢,0)|| < O (1).

Proof. The claim is clearly true for |t| > 1. Also for —e <t < ¢, the claim holds since those points
move by at most 2¢. Finally for points that are on the curve, i.e., ¢ < |t| < 1, we know that
their distances to the origin is preserved. Therefore, by triangle inequality, ||g(t) — (¢,0)] < 2Jt| =
O (1). O

This concludes the proof of the lemma. O

Corollary A.19. Let ¢ be a sufficiently small constant and let p,q,p’,q € R, such that p' — ¢’ €

(1 +e)A, where A = q — p which can be positive or negative Denote o = p — 52%, b=p— sl%’
V=q+ 5, 0=q+ 55,0 =d — 55, 8 =d — 55,V =d + 55, 8 =d + &5, Then, there

exists a map g: R — R? such that:

b g(Oé) = (O/,O),‘ g(ﬁ) = (7/70); 9(7) = (/3170); g((;) = (5/a0)'
o Vi1, ts € R, one has |g(t1) — g(ta)]| € (1 O (ﬁ)) by — .

Proof. Without loss of generality, we will assume that A is positive. Thus we have that o < 8 <
p<qg<~vy<d,and o/ < B < ¢ <p' <+ <§. The other case is symmetric. /Let/ m = %ﬂ which
is also equal to °‘+5 8 P and let m/ = 432 +p which is also equal to & +5 5%

Let n = ”ﬁoq_f)”” Wthh clearly lies in € (1 + ¢). First we define the map h: R — R as follows:

o +t—a, if t € (—o0; ],
ht) = {7 +t—1, if ¢ € [y,00),
m’ +n(t —m), otherwise,

which trivially maps the points from (—oo; 3] to (—oo; #'], and the points from [y; 00) to [y; 00) by
translation, and linearly maps [3,7] to [8’,7'] by scaling and translating the points. It is clear that
the map is continuous and its distortion is at most max{n, 1/n} which is at most 1 + O(e).

2We remark that a stronger bound for the total movement can be achieved but for our purposes the above bound
suffices.
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Now let go: R — R? be the map of Lemma A.15 with &/ = z/—f/ = g,_% = A§Z§211§22/3§ <

O(e'/3) which has distortion 1+ O(1/log?(1/¢')) = 1+ O(1/log?(1/¢)), and define the scale pa-
rameter A = (m' — /) = (8’ — m/). Our final map is just defined as g(t) = m’ + )\go(%_m,) and
it is clear that its distortion D, < Dy, - Dy, < (1 +¢)(1 + O(1/log?(1/¢))) < (14 O(1/log?(1/¢))).
This proves the second property. For the first property we have the following.

m/

e g(a): We have that h(e) = o/ and thus g(a) = m/ + (m/ — o )go(%-

T ) = m/+ m' —
aNgo(=1) =m/ — (m' —d) =d/. ek (

e g(f8): We have that h(8) = ' and thus g(8) = m' + (§' — m’)go(%) =m' 4+ (m' —
o )gol(—') = m' + (3 —m')e’ = 7.

/

e g(v): We have that h(y) =+ and thus g(y) = m’+(m’—a’)go(}%z,’) =m/+(m'—a)go(e') =
m' —&'(m' — o) = 8.

e g(d): We have that h(d) = ¢ and thus g(d) = m’+ (&’ —m’)go(%) =m'+ (60 —=m)go(1) =
m' + (68 —m/)=4¢".

O

A.3 Lower bound

In this section, we show that there exist maps with distortion 1+ ¢ such that every outer extension
of it has distortion at least 1+ € (1/log,(1/¢))%.

Theorem A.20 (Theorem 1.3). There exist X C R and a map f : X — R with distortion 1+ O(e)
such that every outer bi-Lipschitz extension f' : R — R™ has distortion at least 1+ (1/log?(1/¢))).

Proof. Consider a map f that maps three points —¢, 0, and 1 to points ¢, 0, and 1, respectively. The
map has distortion % = 1+2e+0(e?). We show that any bi-Lipschitz extension f’ : [-¢, 1] — R”

of f has distortion at least
[ P — :
2log,(1/)
asymptotically.

Consider a bi-Lipschitz extension f’:[—e,1] — R™ of f. Without loss of generality, we assume
that ¢ = 1/2%. Let 2; = 1/2! for i € {0,1,...,k}, and 2} = f'(x;). We will need the following
claim.

Claim A.21. Consider three points a, b, ¢ on a line such that b lies exactly in the middle between
a and ¢; i.e., b= (a+ c)/2. Assume that they are mapped to points a’, V', ¢ in R™. Let « be the

angle between segments [a’,b'] and [a',']. Then the distortion D of the map is at least 1/ cos o if
a<7/4 and V2, otherwise. In particular,

D > min(1/ cos a, V2).

Proof. First, assume that a < w/4. We now show that [|a’ — b'|| > ”;;;;;H or ||V = (| > H;;;SC;”.
Let p = ||’ = V||/||’ = ||. If p > 52—, we are done. Otherwise,
1o =1 = [la" = ¥|* + [|la" = ||* = 2cos - [la’ = V[[[la” = || = [|la" = |[*(p* — 2cos - p+ 1),
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Figure 5: Points (), ..., ) and angles a1, ..., ag.

Now, the polynomial t? —2 cos a-t+1 attains its minimum on [0, 1/(2 cos )] at point t = 1/(2cos a),
where it equals 1/(2cosa)? (here we use that o < 7/4 and hence 1/(2cosa) < cosa). Therefore,
|b) — || > |la’ — ||/ (2 cos @), as required. Note that the distortion is at least

o =¥ flla=bl W =c] /b=l

la" =/ lla=¢ll la’ =</ la—cll

One of these two ratios is at least 1/ cos a.

Now, assume that « € (r/4,7/2). The distance from ¢’ to the line passing through a’ and ¥
is sinalla’ — || > ||a’ — ¢||/v/2; in particular, || — /|| > ||’ — ¢||/v/2. As in the previous case,
this implies that the distortion is at least v/2. Finally, assume that o > 7/2, then the angle at
vertex a’ in the triangle a’b'c’ is obtuse, therefore b'c¢’ is the longest side of a’b’¢’. In particular,
|/ — || > ||a’ — ||. We get that the distortion is at least 2. O

Now we are ready to prove Theorem A.20. Let «; be the angle between segments [0, z; ;] and
[0, 2] (see Figure 5). Consider point z = (¢,0) = f'(—¢). Let 3 be the largest among the following
angles:

e the angle between [z}, 2] and [z, 0],
e the angle between [z, z}] and [z,0].

Finally, let v be the angle between [0, z}] and [0, z].
First, we apply Claim A.21 to points 0, x;, ;1. We get that

Dzmin< f2>

)
CoS

Second, we apply Claim A.21 to points xg, 0, —¢ and to —¢, 0, xj (see Figure 6). We get that

D > min <1, \/§> .
cos 3

Now, we write an upper bound for v (which follows from the triangle inequality in spherical
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Figure 6: Points —e, 0, z;, and their images z = f'(—¢), 0 = f/(0), =}, = f'(xx).

geometry)

Consider the triangle with vertices 0, z, z}.. One of the angles of this triangle is v and the largest
of the other two angles is 5. Therefore, v + 28 > 7 and thus,

k
2+ a; >
=1

Consequently, either 5 > 7/(k + 2) or some «; > 7/(k + 2) (or both). We conclude that the
distortion is at least

1 w2
D > min (,ﬂ) =14 (1-o0(1))

cos 10g2(17r/5)+2 2 IOg% (1/5)

when € — 0. O
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