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We, humans, are able to identify other people even in voice disguise conditions. However, we are not im-
mune to all voice changes when trying to identifying people from voice. Likewise, automatic speaker recog-
nition systems can also be deceived by voice imitation and other types of disguise. Taking into account the
voice disguise classification into the combination of two different categories (deliberate/non-deliberate and
electronic/non-electronic), this survey provides a literature review on the influence of voice disguise in the
automatic speaker recognition task and the robustness of these systems to such voice changes. Additionally,
the survey addresses existing applications dealing with voice disguise and analyses some issues for future
research.
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1. INTRODUCTION

Speaker recognition is the ability to identify others from a spoken sentence, taking into
account those individual and characteristic speech features. In forensic applications,
speaker recognition started as a human process, and early in the 1960s, speech foren-
sic scientists made the first attempts to use speech spectrograms to recognise speak-
ers [Kersta 1962; Stevens et al. 1968; Bolt et al. 1969; Tosi et al. 1972]. At that time,
computer technology was still in early stages, and was not sufficient to become a com-
plementary tool to the phonetic interpretation of the spectrograms. But as computer
technology improved over time, the use of machines became more and more popular,
leading to what nowadays is known as automatic speaker recognition.

Speech is a naturally produced signal, with a very low intrusiveness for humans,
which can be easily stored and transmitted. Therefore, human voice has become a
strong characteristic for speaker recognition [Reynolds et al. 2002], and the amount
of related applications has considerably grown over the recent decades, such as secure
access control to physical and electronic sites, transaction authentication, law enforce-
ment, forensics, speech data management for mail browsing applications or intelligent
answering machines, and customisation of devices and smart systems.

In order to make all these applications work, it is essential to find those idiosyn-
cratic characteristics of the speech signal that make able to identify individuals. Peo-
ple take into account many diverse levels of information contained in the human voice
[Schmidt-Nielsen and Crystal 2000], and these levels are related to several aspects
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of the voice: a specific word usage, a characteristic timbre, a rough voice, etc. Tradi-
tionally, these levels have been hierarchised from low level —associated to the vocal
tract and to the learned articulatory configurations [Rabiner and Juang 1993; Gish
and Schmidt 1994; Campbell 1997]— to high level —mostly related to the learned
speaking habits.

Human speaker recognition performs rather reliable within a small population and
in a high degree of familiarity between the speaker and the listener. What is more dif-
ficult —although feasible—, is to recognise others in voice disguise conditions [Reich
1981]. Nevertheless, both humans and automatic systems are exposed to several ex-
ternal threats: human listeners are not immune to voice changes, and they can also be
deceived by voice imitation and other types of disguise. Likewise, automatic speaker
recognition systems are also vulnerable to voice disguise. In some contexts, they are
even less robust to voice disguise due to the lack of knowledge usually attributed to
humans. The vulnerability of speaker recognition systems to impersonation has been
largely tested and reported in literature; see e.g. [Lau et al. 2004; 2005], in which
the experiments performed showed that an impostor could successfully attack the sys-
tem if he knew of the clients of the database and both had similar voices. In control
client access related applications, such vulnerability turns into a huge security prob-
lem. Therefore, an accurate analysis of voice disguise is needed in research in order
to determine the optimal features to be used for automatic speaker recognition. Voice
disguise analysis —and voice imitation in particular— can be used to find out which
features are the most difficult ones to imitate or modify, leading to a more specific
knowledge that will improve speaker recognition against spoofing attacks.

Taking into account some idiosyncratic characteristics of both human and automatic
speaker recognition, and using Rodman’s classification [Rodman 1998; Rodman and
Powell 2000] as a take-off point —in which disguise is classified into the combination
of two different categories: deliberate/non-deliberate, electronic/non-electronic— the
aim of this survey is to provide a literature review on the influence of voice disguise in
the speaker recognition task. To this end, this paper is structured as follows. Section
2 presents an overview of the existing types of voice disguise, describing their main
characteristics. Section 3 outlines the influence of the well-known source-filter model
in speaker recognition. Section 4 reviews the robustness of existing state-of-the-art
speaker recognition systems against the mentioned voice disguises in terms of several
speech features (mainly spectral, prosodic and voice quality features), in order to anal-
yse how automatic speaker recognition reacts in front of such voice alterations. Section
5 analyses some issues for future research, specifically what still needs to be done to
ensure a robust speaker recognition task and to avoid the effects of voice disguise.
Finally, conclusions are sketched in Section 6.

2. VOICE DISGUISE

DNA, iris and fingerprints are some of the most known biometric identifiers that share
the characteristic of being highly permanent over time. Voice, instead, is highly vari-
able over time due to ageing, illness, emotional stress, and other non-deliberate factors.
Moreover, voice is also modified by deliberate reasons, such as impersonating, speak-
ing a foreign accent, etc. These voice changes, whatever the cause or the objective, are
manifested as voice disguise. In this light, Rodman defined it as "any alteration, dis-
tortion or deviation from the normal voices, irrespective of the cause” [Rodman 1998].

Although voice disguise includes any voice modification, it can be caused by several
factors. On the one hand, voice can be deliberately or non-deliberately changed. People
may want to produce a deliberate disguise for different aims, making an extra effort
to achieve it. But in many cases, our voice suffers uncontrollable changes during our
lifetime, or even over the day. On the other hand, voice can be modified naturally or by
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means of electronic devices. Based on these two dimensions, [Rodman 1998] classifies
voice disguise based on four categories: (1) non-deliberate and non-electronic modifica-
tions, (2) non-deliberate and electronic modifications, (3) deliberate and non-electronic
modifications, and (4) deliberate and electronic modifications.

In the current section, the influence of voice alteration on speech and the easiness
of imitating speech features are outlined. The main characteristics and examples of
each type of disguise following the two-dimensional classification described above are
explained next and summarised in Table 1.

2.1. Non-Deliberate Voice Disguise

People are subject to several changes in their voices due to uncontrolled causes. Most
of them are naturally caused by modifications that affect the normal development of
our body: ageing, illness, etc. Other modifications can be found when using electronic
devices in the communication process. We will refer to them as non-deliberate non-
electronic and non-deliberate electronic disguises, respectively.

2.1.1. Non-Electronic Disguise. The most common examples of non-deliberate and non-
electronic disguises are a hoarse or breathy voice, a voice alteration due to emotional
changes, intoxication —essentially by alcohol—, or the voice variation over time, i.e.
ageing. The main acoustic characteristics of each of them are briefly described next.

Hoarse and breathy voices. Hoarseness is the colloquial expression for disphonia,
an alteration of the voice quality usually manifested by breathy, rough or strained
voices, and normally caused by abnormal situations or illnesses such as laryngitis or
vocal cord nodules [Sulica 2011]. In 1967, [Yanagihara 1967] suggested that hoarse-
ness was mainly characterised by the interactions of three factors: ”(1) noise compo-
nents in the main formant of each vowel, (2) high frequency noise components above
3000 Hz, and (3) loss of high frequency harmonic components”. [Yumoto et al. 1982],
[Kojima et al. 1982] and [Yumoto 1988] demonstrated that the hoarseness degree
can be quantified by measuring the harmonics-to-noise ratio (HNR). On the other
hand, breathy voices are typically characterised by an increase in spectral noise
[Wayland et al. 1995]. Other acoustic parameters like jitter —the F0 cycle-to-cycle
variations— and shimmer —the amplitude cycle-to-cycle variations— have been
used over many years to detect voice pathologies; therefore, they are also known as
voice quality parameters. Such pathological voices are usually related to higher val-
ues of both jitter and shimmer [Michaelis et al. 1998; Kreiman and Gerratt 2005].
In some recent works [Zhang and Lin 2017], the characteristics of disguised whis-
pery voices in terms of intensity, syllable duration, formants and long-term average
spectrum (LTAS) have also been analysed.

Emotional changes. The effects of emotional state on speech have been widely stud-
ied, especially when dealing with synthesised speech. One of the first works on
the relationship between emotions and acoustic parameters was carried out by
[Williams and Stevens 1972], who concluded that ”"anger, fear and sorrow situa-
tions tended to produce characteristic differences in fundamental frequency contour,
average speech spectrum, temporal characteristics, precision of articulation, and
waveform regularity of successive glottal pulses”. The study, however, also showed
that the same emotional situation was not consistent between speakers in terms of
acoustic attributes. [Johnstone and Scherer 1999] and [Johnstone 2001] also demon-
strated the existence of a relationship between acoustic parameters such as the fun-
damental frequency floor and range, the distribution of spectral energy, the jitter,
and the speaker attitude and emotions. [Gobl and Chasaide 2003] explored the in-
fluence of voice quality on the communication of attitudes and emotions, pointing
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out the non-existence of an unambiguous correspondence between affect and voice
quality, but a cluster of affective attributes associated with an acoustic quality. Most
of the studies focus on the relationship with pitch variables for being easier to mea-
sure [Scherer 1986]. However, other characteristics should be taken into account,
such as speech rate and intensity [Scherer 1986][Williams and Stevens 1972; Carl-
son et al. 1992] or pausing structure [Cahn 1990], being voice quality parameters
the key to differentiate emotions [Scherer 1986; Scherer et al. 1984; Murray and
Arnott 1993]. [Narayana and Kopparapu 2009b] also show how the accuracy of a
speaker recognition system decreases when the speaker is under stress or emotion,
by quantifying the inherent stress contained in the speech of speaker using pitch,
amplitude and duration. The detection of stressed speech levels has been shown to
be highly tied to the Lombard effect [Zollinger and Brumm 2011] and includes ”in-
creased vocal effort, greater duration of words due to increased vowel length, shifts
in formant locations for vowels, increased formant amplitudes, and deletion of some
word-final consonants” [Markowitz 1996; 2007].

Intoxication. A good deal effort has also been put on determining how speech is
altered under intoxication effects. In [Klingholz et al. 1988], several features were
analysed under both sober and alcohol intoxicated conditions: frequency distribu-
tions of F0, signal-to-noise ratio (SNR), ratio of first to second formant frequencies
(F1/F2), variation speed of F0, F1 and F2, and the long-term average spectrum
(LTAS). While frequency variation speeds were not found to be altered by intoxica-
tion, LTAS, F0 and SNR —and especially the combination of the two latest ones—
were able to discriminate quite well between sober and intoxicated conditions. On
the other hand, F'1/F2 was only modified with high levels of alcohol in blood. Other
studies concluded that certain changes such as a F'0 raising and a slowing of speak-
ing rate occurred in intoxication —although they were not universal— while no sig-
nificant changes were found in terms of vocal intensity [Hollien et al. 2001b; Hollien
et al. 2001a], neither in voice onset times of the occlusives /d/ and /t/ [Swartz 1992].

Ageing. Speech production experiences both anatomical and physiological changes
throughout life [Schoetz 2007]. In order to know how these changes develop, several
studies have also been carried out that analyse the long-term voice changes over
time. One of the first related studies indicated five characteristics as predictors of
perceived age: “voice tremor, laryngeal tension, air loss, imprecise consonants, and
slow articulation rate” [Ryan and Burk 1974]. On the other hand, [Ferrand 2002]
found a significant lowering of HNR and apparent F0 differences in elderly speak-
ers, while no significant differences were encountered in jitter. Contrarily, works
such as [Linville 2001] reveal that jitter, shimmer, overall F0 statistics and long-
term average spectra are highly correlated with ageing. Other studies such the one
carried out by [Hartman 1979] revealed that the most prominent features when
judging the age of the speakers could be classified according to F0, voice quality,
articulation and speech rate. An increase of amplitude perturbation and a decrease
of the reading rate were also detected as indicators of increasing age [Bruckl and
Sendlmeier 2003]. To date, it is widely assumed that the most important correlates
of speaker age are "features related to speech rate, sound pressure level, and F0”
[Schoetz 2007].

2.1.2. Electronic Disguise. Non-deliberate electronic disguise refers mainly to speech
degradation or distortion due to channel effects, as for instance, telephone transmis-
sion, use of microphones, etc. In fact, apart from the size of the population used in the
automatic speaker identification task, the degradation introduced by noisy communi-
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Table |. Different kinds of voice disguise. Classification and references.

Disguise Types References

[Yanagihara 1967][Kojima et al. 1982][Yumoto et al. 1982]

[Yumoto 1988][Wayland et al. 1995][Yanagihara 1967]

[Michaelis et al. 1998][Kreiman and Gerratt 2005]

[Sulica 2011]

Non-deliberate [Williams and Stevens 1972][Scherer et al. 1984]
[Scherer 1986][Cahn 1990][Carlson et al. 1992]

& non-electronic | Emotional stress | [Murray and Arnott 1993][Johnstone and Scherer 1999]

[Johnstone 2001][Gobl and Chasaide 2003]

[Markowitz 1996; 2007]

[Klingholz et al. 1988][Swartz 1992]

Hoarseness

Intoxication [Hollien et al. 2001b][Hollien et al. 2001a]
Asein [Ryan and Burk 1974][Hartman 1979][Linville 2001]
gemg [Ferrand 2002][Bruckl and Sendlmeier 2003][Schoetz 2007]
Non-deliberate & electronic [Reynolds et al. 1995][Benesty et al. 2005]
Deliberate & non-electronic [Markham 1997][Zetterholm 2003]

[Mashimo et al. 2001][Mashimo et al. 2002]

Deliberate & electronic [Hosom et al. 2003][Duxans 2006]

cation channels is considered one of the largest factors affecting the system perfor-
mance. This is stated in [Reynolds et al. 1995], in which some experiments are shown
in order to analyse the performance loss with respect to various telephone channel
degradations. Therefore, a lot of effort has been put on investigating noise reduction
techniques in order to increase the speech communication and intelligibility in chan-
nel degradation situations. In this light, Schroeder pioneered such research in 1960 at
Bell Labs [Benesty et al. 2005].

2.2. Deliberate Voice Disguise

Deliberate voice disguise depends on the speaker. [Kunzel 2000], for instance, reported
differences in the strategies used between men and women. Nevertheless, whatever
the way and the purpose are, deliberate modifications are an intentional alteration of
the voice. As the non-deliberate voice disguise, the deliberate one is also classified into
electronic and non-electronic. This section focuses on both kinds of voice alterations,
analysing their main acoustic characteristics.

2.2.1. Non-Electronic Disguise. Voice imitation is innate in humans and can be found
in human communication by means of language acquisition, impersonation, and voice
transformation [Zetterholm 2003], as shown in Table II. In some way, impersonation
and voice transformation are the most deliberate ones, since in both cases the speakers
pretend to be someone else. Imitation encountered in language acquisition is essential
to learn a mother tongue, as well as to learn foreign languages and for community
integration by adapting new speaking manners. The language acquisition process is
manifested by the word repetition, reproduction of syntactic structures, and phonetic
reproduction, among others [Markham 1997].

Impersonation is a sort of imitation whose aim is to reproduce the voice of someone
else [Markham 1997]. Entertainment is the main goal for impersonators, who have
the ability to pretend to be a different person, being capable to target and imitate
the most prominent speech features of the selected speaker. For stage entertaining,
an impersonator tries to copy also the body language, as well as other non-verbal cues.
Contrarily, when the audience is not able to see the impersonator, more focus is needed
on vocal features. Wherever the entertainment takes place, the selection and exagger-
ation of the most prominent features is an essential characteristic to reach a successful
imitation [Zetterholm 2003].
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Table Il. Voice imitation scope, aims and characteristics [Farris 2008].

Scope Aim Characteristics
Imitation of several real speakers
First and second languages Repetition of words

Language Acquisition Speaking manner adaptation | Reproduction of syntactic structures

Phonological/phonetic acquisition
Imitation of a specific person
Impersonation Entertainment Vocal and non-vocal imitation
Exaggerations

Imitation of a fictitious person
No exaggeration

Voice Transformation | Hide identity

Another aim of voice imitation is to hide a specific identity. In this case, changes in
the vocal tract are performed, so that some voice characteristics such as fundamental
frequency, accent, prosody, voice quality, etc. are modified. In contrast with imperson-
ation, the modified features are not exaggerated.

The variety of features to imitate is usually large: some of them are more related to
a specific geographical or social environment —which would be the case of dialects and
sociolects—, whereas other characteristics are more related to the individuals them-
selves —in which case we would talk about a special timbre and voice quality, among
others—. Therefore, a successful imitator must focus on both groups of features [Zetter-
holm 2003]. However, as [Laver 1994] reports, a good imitation can turn into a difficult
task due to large organic differences, being male and female voices an extreme exam-
ple [Pittam 1994]. More recent works [Delvaux et al. 2017] use also LTAS in order
to assess the ability to impersonate by comparing perceptual and acoustic features in
controlled speech.

The importance of being a professional imitator is also studied in [Zetterholm 2003],
by comparing both amateur and professional imitators imitating the same speakers.
Although all imitations were different in terms of acoustic characteristics, the target
speaker was clearly identified, and the same prominent features were targeted: "pitch,
dialect, rhythm, pausing, phonetic pronunciation of specific segments, and individual
habits such as hesitations and loud breathing”. The only significant difference was
found in intonation: whereas the professional impersonators were able to successfully
copy the intonation patterns of the target voices, the amateur one did fail in the correct
FO0 range.

Dialect and accent modification is another sort of disguise, reported in works such as
[Shuy 1990], among others. Some other studies are focused on whether human percep-
tion is affected by theatrical accent and dialect modification [Machlin 1975; Halloran
2003]. This disguise is not initially aimed at fooling people; however, since it could be
used in a criminal setting, it is relevant to investigate how convincing dialect imitation
is in general.

2.2.2. Electronic Disguise. Electronic disguise is the use of a device in order to alter or
modify the natural speech. When performed in a deliberate way, it is very often found
in the form of voice conversion, which is the transformation of the voice of a source
speaker into the voice of a target speaker, in order to resemble a chosen target voice.
So, technically speaking, it is a sort of electronic imitation of someone else’s voice. Voice
conversion is performed by means of a transformation function. During this transfor-
mation, the physical characteristics of the voice are modified, but the content of the
message is kept as it is [Duxans 2006; Mashimo et al. 2001]. Nowadays, many recent
works have gained a lot of insight into the voice conversion field by means of deep
learning techniques (see, e.g. [Nakashika et al. 2013; Chen et al. 2014; Mohammadi
and Kain 2014]).
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Table Ill. Voice conversion applications [Farris 2008].

Applications Examples
Creation of any target voice
TTS Customisation (including intra- and cross-gender conversion)

Customisation of speech-to-speech translation output
Foreign Language Learning | Assistance for students to get a proper pronunciation

. . Intelligibility improvement of an abnormal speech
Medical Aids Appropriate hearing aids design for specific hearing problems
Creation of voices of famous actors or people who are not alive
Assistance to singers in a karaoke

Entertainment

Voice conversion technology is included in several applications such as speech syn-
thesis, foreign language learning or speech-to-speech translation [Duxans 2006]. Voice
conversion, for instance, can be added at the output of a synthesizer in order to
customise the system [Mashimo et al. 2001], or be used in foreign language learn-
ing, by generating a proper phonetic pronunciation and intonation in their own voice
[Mashimo et al. 2001; Mashimo et al. 2002; Duxans 2006]. For speech impaired people
with abnormal speech, voice conversion systems can be used to improve their intelli-
gibility [Hosom et al. 2003], or to design hearing aids by transforming those frequency
ranges that can not be heard by some people [Duxans 2006]. Moreover, voice conversion
can be found in entertainment scenarios such as karaokes and film dubbing. Table III
summarises some examples of voice conversion applications.

Voice conversion has been shown to be effective when trying to fail automatic
speaker recognition systems, as it will be seen in section 4. However, trying to de-
ceive human listeners becomes a difficult task. In [Huckvale and Kristiansen 2012],
for instance, a series of experiments with several degrees of electronic disguise using
pitch scaling and vocal tract length scaling reported that the speaker identification
accuracy was still high under these voice distortions. Only when an extreme disguise
was applied —a pitch increase of 12 semitones and a vocal tract length reduction of
20%— the human recognition was significantly lower. In line with these experiments,
[Clark and Foulkes 2007] performed a listening test over artificially disguised voices
in which the F'0 was modified. Disguises above +8 semitones and -8 semitones yielded
the lowest scores, while the identification over the range between -8 and +8 semitones
was still reasonably good enough.

3. SOURCE AND FILTER PARAMETERS IN AUTOMATIC SPEAKER RECOGNITION

The speech production system is normally described as two different processes: (a) the
sound generation, and (b) the acoustic filtering of the speech sounds. The former —
the source— takes place in the larynx, whereas the latter —the filter— is placed in
the vocal tract. In this source-filter model [Fant 1960] (Figure 1), unvoiced sounds are
represented as a random white noise. The linear model of speech production assumes
that, given a voiced or an unvoiced source U(z) that produces a voiced or an unvoiced
speech S(z), respectively, the filter consists of three cascade-based filters: glottal pulse
G(z), vocal tract V(z), and lip radiation L(z) [Fant 1960; Flanagan 1972] (Figure 2).

Low-level information has been traditionally associated to the speech signal features
derived from the filter processes, which are related —in a complex way— to the vocal
tract and to the learned articulatory configurations [Rabiner and Juang 1993; Gish and
Schmidt 1994; Campbell 1997], and are referred to as the speech spectrum. Some of the
most used spectral features in speech applications include LPCC (Linear Prediction
Cepstral Coefficients, [Makhoul 1975]), MFCC (Mel Frequency Cepstral Coefficients,
[Davis and Mermelstein 1980]), and PLP (Perceptual Linear Prediction Coefficients,
[Hermansky 1990]).
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glottal source filter function output spectrum

frequency
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Fig. 1. Representation of the source-filter model output.
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Fig. 2. Linear speech production model.

In contrast, high-level information has been related to features that depend on the
learned speaking style, idiolect, etc. In terms of speech, these features are usually —
although not only— associated to voice source features, and characterise the source of
voiced sounds, which are known as the glottal flow [Kinnunen and Alku 2009]. The
fundamental frequency (F0), which is the vibration rate of the vocal folds, is the most
characteristic voice source feature. Since prosody is conveyed through intonation —
variation of F0 over time—, rhythm and stress, it is also considered as an element
derived from the voice source [d’Alessandro 2006]. Some other voice quality parame-
ters such as jitter and shimmer [Michaelis et al. 1998; Kreiman and Gerratt 2005],
which can be used to identify the speakers’ gender and age [Wittig and Mueller 2003],
language styles [Li et al. 2005], and speaker recognition [Farrus et al. 2007; Farrus
and Hernando 2009], can also be viewed as source-derived parameters.

Automatic speaker recognition systems have mostly relied on filter parameters —
i.e. low-level characteristics— by means of using short-term features associated to the
voice spectrum. They have even been used to detect some speaker characteristics such
as ageing [Metze et al. 2007]. Nevertheless, other higher levels of information such as
prosody or voice quality parameters also play an important role in human identifica-
tion, as has been demonstrated in several studies [Carey et al. 1996; Sonmez et al.
1998; Doddington 2001; Andrews et al. 2002; Bartokva et al. 2002; Weber et al. 2002],
so that they can provide complementary information. Therefore, these complementary
features have been recently added to the traditional spectral-based systems, since they
are of great value for the speaker recognition task [Peskin et al. 2003; Reynolds et al.
2003; Farrus et al. 2006b].

4. ROBUSTNESS OF AUTOMATIC SPEAKER RECOGNITION SYSTEMS TO VOICE DISGUISE

In the previous sections, the main characteristics of several types of disguise, together
with a brief mention of the filter and source parameters encountered in the speech,
have been described. The current section goes further this description and tries to
analyse how speaker recognition systems react in front of the above-mentioned dis-
guises. To this end, the most relevant and recent works on the vulnerability of the
state-of-the-art systems are reviewed, by classifying them into four different sources
of disguise: (i) natural disguise, (ii) channel degradation, (iii) voice imitation, and (iv)
voice conversion, and further analysing the robustness of the systems against these
disguises. A summary of the related literature is shown in both Table IV and Table V.
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4.1. Natural Disguise

In what follows, we analyse the robustness of state-of-the-art speaker recognition sys-
tems tested with different types of non-deliberated and non-electronic voice disguise
—i.e. natural disguise—. When identified, robustness to source and filter parameters
is also shown.

4.1.1. Pathological Voices. Most of the works dealing with naturally disguised voices
and using automatic speaker recognition techniques have been devoted to detect voice
disorders and not specifically to analyse the robustness of those systems against voice
disguise. However, their findings can also help to understand how these systems are
affected by such disguises. Some examples can be found, for example, in [Tull and
Rutledge 1996; Fredouille et al. 2005] and [Fezari et al. 2014].

[Tull and Rutledge 1996] was one of the first works in this respect, which aimed at
understanding the voice characteristics of people having a cold, in order to provide to
the automatic speaker recognition systems the capability of recognising individuals
in both healthy and sick conditions. In other words, the aim was to provide enough
information to the recognition systems so that they could be robust to voices having a
cold.

In [Fredouille et al. 2005], a GMM-based automatic speaker recognition approach is
adapted to dysphonic voices by computing 16 MFCC plus delta. The classification ex-
periment was performed over a dysphonic corpus consisting of 80 female voices —from
17 to 50 years old—, from which 20 were normal voices, and the other 60 were equally
balanced between dysphonic voices of grade 1, 2 and 3, respectively. Normal and dys-
phonic voices obtained a high classification rate when tested with their correspond-
ing conditions —normal and disphonic, respectively—, which suggests that systems
trained and tested with normal voices are not robust to dysphonia-related changes.

[Fezari et al. 2014] uses a German database containing healthy and pathological
voices from 95 speakers —aged from 20 to 82— including chronic laryngitis, vocal fold
nodules and dysphonia, among others [Putzer and Koreman 1997]. A GMM-based sys-
tem using 12 MFCC plus delta, acceleration and energy, together with jitter and shim-
mer measurements, was used in an SVM classification experiment. As in the work
of [Fredouille et al. 2005], normal and pathological voices obtained a high classifica-
tion rate when tested with their corresponding conditions, suggesting again that those
systems trained and tested with normal voices are not robust to pathological voices.

4.1.2. Emotions. A large amount of works can be found in literature on the effect of
emotional changes in automatic speaker recognition. In [Ghiurcau et al. 2011], for
instance, the authors explore the effect of six different emotions —happiness, fear,
anger, boredom, sadness and neutrality— recorded from ten different speakers in a
GMM-based speaker recognition system using 10-24 MFCC plus delta coefficients.
When the system was trained with a neutral state and tested with different emotional
states, the system was not able to achieve a correct performance above 60%, being
anger and happiness the emotions that most affected the system performance, and
boredom and sadness the ones that less affected the system. Instead, when training
the system in different emotional states, the performance increased up to 98%. Other
works such as [Chen and Yang 2011] go beyond the analysis of the emotion effects on
automatic speaker recognition systems and try to overcome the emotion effects. The
authors apply and compare several techniques —GMM-UBM, i-vector and Emotional
Factor Analysis (EFA), (see also section 4.2)— in order to increase the system perfor-
mance over the Mandarin Affective Speech Corpus (MASC) [Wu et al. 2006].

4.1.3. Intoxication. As stated above, and although it is usually deliberately induced,
intoxication is one of the considered natural disguises, among others. An experiment
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carried out by [Klingholz et al. 1988] over eleven male speakers in sober and alcohol
intoxication conditions was performed in order to see whether it was possible to dis-
criminate between both conditions by analysing frequency distributions of F0, signal-
to-noise ratio (SNR), ratio of first- to second-formants (¥'1/F?2), variation speed of F0,
F1 and F2, and long-term average spectrum (LTAS). Only SNR and F0 frequency
distributions —and LTAS with some reservation— were capable to discriminate both
conditions, suggesting that spectral parameters are not altered in a significant degree
in front of low and medium levels of alcohol in blood.

4.1.4. Ageing. The effects of ageing have been analysed in several works such as
[Matveev 2013] and [Kelly et al. 2014]. The former work presents a brief overview
on the degradation effects of ageing in automatic speaker recognition. In addition,
the author uses a Russian conversational microphone speech database consisting of
more than 200 speakers, and compares the different ageing ranges using pitch statis-
tics, formant frequencies, and MFCC plus delta and acceleration coefficients. Nearest
neighbour and GMM-SVM models were used for classification. In all cases, the sys-
tem performance was degraded by 20% —in terms of EER— every 1-2 years. In the
latter work, the authors show a series of experiments over the Trinity College Dublin
Speaker Ageing Database, which consists of 15 males and 11 females with an age
difference range of 28-58 years per speaker. The experiments, performed on both an
i-vector and GMM-UBM systems using 19 and 12 MFCC plus delta and acceleration
coefficients, respectively, showed that the performance of both systems drops signifi-
cantly as the age range increases.

4.2. Channel Degradation

Source parameters, specifically when analysed in terms of fundamental frequency con-
tour, have been shown to be more robust to acoustic degradations derived from channel
and noise than the short-time spectral characteristics of speech [Atal 1972; Carey et al.
1996]. In [Atal 1972] —one of the first works in this respect— temporal variations of
pitch were used to identify speakers. Over a database of 60 utterances spoken by 10
speakers, a 20-dimensional vector representing the pitch contour was computed, and
the identification was determined in terms of the Euclidean distance between both
test and reference, leading up to a 97% of correct performance. In the same way, for-
mant frequencies were found to be robust to the frequency characteristics of the trans-
mission system and the recording conditions. In the frame of the NIST 1995 Speaker
Recognition Evaluation, [Carey et al. 1996] used prosodic characteristics based on both
pitch and energy contours by using their first four statistics (mean, variance, skew and
kurtosis), showing that prosodic features —particularly those based on pitch— were
less vulnerable to handset variability than the spectral ones.

Contrarily, the performance of both automatic speech and speaker recognition sys-
tems that use MFCC is usually degraded in the presence of noise, since noise itself has
an evident effect on these features [Narayana and Kopparapu 2009a]. In order to over-
come the lack of robustness of spectral features, some recent works such as [Chougule
and Chavan 2015] define a "robust spectral feature set NDSF” —which stands for
Normalised Dynamic Spectral Features—, which is used for automatic speaker recog-
nition in mismatch conditions. When compared with traditional MFCC and LPCC, and
tested over a multi-variability speaker recognition and a multi-speaker Hindi speech
database, the experiments show that NDSF are more robust to conventional cepstral
features in both databases.

Prior to achieving results such as the ones in [Chougule and Chavan 2015], a lot
of effort has been put on overcoming the lack of robust spectral features during the
last decades. Recently, i-vector-based speaker recognition has been widely applied as
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one of the state-of-the-art techniques in this direction. The i-vectors approach aims to
model the speaker’s long term prosodic and spectral characteristics by using continu-
ous approximations of the prosodic and cepstral contours [Dehak 2009]. This approach
evolves from the Joint Factor Analysis (JFA) [Kenny et al. 2008], which compensates
for channel and session variability. Unlike JFA, i-vector-based speaker recognition does
not require a separate estimation of speaker and channel spaces [Dehak et al. 2010;
Shum et al. 2010], so that both spaces are modelled together in a low-dimensional
total-variability space [Kanagasundaram et al. 2011]. Based of the similarity between
the channel effect and the emotion effect, the i-vector approach is also used to overcome
the emotion variability problem [Chen and Yang 2011].

4.3. Voice Imitation and Modification

The existing literature on intentional voice disguise in automatic speaker recognition
is huge. The aim of the current section is to present a brief overview on voice imitation
and also other intentional disguises and modifications, including those in which the
speaker is not trying to imitate any specific person, as well as the resulting effects of
trying to imitate a foreign accent or dialect.

4.3.1. Voice Mimicking. One of the first works concerning voice mimicry in automatic
speaker recognition can be found in [Lummis and Rosenberg 1972], in which the au-
thors tested a verification system that used F1, F2 and F3, as well as pitch and inten-
sity level, against four well-trained impostors trying to imitate eight speakers, result-
ing in an acceptance rate of 27% —in comparison with a 1.2% rate for non-mimicking
impostors.

Some decades later, complementary studies performed by [Farrus et al. 2008a] and
[Farrus et al. 2008b] explored the ability of two male professional impersonators to
approximate the prosody and source parameters of five well-known politicians. The
recordings were taken from public radio interviews. An identification based on 12
source and prosody-related features was used to: (1) identify the target and natural
voices for each of the following prosodic parameters: length of voiced and unvoiced
segments, frames per word, F'0 means, extrema and ranges; and jitter and shimmer
features, and (2) distinguish between target and modified voices from the same speak-
ers set. The results showed an increase of the identification error rate in all features
when using the modified system instead of the baseline except for the F'0 range.

More recent works such as [Gonzalez-Hautamaki et al. 2013] have used both GMM-
UBM and i-vector-based systems to analyse the effect of a professional Finnish imitator
impersonating five well-known Finnish public figures, in which the results suggest
that, although and increase in the false acceptance rate was observed in the i-vector-
based system, the mimicry effects were less significant than those produced by voice
conversion techniques. In a similar way, [Uzan and Wolf 2015] make use of both an
i-vector-based system and Convolutional Neural Networks (CNN) to study the voice
variability of professional actors when imitating specific characters, showing that CNN
clearly outperform i-vector-based systems.

4.3.2. Intentional Voice Modification. One of the works that have been able to find highly
robust features in deliberately disguised voices can be found in [Taseer 2005]. The au-
thor states that the glottal plosive ”is one of the consonants that exist phonemically
in all languages”, and it is part of a natural phenomenon highly difficult to be con-
trolled, so that the utterance of a glottal stop can be used as a unique quality of the
pronunciation of the speakers. Based on these characteristics, [Taseer 2005] recorded a
number of male and female speakers aged between 25 and 33 and analysed responses
of both energy and frequency of the glottal plosives under a disguised condition result-
ing from stressing the vocal cords in Urdu. The results showed that the glottal pulse
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information can be used to identify the speaker under both normal and disguised voice
conditions.

Going beyond the work of [Kunzel 2000], the same author analyses the effects of
natural voice disguise on the accuracy of a UBM-MAP adapted GMM forensic auto-
matic speaker recognition system over 100 German speakers in order to evaluate the
system performance degradation caused by increased voice pitch, lowered voice pitch
and noise pinching [Kunzel et al. 2004]. A significant degradation was shown only
when the reference population was assembled with normal speech, and highly miti-
gated when testing over reference populations containing the same type of disguise,
which suggests a lack of robustness of this spectral-based system when dealing with
such voice disguises. In the same line, [Kajarekar et al. 2006] analysed the effect of
intentional voice modifications regarding speaking style —which turned out to be re-
flected by means of modifying pitch, duration or mimicking an accent by most of the
speakers— against a GMM-based speaker recognition system using 13 MFCC on the
FISHER database, as a part of the NIST 2003 Extended Speaker Recognition Eval-
uation (SRE!). The results showed an increase of the EER from 0.05% —tested with
normal voices— to 7.46% —tested with disguised voices—, representing a 39% of false
rejection of subjects disguising their voices.

Other similar works such as [Zhang and Tan 2008] and [Tan 2010] studied the effect
of 10 kinds of voice disguise in a developed system called FASRS (Forensic Automatic
Speaker Recognition System), together with normal voices recorded by 20 male stu-
dents. The analysis showed that the performance of speaker recognition was highly
degraded due to voice disguise, differing in several disguising types, except for the
foreign accent, to which it was highly resistant —since FASRS was developed as a
language and dialect independent system—, being whisper and masking on mouth the
ones which had the greatest effect on the system. More recently, [Gonzalez-Hautaméki
et al. 2017] reported an increase of EER in an automatic speaker verification system
due to significant differences in FO and at least one of the formants in around 70% of
utterances.

4.3.3. Accent and dialect imitation. In line to the findings of [Zhang and Tan 2008] and
[Tan 2010], in which foreign accent was shown to be robust to the FASRS system,
some other studies have investigated the vulnerability of speaker recognition systems
to dialect and accent disguise. A GMM-based recognition system using 20 MFCC and
including delta and acceleration coefficients was used in [Farrus et al. 2006a] over a
database consisting of several movies excerpts spoken by two different American ac-
tors, one of them using British, Irish and Scottish English, apart from his own dialect.
The experiments revealed that the recognition of the same dialect outscored recog-
nition of the same speaker. So, it appeared that “accent-specific features dominate
speaker-specific features, and that dialect imitation can confuse both the human and
speaker recognition systems, yet in different ways”.

Lhttps://catalog.ldc.upenn.eduw/LDC2010S03
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4.4. Voice Conversion

Several studies have been performed in order to analyse the speaker recognition sys-
tems vulnerability to voice disguise using synthetic voices. An early experiment re-
ported in [Lindberg and Blomberg 1999] tried to spoof a verification system by means
of diverse artificial voices created from client speech. The system, GMM-based and
with LPCC parameterised speech, was tested over three types of synthesised voice:
word concatenation, resynthesis and diphone synthesis from two clients: one male and
one female, both Swedish from the same age range. The results showed word concate-
nation being an effective impostor technique, while resynthesis and diphone synthesis
provided significant differences over the client voice, being not suitable as impostor
voices.

Other works related to the robustness of these systems to synthetic speech can be
found in [Masuko et al. 2000] and [Matrouf et al. 2006], in which the impostor ac-
ceptance rate increases when the impostor voice is modified. Specifically, [Masuko
et al. 2000] used a HMM speaker verification system based on pitch and spectrum,
through a feature vector consisting of 20 cepstral coefficients and delta parameters,
over a database consisting of six male and four female speakers, in both human and
HMM-synthetic modes. The results showed high false acceptance rates for synthetic
speech, suggesting a lack of robustness in front of synthetic voices. [Matrouf et al.
2006] achieve high increase of the impostor acceptance rate of a GMM-UBM ASR sys-
tem by modifying the impostor voice —-using a simple transformation method in a
frame basis— in order to target the GMM of a specific speaker. The experiments are
tested over the Eva05 corpus of the NIST SRE evaluation campaign.

The work of [Farrus et al. 2010] aims at quantifying how good automatic converted
voices can approximate other’s voices by using a GMM-UBM speaker recognition sys-
tem based of 12 MFCC features plus delta and acceleration. The system is used to test
the quality of the converted voices, showing that the identification error rate increases
over converted voices, especially in cross-gender conversions. Prosodic features were
not modified between source and target voices, so they could not be used to test the
speaker’s identity. Another work worth mentioning in the scope of converted voices is
the one by [Wu and Li 2013], which consists of an overview of spoofing attack and re-
lated techniques by focusing on voice conversion scenarios, as well as the one in [Kaur
and Singh 2017], in which a MFCC-based SVM classifier is used to identify electroni-
cally disguised voices.

5. ISSUES FOR FUTURE RESEARCH

Voice disguise has been shown to be a significant threat for speaker recognition. How-
ever, there are still some open issues that would definitively help to improve the find-
ings of the existing literature and overcome the lack of robustness that has been shown
in most of the systems. Some of these pending issues for future research are presented
next.

5.1. Automatic or Human Identification?

One of the central questions that arise when dealing with disguised voices in speaker
recognition is whether automatic speaker recognition is better than human identifica-
tion or vice versa. A series of experiments reported in [Sullivan and Pelecanos 2001]
demonstrated that an automatic speaker verification system was less vulnerable to
impersonators than those systems relying on human identification and verification. In
contrast, [Gonzalez-Hautamaki et al. 2015] showed that the human listeners widely
outperformed three automatic verification systems. However, these results should be
interpreted with caution since the listeners here were familiar to the target speak-
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ers, which was a clear advantage over the automatic systems. Moreover, the database
consisted of very short sentences, being another handicap for automatic systems. Al-
though human identification is out of the scope of this survey, more effort should be
put in this respect to better understand the idiosyncrasy and characteristics of auto-
matic speaker recognition systems and to clearly analyse the differences between both
types of recognition. This would help to understand why automatic speaker recognition
is sometimes outperformed by human recognition, shedding light to further improve-
ments to this respect.

Another different but related issue is the identification of text-to-speech (TTS) gen-
erated voices as a sort of disguise. As TTS improve over time, the generated voices
are closer to human voice than some decades ago. Therefore, current studies should be
performed, as the one pointed out in [Amino et al. 2018].

5.2. Source or Filter Parameters?

As stated in the Introduction section, systems using both source and filter parameters
generally outperform those systems relying only on source or filter parameters. In [Lau
et al. 2004], impersonators found it easier to approximate the source parameters than
the filter ones. Contrarily, [Zetterholm 2006] showed that a professional impersonator
was clearly able to target the filter parameters from a well-known target speaker.

Knowing which features are the most likely to be imitated is not an easy task. [Eriks-
son and Wretling 1997], for example, found that overall speech rate and mean F0 were
easy to imitate, whereas segmental timing and formants were rather difficult. [Zetter-
holm et al. 2004] also found F0 easy to imitate and segmental durations more difficult.
[Kitamura 2008], instead, showed in some experiments that spectrum and F'1, F'3, and
F4 were successfully imitated, while F'2 and F0 imitation was not that successful. In
some other other experiments carried out by [Farrus et al. 2008a], it transpired that
most prosodic parameters were affected, being F'0 range an exception, since the imita-
tors did not get to modify it.

Overall, it seems that prosodic features are quite easy to imitate, whereas the results
on the imitation potentiality of spectral features are not very consistent. Nevertheless,
most of the automatic speaker recognition systems rely on spectral characteristics,
and since the success of a speaker recognition system depends on the features used
to characterise speaker information [Espy-Wilson et al. 2006], this makes spectrum-
based systems not robust to the prosodic information of the speaker. Moreover, im-
itation tends to exaggerate prosodic, idiosyncratic and lexical behaviour. Therefore,
automatic speaker verification systems are usually not suitable to provide robustness
to mimicry [Gonzalez-Hautamaki et al. 2013]. In order to overcome this lack of ro-
bustness, source parameters should be clearly added as essential features when using
automatic speaker recognition systems. As it has been seen in the reviewed works over
this survey, robust features are usually those features that have been used as system
characteristics.

5.3. Other Issues

The analysis automatic speaker recognition against voice disguise can lead to a sort
of knowledge that can be applied to other fields. For example, [Sigmund 2008] pro-
poses an interesting application to detect intoxication through the speech signal, in
which the previously programmed ignition switch —controlled by a speaker recogni-
tion system— does not work under drug or alcohol intoxication of the driver. More
insight into this kind of applied technology would be beneficial for any speech technol-
ogy field.

Moreover, imitations can be highly related to those voices that are anatomically sim-
ilar, such as those from twins or related persons. [Scheffer et al. 2001] reports that an
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automatic speaker identification system was able to recognise a twin with a 85% of cor-
rect identification successfully performed in verification mode. However, there is not
much work textcolorreddone in this area, and it would be doubtlessly a relevant field
of study.

Many works in the literature focus on analysing which features are modified when a
sort of disguise is applied. Many others focus on the system robustness in front of sev-
eral disguises, without taking into account which human voice features were modified
during the disguise. A more strong connection between both types of studies should be
carried out in the future, so that a more understanding of the modified features could
be applied in the designing of automatic speaker recognition systems dealing with
voice disguises, especially the non-electronic ones, in which the affected characteristics
tend to be unclear. Moreover, a greater deal of effort should be put on multi-disguise
analysis; i.e., the understanding of how voice features are affected by several disguises
at the same time, and how automatic recognition systems react to this effect.

6. CONCLUSIONS

This survey reviews some of the existing literature on automatic speaker recog-
nition systems against voice disguise, based on the electronic/non-electronic and
deliberate/non-deliberate dimensions, together with a previous review on several types
of disguise and how voice features are modified.

The survey also addresses some future issues that are strongly linked to the con-
tent of the article. One of the main issues addressed is the poor connection between
the features modified during a disguise and the features used in automatic speaker
recognition systems, which affects the system robustness. A significant example is the
one of voice conversions. As far as it is known —as most of the automatic speaker
recognition systems do— voice conversion systems rely only the spectrum of the voice,
without taking into account prosody and other linguistic dimensions [Duxans 2006],
while voice mimicry makes a significant use of prosody alteration.

Dialectal changes and other disguises are based mainly on phonetic, prosodic and
lexical alterations. Therefore, it would not be expected to find a priori a spectral au-
tomatic system capable of recognising one speaker’s voice according to the spoken ac-
cent spoken or dialect —unless accent and dialectal characteristics are reflected in the
spectrum of the voice, which is not usual—. Therefore, a wider understanding of which
features are altered in mimicry —and in voice disguise in general— will certainly help
to improve the design of the automatic speaker recognition system, and the addition of
the disguise-based altered features into these systems will increase their performance,
both in terms of accuracy and robustness.
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