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ABSTRACT
Software is highly contextual. While there are cross-cutting ‘global’
lessons, individual software projects exhibit many ‘local’ proper-
ties. This data heterogeneity makes drawing local conclusions from
global data dangerous. A key research challenge is to construct
locally accurate prediction models that are informed by global
characteristics and data volumes. Previous work has tackled this
problem using clustering and transfer learning approaches, which
identify locally similar characteristics. This paper applies a simpler
approach known as Bayesian hierarchical modeling. We show that
hierarchical modeling supports cross-project comparisons, while
preserving local context. To demonstrate the approach, we conduct
a conceptual replication of an existing study on setting software
metrics thresholds. Our emerging results show our hierarchical
model reduces model prediction error compared to a global ap-
proach by up to 50%.
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1 INTRODUCTION
There are two problems with doing statistical inference on soft-
ware projects. The first is that finding small true effects is often
only possible with large datasets, yet many software projects are
comparatively small. The second problem is that software charac-
teristics (such as object oriented metrics) differ from one project
to the next [1]. Posnett [2] terms this the ecological inference prob-
lem. As a result, many software researchers, particularly in the
defect prediction and effort estimation communities, have moved
to cross-project approaches, including clustering (identifying all
projects with similar characteristics) and transfer learning (finding
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a function that maps a classifier from one project onto the char-
acteristics of another project). Both have underlying models that
are hard to interpret, and ignore domain-specific knowledge about
how software is constructed.

This paper’s new idea is to use a simpler and more understand-
able model for learning from software data, Bayesian hierarchical
models (also known as multi-level models or random effects mod-
els [3])1. A hierarchical model is one where the model parameters
themselves have parameters drawn from a probability distribu-
tion. Parameters are things like mean and variance in a Normal
distribution. Hierarchical models calculate project-specific metrics,
while still taking into account the global ecological commonalities.
Among other benefits, this means that inference on projects with
small datasets (level 1) can be improved by our knowledge of the
global set of data (level 2).

Our prediction task is to find the mean Coupling Between Ob-
jects metric for an individual project. To solve this prediction task,
we compare hierarchical modeling to two other linear regression ap-
proaches. A global model (approach 1) pools all file information into
a single level. Any interesting project-level variance is lost. A local
or unpooled model (approach 2) calculates local-only regression
coefficients. No global-level data is used, so it exhibits ‘anterograde
amnesia’—any lessons from analyzing previous projects are for-
gotten. Projects with few data points will be untrustworthy (high
standard errors). Finally, a hierarchical, or partial pooling model
(approach 3) fits a linear model per project, but regularizing the
prediction using the global data.

We find that partial pooling is much better than the other two
approaches, using root mean squared error (RMSE). The advantage
of the partial pooling approach:

(1) We have an explicit prior, so it is easy to understand what is
in the model and how the model is created.

(2) Sophisticated tooling supports hierarchical models (e.g., Stan
[4]), so off the shelf solutions are available.

(3) Partial pooling accommodates our intuitive understanding
of software development analysis, that balances the local
and global data available.

While popular in social sciences (one author has said “multi-
level modeling deserves to be the default form of regression [5,
p.14]”, this form of modeling is underused in the software engineer-
ing literature. In 1998 Pickard, Kitchenham and Jones [6] pointed
out that combining results in software engineering could leverage
new advances in Bayesian hierarchical models. It does not seem
as though there has been much take up of this call; in §5 we high-
light the one or two studies that have. The main issue has been the
computational power required for producing the posterior proba-
bility distributions. As we show, this is now resolved with modern
inference engines and processor power.

1‘modeling’ is used here in the statistical sense, not the software abstraction sense
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We investigate hierarchical models with a conceptual replication
of the study of Aniche et al. [7] (henceforth SATT). The SATT study
postulated that the architectural role a class plays (in particular,
Spring framework Controllers, Views, Repositories) influences the
expected value of certain software metrics. They assign a different
threshold for various Chidamerer and Kemerer (CK) metric values
[8] based on the role a file plays. We show how thresholds can be
set more accurately using hierarchical models.

We begin by introducing some statistical background. We apply
a hierarchical model to the SATT dataset [7]. We show how our
model is constructed, validate it with RMSE, and discuss how such
approaches might be applied in the future. An available Jupyter
notebook demonstrates how this works in practice2. Our emerging
results show:

(1) Hierarchical models are easy to explain and set up;
(2) An example of using a probabilistic programming language

for Bayesian data analysis;
(3) Hierarchical models support analysis that takes into account

the rich diversity of empirical data in software engineering;
(4) Hierarchical models outperform purely local or purely global

approaches.

2 BACKGROUND
For a general introduction to a Bayesian approach to statistics, peo-
ple can refer to [9] and [5]. Bayesian inference is built on Bayes’s
theorem, P(H |D) = P (D |H )∗P (H )

P (D) , where H is our hypothesis (i.e.,
architectural role influences software metrics), and D is the data we
gather. Bayesian inference calculates a posterior probability distribu-
tion P(H |D). It does so as a consequence of the assumptions: P(D |H ),
the likelihood; the parameters we wish to estimate; and P(H ) our
prior probability for those parameters. We must explicitly assign
a prior probability in Bayesian statistics. Bayesian inference is a
machine that conditions on the data to generate a posterior, given
the assumptions. This machine is often hard to construct mathe-
matically, particularly in the hierarchical models we introduce in
this paper. As a result, probabilistic programming techniques are
needed to compute the posterior.

Probabilistic programming is a programming paradigm that uses
an inference engine to fit complex and multi-level models. Variables
are not deterministic but rather stochastic. Their value comes from
a probability distribution. In order to compute this probability dis-
tribution, probabilistic programming languages use Markov Chain
Monte Carlo (MCMC) sampling (specifically, Hamiltonian Monte
Carlo and the No U-Turn Sampler). A good survey of probabilistic
programming is available at [10]. One example of a probabilistic
programming language (and the one used in this paper) is Stan
[4], and its PyStan library (the PyMC3 package is another vari-
ant). The Stan probabilistic program to compute a linear regression
y ∼ N(µ,σ ) with µ, our linear model, represented by β1 + β2xi ,
looks like:
model { y ~ normal(beta[1] + beta[2] * x, sigma); }
data {

int<lower=0> N;
vector[N] x;

2https://figshare.com/s/fd34d562ce882d1ab4d2

vector[N] y; }
parameters {

vector[2] beta;
real<lower=0> sigma; }

where we provide input for the data section (e.g., our vector of
metric values), and Stan does the inference to find values for the
parameters section that maximize the posterior, conditioned on the
data.

3 METHODOLOGY
Our research question is whether a hierarchical model is more
accurate than a pooled or unpooled regression model. As a working
example, we perform a conceptual replication of the study of Aniche
et al. [7] (SATT). This study explored how metrics thresholds could
be contextualized based on architectural role. We use their data to
fit three different regression models, then validate the accuracy of
these models using RMSE. Once we have a model, we can use that
to estimate threshold values (i.e., level at which to take action on
refactoring). To identify if a file violates a threshold, one looks up
its role, and then retrieves the three thresholds and compares the
file’s metric against the thresholds.

We focus on a narrower analysis than SATT, restricting it to the
Chidamber and Kemerer (CK) metric Coupling Between Objects
(CBO) [8] and the Spring Controller role. We choose CBO since
the SATT results found it highly correlated to architectural role,
but our basic approach is easily extended. We have 120 projects
in the SATT dataset, 115 of which have Controllers, and a wide
range of values for number of files. There are 56,106 files overall.
Some projects are very tiny. The total file count of the smallest is 28,
and the number of Controller files in that project (for example) is
18 (recall that handling such small datasets is one of the strengths
of hierarchical models). We calculate the Mann-Whitney measure
and Cliff’s Delta measure for Controller metrics for all projects,
compared to all other roles (including no role), and find a large
effect (0.657), just like the original paper did.

The original study used a non-parametric test to show the effect
of architectural role, but for our purposes we will need a probability
distribution to serve as the likelihood. We choose a lognormal, as
this is empirically accurate [11], and the same as that chosen in the
SATT study [7]. We begin by taking the log of a file’s CBO score
(LCBO).

3.1 Modeling the Problem
We will use a simple linear regression model to estimate the pos-
terior distribution of (L)CBO values, and do this in three different
ways. We follow the model approach of Chris Fonnesbeck [12]. Fig.
2 on page 3 shows the overall comparison of the three models.
Global Pooling Global pooling aggregates all individual files and
fits a single linear regression model (a fixed effects model). We
predict LCBO score,y, as a function of whether the file is a controller
(0/1), x :yi = α+βxi+ϵi , with equivalent statistical model expressed
as y ∼ N(α + βx ,σ ).

What we have created is a posterior probability distribution for
the unknown parameters α , β,σ . We are not getting point estimates,
but rather distributions. To obtain the parameters and errors, we

https://figshare.com/s/fd34d562ce882d1ab4d2
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sample from the posterior distribution, i.e., find the mean and S.E.
of the samples.
Unpooled The other extreme from global pooling is to model the
data per project (N=115). Each project gets a separate regression
model, and we can compare the co-efficients for each one. The
regression model is yi = αi[j] + βxi + ϵi for projects j.

Here we are favoring individual project variance. Small samples
will greatly bias our project-level estimates. McIlreath [5] calls this
“anterograde amnesia" since our model machinery ‘forgets’ what it
learned from the previous projects.
Partial Pooling - Varying Slope and Intercept The hierarchical,
partial pooling approach adjusts the local estimate conditional on
the global estimate. The hierarchy in our hierarchical model is
files within projects. Partial pooling gives nuance we know exists
because of local effects from architectural role [7], but regularizes
that by the global parameters (another name for this is shrinkage).

The partial pooling model will allow the regression model’s slope
and intercept to vary. If our pooled regression equation predicts yi ,
an observation at point i , to be yi = α + βxi + ϵi , than the partial
pooling regression equation is yi = α j[i] + βj[i]xi + ϵi . The main
difference with unpooled models is that we assign hyperpriors to
our parameters.

The model component of the probabilistic program is
model {

mu_a ~ normal(0, 100); # hyperprior
mu_b ~ normal(0, 100); # hyperprior
a ~ normal(mu_a, sigma_a); # prior
b ~ normal(mu_b, sigma_b); # prior
# likelihood:
y ~ normal(a[project] + b[project]*x, sigma);

}

with parameters a,b, priors for y, having posteriors that are
normal, with priors for the mean distributed as another normal
model with mean 0 and sigma 100. This is an uninformative prior
(allowing for a wide range of values, and thus dominated by the
data). Choosing priors effectively is a core skill in probabilistic
programming.

4 RESULTS
An important part of Bayesian hierarchical modeling ismodel check-
ing. This involves inspection of the model inferences to ensure the
fit is reasonable. To do this we plot (Fig. 1) the posterior distribution
of our parameters and the individual samples.

The left side shows our marginal posterior—for each parameter
value on the x-axis we get a probability on the y-axis that tells
us how likely that parameter value is. The right side shows the
sampling chains. Our sampling chains for the individual parameters
(left side) seem well converged and stationary (there are no large
drifts or other odd patterns) [3].

A sample of four projects in the SATT dataset is shown in Fig. 2.
Conceptually, the regression is more accurate if the right side data
points (in blue dots) are closer to the regression line (x=1 being files
which are Controllers). The dashed black line is the partial pooling
estimate; the dashed red line is the global/pooled estimate; and the
solid blue line the unpooled estimate. The global estimate seems
way off. Depending on the number of data values, the partial and

Figure 1: Checking model convergence.

Figure 2: Comparing three models. Blue=unpooled, dotted
black=partial pool, dashed red=pooled. N indicates number
of controller files. X-axis reflects predictor of controller/not-
controller.

unpooled estimates are fairly close. The improvement in accuracy of
the partial pooling approach increases as the number of datapoints
decreases (and the unpooled model gets worse).
Validation—Wevalidate accuracy using a simple rootmean squared
error (RMSE) approach.We fit our three regression models, then
calculate the average distance from the predicted score to the ac-
tual file CBO values. We expect the partial-pooling to have a lower
RMSE value if it is more accurate than the others.

Table 1 reports the mean RMSE over all projects with Controllers
(n=115), and approximate Stan model training time with 2 chains
of 1000 iterations (model compilation (to C++ ) is a constant 30s
or so in addition). Partial pooling is nearly twice as effective as
full pooling, but takes 4 times as long (an OLS approach is nearly
instantaneous and produces the same RMSE as the full pooling
model). No pooling is nearly as effective as partial pooling (likely
because the number of files that are not controllers is fairly large).
However, error values for the unpooled approach vary; in projects
with small numbers of files, the RMSE for an unpooled approach
is much higher. This represents the benefits of shrinking towards
the global mean. For example, in the Netvogue project of Fig. 2, the
unpooled regression (blue) is quite far from the partial pooling line
(black dashed). This is a difference in RMSE of 1.23 vs. 0.91.
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Model RMSE Sampling Time

Full Pool 1.099 26.9s
Unpooled 0.630 5m11s
Partial Pool 0.523 3m18s

Table 1: RMSE for 3 Regression Approaches

Justifying Thresholds—The SATT finding [7] was that a file’s
architectural role played a significant part in its eventual CBO
numbers. They used the procedure of Alves et al. [13] to identify
thresholds. The Alves thresholds were set by ranking files (across
all projects) by lines of code (LOC), then finding the metric value
of the file closest to 70/80/90% (moderate/high/very high risk).

We use our partial pooling regression model to set thresholds at
70/80/90% of the normal distribution of log CBO. E.g., for the project
‘V2V’, the partial pooling model tells us the project’s mean LCBO
value y ∼ N(aproject + bproject ∗ x ,σ ). This normal posterior distri-
bution is used to find the point probability for our thresholds τ (i.e.
the point on the normal distribution holding τ% of the probability
mass). exp(τ ) produces CBO score. For example, the ‘V2V’ project
has expected Controller CBO thresholds of 32,49, and 88. Compare
this to another project, ‘tatami-team’, with 21,32,58, respectively.
Our thresholds vary based on the project characteristics and the
regularizing global dataset. Full results for all projects are in our
replication package (footnote p. 2).

5 DISCUSSION AND RELATEDWORK
The chief threats to validity in Bayesian hierarchical modeling come
from poor understanding of the underlying probabilistic program,
including what priors to choose. Model checking is vital to mitigate
this. There are subtleties in how the sampler works that need careful
checking, as shown by Wiecki’s blog post [14].

Other threats to validity include data analysis and implementa-
tion issues (internal validity). One threat that is mitigated by this
approach is external validity, since a hierarchical model inherently
accounts for inter-project differences. Many of the common com-
plaints about lack of generalizability (e.g., of Microsoft results to
other companies) could be avoided with a hierarchical approach.

This paper has only hinted at the uses for hierarchical mod-
eling. Other useful aspects include the ability to handle correla-
tions between local and global variables [5], innately accounting
for multiple-comparisons problems [15], and adding group-level
predictors (for example, using number of files per project). Other
aspects to explore include adding additional predictors such as
lines of code, different underlying prior distributions, and improved
analysis of model fit using Leave One Out (LOO) or Widely Applica-
ble Information Criterion (WAIC) [16]. Although consumer-ready,
Bayesian inference remains unexplored compared to the highly us-
able frequentist packages. Probabilistic programming is also an area
that merits more investigation as a form of software development
in its own right.
Related Work—There are two main categories of related work.
First, there is work that identifies the differences between per-
project and pooled predictors in analysing software metrics.
Menzies et al. [17] introduced the concept of ‘local’ (clusters of data

with similar characteristics) and ‘global’ (cross-project, pooled)
lessons in defect prediction. This idea has been followed up by
many others (e.g., [18, 19, 20]). Posnett et al. [2] conducted a study
comparing defect prediction at two levels: aggregated (package) vs.
unaggregated (file) and introduced the concept of ecological infer-
ence. The innovation in our paper is to propose a partial approach,
regularizing the local predictions with the global information. Our
paper does not, however, make any claim to improve on defect
prediction—we leave that to future work. Several papers [19, 21]
have leveraged linear (continuous response) and logistic regres-
sion (categorical response); however, these are single-level models.
Bettenburg et al. [19] blend the regression levels using a different
approach, Multivariate Adaptive Regression Splines (MARS). The
MARS approach appears to be fairly uncommon in the statistics
literature, and uses hinge functions to reduce the residual error. The
Stan models we introduce are simpler to specify, and the Bayesian
approach to conditioning on the prior data we find more intuitive.

JÃÿrgenson et al. [22] introduced a technique called ‘regression
to the mean’ (RTM). It also attempts to regularize local predictions
using global parameters. Hierarchical models are amore generalized
and robust version of this, at the expense of computation time.

There are few software engineering studies using hierarchical
models. The twowe have identified are the 2012 work of Ehrlich and
Cataldo [23], who used multi-level (hierarchical) models to assess
communication in global software development. In 2017 Hassan et
al. [24] used a multi-level model to study app store reviews. This
approach is similar to this paper but uses a frequentist, maximum
likelihood approach, i.e., not Bayesian, using the ‘lme4’ R pack-
age. We believe the Bayesian approach better accounts for prior
information that is helpful when lacking observations.

Secondly, there is work that looks atmetric thresholds. Since
metrics were proposed for software, researchers have sought to
identify what thresholds should trigger warnings. The paper we
replicate from Aniche et al. [7] has a good survey. We point out
the work of Herraiz et al. [11], Oliveira et al. [25], Foucault et al.
[26] and Alves et al. [13] as more recent examples. The metrics
industry, e.g., SIG and CAST, has also long used databases of com-
pany performance (a global pool) as benchmarks for evaluating
new clients.

6 CONCLUSION
In this paper we introduced a hierarchical approach to setting
metric thresholds. Using a partial pooling approach, we are able
to account for global context, while retaining local variance. Our
linear regression model defined a project-specific mean LCBO score,
which we used to set the benchmarks accordingly. The hierarchical
model is simple to describe, handles cross-project comparisons, and
is more accurate than a purely global or purely local approach.
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