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#### Abstract

Automatic compiler generators and semantics systems typically produce compilers which depend heavily on the mechanim of $\beta$-reduction. This is particularly true of thow syatems based on denotational samantics, aince their descriptive notations are based on the $\lambda$-calculus.

Performing $\beta$-reductions is expenaive, however, and this is a primary reason for the extreme inefficiency of antomatically-generated compilers and the code they produce. Since LISP is in many respects similar to the $\lambda$-calculus, it seems a reasonable idea to generate compilers which rely on the LISP EVAL function rather than a $\beta$-reducer. Then, the expensive simulation of $\beta$-reductions is avoided, and the efficiency of LISP is obtained. Unfortunately, moving to LISP is complicated by the fact that the generated compilers quite often depend on a $\beta$-reducer's ability to partially evaluate an expreasion - a capability lacking in LISP.

We have implemented a compiler generator called MESS which produce realistic and effcient compilers written in SCHEME. MESS processes modular denotational descriptions, and exploits this modularity in order to avoid the dependence on partial evaluation. An added benefit of our approsch is that the output of the generated compilery can be directly proceased by an automatically-generated tablo-driven code generator. This makes it possible to obtain object code which compares favorably with that produced by hand-crafted compilers.

Our results thus far are quite encouraging, as we are finding that the compilers generated by MESS are significantly more efficient and realistic than those produced by other systems.


[^0]
## Introduction

Several compiler generators and semantics systems have been developed [Mos79,Pau82, Wan84] based on the direct implementation of denotational semantics [Sto77]. The compilers generated by these syatems work in a rather strange way. Given a source program, they typically derive its $\lambda$-expression "meaning" by performing a syntaxdirected translation based on the semantic equations. This $\lambda$-expression is then usually simplified, through $\beta$-reduction, as much as possible at compile time. The resultant $\lambda$-expression is taken as the object code and can be "executed" by performing further $\beta$-reductions in the presence of an input file.

Unfortunately, these compilers are not very practical. This is due in large part to their inefficiency, which atems from the expense of performing $\beta$-reductions. Since LISP is in many respects similar to the $\lambda$-calculus (particularly lexically-scoped, full-funarg LISP dialects such as SCHEME [StS78]), it seems reasonable to allow the generated compilers to derive LISP programs instead of $\lambda$-expressions. This would allow the use of a LISP implementation's compiler or EVAL function in executing the "object" code. Then, the explicit simulation of $\beta$-reductions is avoided, and the efficiency of LISP is obtained.

The problem with this approach is that LISP programs are evaluated in one fell swoop - there is no concept of "partial" evaluation as there is when considering the $\beta$-reduction of $\lambda$-expressions. This is particularly crippling at compile time, when certain runtime entities, such as the program input file, may be "unbound." Since most LISP implementations treat the evaluation of unbound entities as fatal errors, a generated compiler based on LISP would often fail during compilation. On the other hand, a $\beta$-reduction mechanism in the same situation simply stops evaluation, and returns the partially-reduced expression as the "answer." Furthermore, this "answer" expression has the desirable property that only runtime computations are left to do - all compile time computations have at this point been reduced away.

In order for compiler generation based on denotational semantics to become feasible for realistic and useful languages, we believe the generated


This fugure ahowe the typical procees of compilation by an automatically-generated compiler. The cource program is frat tranelated to ite $\lambda$-exprocion meaning, and then $\beta$-reduced an far ae poesible. This roeulte in a roduced $\lambda$-expreaion which is taken to be the object code for the program. The program can then be run by performing further reductions in the preeence of the inpat filb.
A significant amount of time and atorage is consumed by the $\beta$-reduction procenees, $\beta$, and thus it is desirable to replace thee by a more efficient mechaniem, auch as a SCHEME evaluator.

Figure 1: Semantice-Breed Compilation

## compilers must accomplish the following:

1. Avoid explicit $\beta$-reduction while atill retaining the partial evaluation property. ${ }^{1}$
2. Avoid the introduction of unnecessary cloauree into the object code.

For languages like Paecal, clonures in the object code are always unneceasary since a simple etack discipline may be used to represent environmente. Other languages, for instance SCHEME, which have higher-order functions and continuetions as first-clacs objecte, may require closures; but in this case they should be ueed only to handie these particular language features. Unfortunately, automatically-generated compilers unally introduce many unnecemary clouree, e.g., to repreaent the program atore, into the object code.

We azy that a compiler which accomplishes the two goale listed above is realiotic. Note thet by this definition, hand-crafted compilers are realistic.

We have developod a new technique for language apecificetion baed on modular denotational deecriptions. The tochnique han been implomented in a compiler generation aystem called MESS $^{2}$ which produces realistic compilers written in SCHEME. This paper describes MESS and its use of SCHEME in generating efficient and realistic compilers.

[^1]
## Semantics-Based Compiler Generation

Figure 1 thow the compilation procese of compilere generated by "clancical" systems such as Mones' Semantice Implementation Syatem (SIS) (Mos79] and Paulmon's Semantics Processor (PSP) [Pau82]. Our extensive experience with these ryatems has already been presented elsewhere [BoB82, Ple84a], so we shall refrain from discnssing them in detail here.

Instead, we aimply point out that a significant amount of time and storage is consumed by the $\beta$ reduction processes (the boxes marked " $\beta^{\prime \prime}$ ). This is because the reductions are performed on pro gram graphe and involve a considerable amount of copying of subetructures. It is atill an open question whether this can be done efficiently. ${ }^{3}$ Indeed, one reason for SCHEME's efficiency is the fact that lambda-variables can be "compiled away" into stack offsets. A $\beta$-reducer, on the other hand, can not do this since it must allow for partial evaluation.

Thus, a more promising strategy is to derive LISP (i.e., SCHEME) expressions instead of $\lambda$ expreasions, and then use a LISP implementation for the reductions.

[^2]
## SCHEME as the Target Language

This is the method taken by Wand's Samantic Prototyping Syatem (WaSP) [Wan84]. WaSPgenerated compilars tranalate a source program into a cemantically equivalent SCHEME target program. The application of the target program to the required rantime information (auch as the input file and the initial atore) evaluates to the program's output.

However, since there is no concept of partial evaluation in SCHEME, WaSP-generated compirers do not perform any reductions at compile time. Instead, all reductions are deferred to runtime. While this approach has the advantage of being able to use the highly efficient SCHEME implementation, the generated compilers are far from realistic. Compile time computations, e.g., for static semantic checking and storage allocation, are embedded in the derived SCHEME programs, and must be performed every time the program is executed, thus negating much of the advantage of using SCHEME.

## A New Technique for Semantic Specification

In order to regain the partial evaluability property, a compiler generation syatem must be able to distinguish between those portions of the semantic apecification describing static components of the language, and thoee deacribing dynamic components. Then, runtime entities in the semantice could be "markod" no as to avoid their evaluation at compile time.

MESS is able to do this by enforcing a modslarity in the semantic specifications. In a modular semantica, the semantic equations are not written in a low-level $\lambda$-notation; rather, a higher-level notation is need which allows one to abetract away from model-dependent detaile such as storee and continuations. This concept of modularity is the same as that proposed by Mosses in his abstract semantic algebras [Mon84].

A complete description of our specification technique is given in [Lee86]. Here we give just a few brief examples to highlight the main ideas. Consider the following fragment of a semantic specification as might appear in one of the clasaical systems: ${ }^{4}$

```
C[[stati "; "atnt2]] env store -
    C [ [stat2]] ont
                (C [[stat1]] onv atore) :
    E [ [expri "+" expr2]] env store -
```
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## ( [ [ oxpri]\} env etore) * <br> (E [(0xpr2]] onv atore) :

These equations define the semantics of statement eoquencing and addition exprescions in the so-called "direct" style. The semantic variable env represents the static environment, and store represents the program store or state. These equations are non-modular because model-dependent details such as stores are intertwined with the language semantics. Thus, if a change is made to the semantic model, draatic changes muat be made to the semantic equations. For example, if the model changes so that continuations become necessary (e.g., to model eacapes from loops), then the equations must be rewritten as:

```
C [[stmti ";" etnt2]] env cont =
    c [[atati]] oav
        {C [{statz]] env cont } :
E [[expri "+" expr2]] onv kont =
    E [[expr1]] onv{ in ol.
        E [[expr2]] onv {in e2.
        kont (e1 + e2) } } ;
```

which is completely different from the previous equations. In theec equations, cont and kont represent command and expression continuations, respectively.

In MESS, the cemantics is written in a modular fashion:

```
C [[atmt1 ";* atmt2]] onv - 
    seq (C [[atat1]] onv.C [[utat2]] onv) :
E [[mpri "+" expr2]] onv -
    edd (c [[oxpri]] onv. E [{expr2]] env) :
```

where the model-dependent details have been encapsulated in the definitions of the semantic "operators" seq and add. These operators produce values in the action domains $A_{I}$ (imperative actions) and Av (valuo-producing actions), and can be defined in any number of ways without affecting these equatione. For example, a continuation-style definition can be given as follows:

```
ImpAction = COMT -> COMT ;
ValAction = KDMT >> COMT ;
eeq : ImpAction * ImpAction -> ImpAction :
eeq (c1.c2) =
    fn cont. c1 { e2 cont } :
add : ValAction * VelAction -> VelAction :
add (e1, e2) =
    In kont. el ( In ovi.
                02 (fn ev2.
                kont (ovi + ev2) } };
```

Other definitions of the operators are possible, for example a direct-style definition:

```
Impletion - ETONT }->\mathrm{ ETONS ;
ValAction = 8T0RE M EN :
seq : Inpheticu * Impletion -> Impletion :
seg (c1, e2) -
    In atcre. c2 (el store):
edd : VelAction * VelAction m ValAction :
add (e1, e2) =
    In store.
        (el store ) + (e2 store ):
```

or even a SCEEME program:
(dofine (seq c1 c2)
(bogin c1 c2))
(detine (add el e2)
( +1 -2) )

The key point is that modularity preserves the ability to choose any form of definition, or implementation, of the semantic model, whereas it is destroyed in standard denotational descriptions by the intertwining of the language semantics with the semantic model.

In addition to separating the samantics from the semantic model, we believe it is important to distinguish operators which represent dynamic language concepte from thove which represent static concepts. Ar and Av are clearly dynamic (i.e., runtime) action domaine, whereas operatore in the domain of environment-producing actions, $A_{D}$, might be atatic actions. One can regard static actions as representing compile time computations, and dynamic actions as pieces of object code. This ecparation of atatic and dynamic action domains not only increases the comprehensibility of the eemantic deecriptions, but also allows MESS to decide what operations can or should be performed at compile time.

We use the term macrosemantics, or simply semantics, to refer to a modular semantic specifcation which completely avoide explicit references to model details. The definition of the runtime operators, then, is called the microsemantics. This terminology is analogous with the terms microayntar and syntar used for describing elements of language syntax.

## MESSy Compiler Generation

The basic idea of MESS is that modularity in the semantic apecifications is enforced by the syotem. This allows MESS to decide which portions of the semantics should be evalusted at compile time, and which should be deferred to runtime.

Figure 2 shows the overall structure of MESS. MESS has been implemented on an IBM Personal Computer, with the front-end generator written entirely in Pascal, and the semantic analyser in

SCHEME. The Pascal implementation used is Turbo Pascal [Bor85], and the SCHEME implementation is TI PC SCHEME [TI85].

As an example, Appendix A gives a macrosemantic apecification (corresponding to "Ma spec." in figure 2) in MDSS format for the language KleinPL. KleinPL is an imperative language with arrays, non-recursive procedures, and the naval Pacal-like control structures.

MESS uses a semantic metalanguage similar to ML [Mi185], i.e., it is applicative and has polymorphic types. The interface declaration in the example apecification tells MDSS which file contains the apecification of the abstract syntax ("AS apec."). The abetract ayntax apecification is generated automatically by a compiler front-end genarator, and is used by MESS to ensure the concistency of the abotract syntax expressions appearing in the macroeemantic apecification with thow specified in the front-end specification ("FE apec. ${ }^{\circ}$ ).

The nicrosemantice declaration gives the name of a file containing the apecification of the microeemantics (corresponding to "Mi spec." in figure 2), i.e., the definitions of the dynamic operators and action domains. An example of a microsemantic apecification is given in Appendix B. This microsemantic specification is converted by MESS into a SCHEME program which implements the operators ("IM"). This program can then be used as an environment in which compiled KleinPL programs can be executed.

## A KleinPL Compiler

The compiler generated by MESS ("FE" and " $\mathrm{BD}^{\prime}$ in figure 2) from the KleinPL opecifications ("FE apec." and "Ma spec.") is a syntax-directed traneducer which translates KleinPL source programs into SCHEME code. The macrocemantic specification is 434 (well-commented) lines long, and required approximately 8 man-hours to write and debug. The microsemantic specification is 389 lines long, and required about 18 hours of work. In both cases, much of the time was apent fixing type errors, since the MESS type checker is not yet complete.

The generation of the front-end requires 52.47 seconds, ${ }^{8}$ and results in a 5,000 line Turbo Pascal program which performs lexical analysis and parsing of KleinPL programs. Most of the Paecal code is for automatic ayntactic error recovery. Note that the front-end generator is still under development, and we expect its ranning time to improve considerably. Semantic analysis and back-end generation requires 180.81 seconds, and results in a
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This pictorial representation of MESS shows the varions phases of compiler generation. The semanticist provides specifications for the front-end, macrosemantics, and microsemantics ( FE spec., Maspec., and Mi epec., respectively). A specification of the abstract syntax (AS spec.) may aleo be given, although the frontend generator, consiating of the Simple Lexical Analyser Generator, Parser Generator, and Treo-Builder Generator (SLAG, PaG, and TBuG) generates this automatically. The eemantics analyser (SA) analyses the semantic descriptions and produces the compiler back-end (BE) and a SCHEME implementation of the microsemantic operators (IM). The back-end transforms abatract syntax trees (generated by the front-end (FE) or manually written) into object code (OBJ). If a code generator (CG) is available, the target code can be translated to machine code. Otherwise, either an abstract machine (AM) or the implementation of the microsemantics (IM) may be used to execute the program.

Figure 2: Our big MESS.

868 line (pretty-printed) SCHEME program. Excerpts of this program are given in Appendix $\mathbf{C}$.

The translation of the KloinPL macrosemantice to the SCHPME program in Appendix $\mathbf{C}$ is relatively straightforwand. The SCHEME program translatee abatract ayntax trees into profix expressions, where the prefix operatort are taken from the microcomantics. Note that in the SCHEME equivalent of the KleinPL macroemantice the names of the microcemantic operatore are quoted - it is this quoting which prevents evaluation of these runtime operators at compile time. Since the quoting is explicit, there in no need to depend on partial evaluation. Other pieces of the code involved only with compile time compatetions are not quoted, and thue are evaluated at compile time, which is the deaired effect.

Appendix D gives a bubble-sort program written in KleinPL, and excerpta of the object code produced for it by the MDSS generated compiler.

The compilation requires 20.26 ecconde, and reeults in 308 linee of object code. The compiler apends ite time as follows:

| lexical analyois and parting | 2.41 enc. |
| :--- | :--- |
| abotrect syntax tree building | 8.62 anc. |
| tranolation to object code | 2.47 enc. |
| objoct code output | 6.76 soc. |

## Executing the Object Code

The object code is prefix-form expremeion comprised solely of applications of microwmantic operators. Thes, this expreasion can be evaluated by the SCHEME aystem in an enviromment which has been augmented by an implementation of the microcemantics. This implementation can be obtained in a number of waye.

Firat, MESS can antomatically produce, from - microcemantic apecification, a SCHEME program implementing the microeemantice ("IM" in figure 2). Appendix $\mathbf{E}$ gives fragments of the SCHEME program derived for the continuation microcemantice given in Appendix B. MDSS roquiree 154.12 seconds to senerate this program, which is 497 (pretty-printed) lines long. We have aleo written a microeemantice for these operatore in the "direct" atyle. For this specification, which is 364 linee long, MESS requires 142.20 ecconds to generate the implementation, resulting in a 476 line SCHEME program.

Alternatively, one can write an "abetract mechine" implementation of the microeemantice by hand ("AM" in figure 2). In this cace, one might take advantage of apecial knowledge about the aomantic model, for example that the store can be implemented as a large vector, in order to gain execution time efficiency. We have written an abstract machine which implemente the operators
specified in Appendix B as a 138 line SCHEME program.

Finally, since the object code is in prefix form and the operatore are suitably low-level, one can wee a table-driven, Bird-etyle code generator [Bir82] in order to generate machine code. We have written auch a code generator for the Intal 8086 machine (this is the CPU used in the IBM PC), reulting in a code generator written in PROLOG. The PROLOG implementation used is Turbo Prolog [Bor86]. For the bubble-sort program, the code generator produces 205 instructions requiring approximately 400 bytee of atorage.

The following table gives the execution times for the bubble-eort program, given a woret-case input of ten integers, in each of the microsemantic implamentations deecribed above.

| continuation-atyle | 40.69 sec. |
| :--- | :--- |
| direct-atyle | 14.94 sec. |
| abstract machine | 6.75 sec. |
| 8086 machine code | 50 sec.$$ |

## Comparison with PSP

We are currently in the procese of porting Paulson's Semantice Proccesor (PSP) [Pau82] to the IBM PC in order to provide for a direct comparicon of execution times. At the time of this writing, enough of PSP has been ported to allow us to generate a amall compiler. However, the PSP. generated compilers produce code for an SECD machine [Lan61] which we have not yet finished porting. Thus, we can compare only compiler generation times and compile times.

For our teet language we take ToyPL, which is a very amall imperative language with arraya. The time required by each aystem (discounting 1/O overhead time) to generate a ToyPL compiler is given in the following table:

| MESS | PSP |
| :---: | :---: |
| 150.78 ecc. | 28.00 eoc. |

Part of the large time difference between MESS and PSP can be attributed to the (presently) alow front-end generator in MESS. However, MDSS is aleo apending considersbly more time in eemantic analyai and back-end generation as well.

For a small ToyPL program, the running times (again discounting I/O overhead time) for these compilers are as follows:

| MESS | PSP |
| :---: | :---: |
| 4.61 sec. | 17.20 sec. |

The aignificant apeed advantage exhibited by the MESS-generated ToyPL compiler can be attributed primarily to its use of the SCHEME

EVAL function for compile time reductions. The PSP-generated compiler, on the other hand, is hampered by the alow $\beta$-reduction process.

## Making a MESS

Although MESS is now complotely operstional, some implementation work still remains. The type-checker for the semantics analyser is incomplete, and we have yet to write larger, more realistic microeemantic specifications. Our plan is to provide a microsemantics library, complete with abstract machines and code generators, which do fine operator eets rich enough to handle a Pascal semantics. We believe that this will provide the semanticist with a solid basis on which to experiment with language design and compiler generation.

## Conclusion

This paper has deacribed a compiler generator calied MESS which is able to automatically derive realistic compilers from formal semantic deecriptions. Ae an example, we showed how MESS generates a compiler for KleinPL, a language with control structurea, procedures, and arrays. The generated compiler is both efficient and realistic. We are not aware of any other system which is able to generate such compilers from formal apecification. Furthermore, we believe the engineering feasibility of our approach is amply demonstrated by the fact that MESS is operational on a desktop microcomputer.

Sethi has developed a system [Set81] which can generate a compiler which produces machine code for a language with all of the control structures in the C language. Unfortunately, the method used in his system does not work for procedures and data atructurea. Also, Appel has recently described a new compiler generator [App85]. Although the published accounts of his work are still quite preliminary, the specification technique appears to be rather ad hoc. Furthermore, the reported compile time of one VAX CPU second per line of code is, we believe, much too slow to be considered realistic.

The compilers generated by MESS are written in SCHEME, which is ueod as a highly efficient $\lambda$ calculus machine. Our experience indicates that SCHEME is a particularly good language for both compiler writing and generation. This should not be surprising, as compilers quite often deal with tree structurea which can be manipulated easily and efficiently in SCHEME. In addition, SCHEME handles higher-order functions (i.e., full funargs) and continuations as first-class objects - both feetures find good use in automatic compiler generetion. Finally, SCHEME implementations usually
come with compilore which are quite good at optimisation, and this helpe to reduce the running time of the generated compilers.
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## Appendix A: The KleinPL Macrosemantics (excerpts)

```
cmantice KloinPL;
interface vilosmpL";
aderescmentice "cont*;
ucmantic denaine
    (* ETV: Etatic envirmanats.
    * Jeol to roop treck ot the otatically-doternimel information (the MODS) for omek ilontifior.
    * Alee contalas a macru location poiater lor eterace allocation ant the cerrent block aeatiag lovel. *)
    EV = (IDEMT -> mods) + LOC (INT;
    (* IDInT: Identifiore in the atatic anvirommat.
    * These ure roprosonted as tuplos: (ast loaf givimg the de nam, ite block lovel) *)
    IDEIT = 4ST * INT;
    (* Mons: Ilontikior moles.
    * For cack of the three dometations for lleattifore, we koep treck of ite eddrene (or
```



```
    ITPI = ualea int_type | beol_type;
```



```
    (* bech_mbamit: Decleratien elmeatm.
```




```
audllary fuactione
```



```
lookng (nam0, (astoc, .. lovel)) =
        lot fut lookup1 (rame, scope) =
            cene rasec (remo, scops) of
                sose a> if scope = O then mene slee loakapi (mam, ecope - 1) I
                mode => mole
        1a
            200krel (amm, lovel)
        ond;
allocArray (aune, ub, oav, typ) -
    lot (ascoc, morloc, lovel) = ear
    and id = (name, loval) in
            case ancec it of
                mone m> ([d| m> array(movioc, eb, typ)] essec, mevioc + (ub & sise02 (typ)), lovel) |
                - 0rror eav mam "Varteblo alreedy loclaral."
    and;
allocrech (vare, onv, typ) =
    let Ina allocOme (loclElt) =
                lot (assoc, monloc, lovel) = anv ia
                    cace loclElt of
                        varDeel (aamo) cs ellocVar (nemp. oav, typ) I
                        arrayDecl (aame, bb) m ellocArray (acm, bb, oav. typ)
                and
    14
        cese vars of
            mil menv l
            varElt :: rest m allocEach (rent, allocDae (varElt), typ)
        ond:
    Ivaluc_orror id meg = orror (int_type. Loaddldr (0)) id meg;
    uxp_ortor uxp mes = orror (iat_type. londIat (0)) exp =ag:
    imp_orror v maty = error (acli) v ang;
    bad_expr exp E orror (int_type, loediat (O)) exp MNiammeched type in expreasion.":
chockiypes (typ, (t1, v1), (t2, v)) =
    if (typ = t1) andelse (typ = t2) then ( ( 1, 又 )
    elue recover (londint (0), loadInt(0)) MMienetched typos in expraesion.":
scmantic functions
    P : AST -) OUTPOTFILE; (* progralamenatice *)
```







```
scmatie cquations
(* -- Fregrane *)
```




```
        cmente (
```



```
(rapup) ) (
    en:
(* -- Declerntiene -)
D [{ Coel loele ]] erv - Iot (earn, caet1) - D [{leell] eav is
                        10t (cova, (act2) = [[fecle]] mavi in
                    (wve. lecisen (luet1. (act2))
                    mal
                ced:
D [[ ]] mev - (eav, mul1Doel):
```




```
    lot (cecee, parmloc, 10vol) - env
    ant 11-(anmes, level) is
        ease scoee 11 of
                seae as let pcocil - mikofolven mamel
                    and meotchimv = (easce, garamec, lovol + 1)
                    and precing allocVar (raven, sutecinv, int_type)
                    and (mentar, valydet) = [[bedy]] precilav
                    and (acrlceoc, movioc, -) I gevi=v
                    It
```



```
                anl
```



```
    cel:
(* -- Ifete al veriabiee 0)
V [{ varlit ." varite 1] - V [{vernit]] :: V {{varete]}:
V[[ ]] = asl:
V [{ 11 ]] - verboel {{14]}:
```



```
(* -- sluck: *)
```



```
                        (cemv, bleat (lact, ([fatmbol] acav))
                        cal;
(* -- cemmate *)
```



```
c[C 1] emv - mell:
```



```
    cal (xtype. mraleo) - E (fexge)] ear in
        If lsype = stype thea
                        eace 14ype ef
                        Iat_type o otcreIat (Ivelee, svalso) |
                        boel_bye m otercloel (Imale., Fvino)
        0lee
                                In
    enl;
```


lot (typ, velse) - [ [-xpr]] eav ia

```
        cese 5yp os
            boel_typ m ville (vilue, C [[stmte]} mv) I
```



```
    cal:
```



```
    lot (fyp, vire) = E [foxprl] eav la
        eace 4y, ol
            1nt_type a>
                (cece lockry ([{14]}, oav) of
```



```
                                    m imperror 14 mIlentifior mot leclered es a procelure.") |
```



```
    and:
(* -- &-Valuce *)
L [[ 14 ]] mav o
    case loolop ([[14]], env) of
```



```
    ver (loc, typ) m (byp, Iealladr (lee)) |
```



```
(* -- Emrenulose *)
L [[ 14 ]] mev =
    cace Ioulup (s1, env) es
```



```
    var (loe, sy) }=>\mathrm{ (cece ty ot
                        4at_byp m> (byp, tetchIm(tec)) 1
                        beol_type a> (typ, &oteneepi(lec))) I
        errey (0) ox_errer 14 muceiac ol arrey ambecrigt.";
```



```
    lot (by, velmo) - E [[0xpr]] anv it
        cace ty ex
            int,bype m (cace locmp (11, cuv) of
```




```
                    erray (loc, eb, syp) as
                    (cace typ &
                            {nt_type m (ty, contint (indecerat (lec, ehock (ob, valeo)))) I
```




```
    cal:
```



```
                    (1at_sype, all (n, 又))
                    cal;
E\{ man d] cav - (lat_type. lealIat (avo));
ent comatic:
```


## Appendix B: A Continuation-Style Microsemantics (excerpts)

```
varetematles cunt;
```

varetematles cunt;
cematic dcmacas
(0 Htece locatione aso 04mply iategure. ©)
LEC E INT:
(* Arrey eppertmende are mlee integere. -)
UPP\#\#\#UUD = IME;
(* Intogers and booloams are the only otorable and mxproseible
* velaen, and store locatione may be mamitielised. *)
8V - maion vaisit | ivalee of III | bVelee of BOOL;
EN = 8V:
MONOEY = LOC -> EV;
(* The store coneists of:
* - the mmory mappiag, iaput and ortput illes
* - the muclman sise of mmory, Ia locatione

```



```

    - pewoluse tror ectices. ©)
    DMt e ture m Facsiot:

```

```

(0 To conthumticue. )

```



actien Icmation




```

aucillary Pactime

```
(* Perforz the given erithatis eperntion.

intix eque:
delacty (op epere. 1. va) -

        lot svalet (11) - ol and svalee (12) ol It
            it (aValce (18 eqner 19))
        (n) 31 :
meatix eque:
(- Iotriove the centrate of the atore the civen iecatson.

centrate (lec, i) -



                    - \(\quad \rightarrow \nabla\)
        cal:
(* Oplate the otere Iecation with the gives veive.



    - cenputt the locative al vise, an then stere the vise.


(* Loed the contonte of the strea lecatien.
    LOC \(\rightarrow\) VACTIOM \({ }^{\text {* }}\)

(* Givm lecation-mpolzcias cetion, cumpte the location and
    - Ieet ite conteats.
    - HCIIDI \(\rightarrow\) IACIIOI *)

(* Comblat the two loclaration caviromente inte anc. ©)
cemblee (lenv1, leava) tet e ease leavi tet \(\alpha\)
                                    asprec 0 (cmen scil
                                    - \(\quad \mathrm{p}\) i

ail8tore (0):8T015;
(* She "irsolovant* atere. *)
nalCont eq e. ():Allyms:
(* The Mryelovant contiaction. *)
```

    (* Ru gratarea "emecte" faction.
    * Iccriom -) 0.fovitus 0)
    meseste (0) e a mulbenv alicont milstere;
    pperatere
(* Deode arismmotic equratere. ©)
ud : vacrion * vaction ->> vacrion se
all (v, v) = leIntOp (ep *, v, va);
(* Leat the Iateger/hoelean cenctant. *)
lealzat : Int m vacrion te
loadint (a) = fm k. \& (avalse m);
(* Lead the cestente of the iecation. *)
fotenInt : LUC }->\mathrm{ \ VICPION is
fotemImt (1oc) = {etehvel (10e);
(* Leal the locatiom (not Its contonta). *)
lomilder : Loc m mecriol io
leedulir (1ec) = 82 2. { fa m. 1 lec b;
(* Crepmte the locaklom and loed its comteats. -)
contint : Lactim -> VACtion in
contInt (1) - Imelcontente (1);
(* Compmte the lecatice mat valme, mal then otere the valuc. *)

```

```

eteralat (1, \nabla) = etereval (1, v);
(* Porform cual setive in sequcmes.*)
ceq : (INCTION INCTION) -> Laczion to
sen (al. a) a fa leav. ta c. al leav (a2 leave };
(* Loop natil the teot mepreamion ovainatee to feleo *)
yalle : (Yacrioy Incrioy) a> Incrion is
vilie (v, ) = fa leav. ta c.v fla ov.
Iot Nalme (b) - < In
If b then a Coav (wile (v, a) leav e) slec c
and >;
(* Potiozm the given Imperative action after tukimf care of the
* Cecleratiom setionc. I.0., open a mum ecopo block. *)
block : (DAGTION * IAGIION) -> IACTIOM is
block (dect, ect) = In leav. In e. dect { fm deavi, act (combine (denv, toavi)) c };
(* Call the procedure *)
cell : T0rem -> IlGrIol ic
call (ame) = fa denv. In c. ( case dear mase of
precBody (body) mb body doav c I
\# fatal ("Can't find procodera.". mam) }:
(* Duclare the proceluse *)
proc : (TOETM * IAction) -> DACTIOM de
proc (ame. body) = fa dcont. |comt ({mane m> precBody (body)] mul1Doav);
ond aderommmatics

```

\section*{Appendix C: A. KleinPL Compiler (excerpts)}
```

; Goancatod by Mres frem merosmantic opocisication file kloiapl.me
(DEFINE (IE ABT)
(LET ((MODS (CN Ast))
(ARG8 (con AST)))
(CASE mODS
(HON
(IPPLY
(LAMBDA (INTMM)
(LAMBDA (IETV)
(IUPLE ITMT_TYPE (LIEP 'ILOADIIT INOMO)))
A108))
(1ExpR1 *** Empaz|

```

\section*{caple}
(LAMDA (IITPR IETRE)
(LANDA (IENV)
 (ivi (cha b)
(IVE (CADe D))

(208)) \()\) )

\section*{(DITIMB (IC ABT)}
(LIET (CTODE (CIL AET))
(Lnes (con Mry))
(cise meos
 (APPLI
(Laved (IEXPR IETNTS)
(LAMED (IENV)
(LET: (N (CIE IRYR) ITXV)
(ITYP (cnt b)
(ivaloen (cade D))
(claven (N)


(T7P))")
Aleg))
(ILVAR -: - enpal (APPLT
(LINED (ILYAR IETR \()\)
(lumed (IEN)
(LET* (N ( (IL ILVAR) IENV))
(ILTHE (CAR D)
(IEVLLOE (CADE D)

(nattis (cil D))
(havale (capl D) )
(IF (I- ILTME intris)
(clumen (r)


1LTITE)

(1208))")

\section*{Appendix D: The Bubble-Sort Program and Object Code (excerpts)}
progrm bablictort ("otila". "akdont") is

 2at
men [20]; \{ono extay to eart it
prec ewet (amisles) is

prec outsel (1dx) is

lat tenp;
begia
8exp : © ale [stx]:
ane [1dx] : \(=\) and \(\{14 x+1\}\) :
man [tix +1 ) \(=\) teay
ond; fo eritch of
Lat lest, curreat;
begia \{* Maia body of mort *\}
lest := arrite - 1;
vh1e lest \(2=1\) do current : \(=0\); vilic earrent < lent do

1t man [cerront] < mux [earront + 1] then
cell auttch (curreat)
and 11;
```

            current := emrrant + 1
            and while:
            last := lant - 1
        oad ville
    and; {* sert 4}
    proc priatyams (also) is
    f* Derp ent the exray. 0 .. edze-1. t)
    1at 1;
    begda
        1:=0;
        vilie i< alme lo
            uxite men [1]:
            1:=1 1 1
        end ville
    ead; (* priatmen -}
    1at munked, (* The ambor of integare read in 0}
val: f* The euspont laput \&)
Bool motDome: {* Dase realdyg? *)
{* Mala program e)
bogin
mmaleal := 0;
cond val;
notDone := vel <> -909;
unile notDone to
me [an-lead] := val;
amilal :e muloed + 1;
14 mumlead - 20 then
motDeng :* Taleo
clec
zeal val;
If vel = -000 then
mokDare :w false
and it
and it
ant vhilo:
call priatNum (amRoed):
rrite -909;
call eert (aumead);
call priatlung (numload)
and
The following is the object code produced for the procedure "ewitch":
ciploc
(TuPLS
|818%的
(1810c:
(TWPL
(IDEGESA (TUPLE IMOLLDEC INOLLDECL))
(IS10. (TVLS
(IETMEIET (TUPLE (ILOADADOS 44)

```

```

                        CIENG (TNPLS
                        (I8T0ARIMI
                            cruses
    ```

```

                                    (1callifll:
                                    (1ImptyIn:
                                    (50)L
                                    O
                                    (IMECE
    ```

```

                                (18TM (TUPL悉
                                    (18501ETMI
                                    (TOPLE
                                    (IIMDEXIMT
                                    (TUPLE
                                    O
    ```

\section*{(icurex}
(TOPLE 20 (IADD (TUPLE (IFRTCIIIT 42) (ILOADIMT 1)))) ))
(1RTGEITI 46)))
Appendix E: The MESS-Generated Implementation of the Microsemantics
: Conoratol by Max from mierommantle epoelficetion filo coat.mec
(Derime IADD
(REC IADD
(LABDDA (|rT|)
(LET ((IVI (CAE |vT|))
(IV2 (CADR \(\mid\) |V|) ))
(IDOIITOP (TUPLE 1+ IVI IVZ) J) ))
(DREME 18TOREIMT
(IEC IBTORIME
(LAMDDA (|v20|)
(LIST ((1L (CAI |v201))
(iv (CADR |raol)))
(18tonevat (TOPLE if iv) ) ) ) )
(DETIE 18EO
(asc IEA (lanspl (|vad)
(LET ( (1as (can |rasi))
(1a2 (capl |vas|)))
(LAMEDA (IDETH)
(Lambda (1c)
((1a1 IDE1TV) ((1a2 IDew ) 1c))) ) ) ) )
(DIFIME IMIIE
(REC IMILE
(LMEDA (|v2e|)
(15T ((1V (chi 1 24 1\()\) )
(1a (capa |ra4i)))
(LANDD (IDETN)
(LaMadA (IC)
(IV (LAMADA (IEV)
(LIT: (CV Itv)
(18 (con v))
(IF is

( \((1)\) )) \()\) ) \()\) )
(DXIME ICAEL
(14C IGALL
(LAMDDA (ITAMC)
(Lavedi (idgiv)
(Lameda (ic)
((lased (V)
(CODD (ER? 'H11PROCEODY (CAR V))
(LET ((IDODY (CDR V)))
((IBODY IDENV) 1C)))
(ELE: (IFATAL (TUPLE "Can't fiad procedere." InAME) ) ))

CDEFIE IPROC
(1) 1 1F20c
(Lamben \{|vat|)
(LeT (C1HAN (CAR |va7|))
(180DY (CADL |V271)))
(LAMBDA (IDCOMT)
(IDCOMI
(LAMDA (V)
(IF (EQDAL? V IMAE) (IPROGBDY IBODY) (IMULLDETV V) ) ) ) ) ) ) )```


[^0]:    Permission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Association for Computing Machinery. To copy otherwise, or to republish, requires a fee and/or specfic permission.

[^1]:    ${ }^{2}$ A compiler without the partial galuaction property has no "pp." This notion of partial evaluation ahould not be confued with that in Jones' "mix" operator [Jon84].
    ${ }^{2}$ Marveloue Extenaible Samantice Syatem.

[^2]:    ${ }^{8}$ Pauieon's aystom complies the reduced $\lambda$-expresions to code for an SECD machine [Lan64] for sranter efinciency. However, the compile time reductions are atill performed by expanding and aimplifying the program graph.

[^3]:    ${ }^{4}$ In this paper, all fragments of semantic apecifications are written in the embelliahed, ML-like [Mil85] notation uned by MESS.

[^4]:    ${ }^{3}$ All timinge wore taken on an IBM PC with an "accelerated" 10MHs clock.

