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Abstract 

The automatic categorisation of web documents is be- 
coming crucial for organising the huge amount of infor- 
mation available in the Internet. We are facing a new 
challenge due to the fact that web documents have a 
rich structure and are highly heterogeneous. Two ways 
to respond to this challenge are (1) using a represen- 
tation of the content of web documents that captures 
these two characteristics and (2) using more effective 
classifiers. 

Our categorisation approach is based on a probabilistic 
description-oriented representation of web documents, 
and a probabilistic interpretation of the k-nearest neigh- 
bour classifier. With the former, we provide an en- 
hanced document representation that incorporates the 
structural and heterogeneous nature of web documents. 
With the latter, we provide a theoretical sound justifi- 
cation for the various parameters of the k-nearest neigh- 
bour classifier. 

Experimental results show that (1) using an enhanced 
representation of web documents is crucial for an effec- 
tive categorisation of web documents, and (2) a theo- 
retical interpretation of the k-nearest neighbour classi- 
fier gives us improvement over the standard k-nearest 
neighbour classifier. 
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1 Introduction 

In May 1998, the publicly accessible part of the Inter- 
net contained 320 million pages. The figure is contin- 
ually increasing. In this exploding scenario, subject- 
oriented browsing tools have become a vital method 
for accessing the huge amount of information available 
on the Internet. For example, the international Yu- 
hoo! (http : //wuu. yahoo . corn/) or the German DINO- 
Online (http : //wwu. dino-online . de/) services parti- 
tion the web information space into subject categories 
meaningful to web users. Web documents are then clas- 
sified according to this scheme. 

In most if not all subject-oriented browsing tools, the 
classification is done manually, partly by the maintain- 
ers of the services and partly by the users or information 
providers themselves. The main problems with manual 
classifications are that (1) they require a vast amount 
of intellectual work, and (2) they suffer from the fact 
that a significant part of the database content is either 
outdated or inconsistent. There is therefore the need to 
perform an automatic categorisation of web documents. 

A number of algorithms to categorise text documents 
have been developed, and experimented with (see, for 
example, [Yang 991 for a survey and evaluation of text 
categorisation approaches). In these approaches, key- 
words are extracted from text documents, and docu- 
ments are represented as vectors of weighted terms, 
where the weights are computed based on the widely 
used tf x idf indexing [Salton & Buckley 881. These 
approaches performed well when applied to texts of a 
common domain and with an homogeneous structure 
(in standard information retrieval, documents are con- 
sidered as atomic units). 

Web documents have a richer structure (e.g., they are 
composed of separate units, they are linked to other 
documents, they provide markup for headings and high- 
lighting of terms) and are highly heterogeneous (e. g., 
they contain units of varying discourses, their content 
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is not specific to a particular domain). Representing 
web documents using the standard tf x idf measure 
cannot capture this structural and heterogeneous na- 
ture. Therefore, the approaches used in information 
retrieval to categorise texts cannot be applied as they 
are to categorise web documents. 

One possible approach is to enhance the representation 
of web documents to include the structural and hetero- 
geneous nature of web documents. The enhanced rep- 
resentation would take into account features specific to 
web documents, as well as features standard to text 
documents. It can then be used as the basis for cate- 
gorising web documents. This is the approach followed 
in our work. 

We use a probabilistic regression method initially pro- 
posed in [Fuhr & Buckley 911 to obtain a representa- 
tion that reflects the nature of web documents. This 
strategy is a description-oriented indexing approach; it 
takes into account (1) features specific to web docu- 
ments (e.g., a term appears in a title, a term is high- 
lighted, a document is linked to another document), as 
well as (2) features standard to text documents (e.g., 
term frequency). This strategy is a kind of long-term 
learning process that collects feedback from available 
data (a test-bed of precategorised documents is used 
for that purpose), thus aiming at an optimal represen- 
tation of web documents for categorisation purposes. 

On the basis of this enhanced representation of web doc- 
uments, new documents can then be classified according 
to a pre-defined categorisation scheme. We propose a 
probabilistic interpretation of the k-nearest neighbour 
(kNN) classifier [Yang 941. We chose kNN because it 
was shown in [Yang 991 to be very effective for the task 
of classifying single documents. In addition, kNN and 
its variants are computationally efficient. This is im- 
portant since the web space is constantly increasing. 
With our probabilistic interpretation of kNN, we ob- 
tain a theoretical sound justification of the various kNN 
parameters. Our approach follows work of [Rijsbergen 
891 and [Wang & Yao 951 who advanced that the idea 
of relevance in information retrieval can be viewed as a 
probabilistic inference process. 

We have evaluated our approach using documents from 
a subset of the Yahoo! catalogue, namely the Comput- 
ers and Internet category. Experimental results show 
that representations that incorporate features specific 
to the web lead to more effective categorisation of web 
documents. They also show that using the probabilistic 
interpretation of the kNN classifier gives us improve- 
ment over the standard kNN. 

This paper is divided into the following sections. In 
Section 2, we describe how documents are represented 
using our probabilistic description-oriented approach. 

In Section 3, we present the classifier which is based on 
a probabilistic interpretation of kPiN. In Section 4, we 
describe our experiments, together with the evaluation 
procedure. In Section 5, we present and discuss our 
results. We also compare our results to those obtained 
in related work. Finally, in Section 6, we conclude with 
some thoughts for future work. 

2 Document representation 

To allow for an effective categorisation of web docu- 
ments, we use the description-oriented probabilistic in- 
dexing approach developed in [Fuhr & Buckley 911 but 
adapted to document categorisation. 

As in standard information retrieval indexing, we rep- 
resent documents as vectors of weighted terms. The 
difference between a standard indexing approach and 
our indexing approach is that in the former the term 
weights are computed based on the widely used tf x 
idf, whereas in the latter, they are computed based 
on the so-called relevance description ?(t, d) for term- 
document pair (t, d). S(t, d) is a vector composed of fea- 
tures ~1 (t, d), 52 (t, d), . . that are considered important 
for the task of assigning weights to terms with respect 
to web document categorisation. Examples of features 
are: xl@, d) = 1 if t is the most frequent term in d, oth- 
erwise xl(t, d) = 0; x5(&d) = 1 if the term t appears in 
the title of the document d, otherwise xg(t, d) = 0. 

With a description-oriented approach, we can derive a 
term weighting scheme specific to web documents; the 
structural and heterogeneous nature of web documents 
can be captured (e.g., text data, lists of anchors, doc- 
uments linked to other documents). Furthermore, the 
approach can be applied with little effort to web doc- 
uments written in any language. Obviously, we would 
need stemmers and stop word lists specific to other lan- 
guages, but other aspects of the indexing process are 
language-independent. 

The term weights are computed by estimating the prob- 
ability P(R15(t, d)). In [F’uhr & 3uckley 911, relevance 
data is used to estimate P(Rljc’(t, d)). For an indexing 
task, the relevance is based on query-document rela- 
tionships (which document is relevant to which query), 
whereas for a categorisation task, the relevance data is 
based on category-document relationships (which docu- 
ment belongs to which category). Therefore the original 
interpretation of P(Rl?‘(t, d)) given in [Fuhr & Buckley 
911 must be adapted to our categorisation task. For ar- 
bitrary pairs of documents d and d’, we consider the sets 
of terms that occur in both documents. P(RlZ(t, d)) 
denotes the probability that a description of term t in 
document d occurs in another document d’ belonging 
to the same category as d. 
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Following this view, we describe how the probability 
P(RlS(t, d)) is computed (for more details, see [Fuhr & 
Buckley 91)). P(R]Z(t, d)) is derived from a learning 
sample (relevance data) L C D x D x FZ where: 

l D is the set of pre-categorised documents (test- 
bed); 

l R = {R, ii) for relevant and not relevantr; 

l L = {(d, d’, r(d, d’))ld, d’ E D} such that: 

i 

R if d and d’ belong to the 
r(d,d’) = same category, 

R otherwise. 

Based on L, we form a multi-set of relevance descrip- 
tions with relevance judgements 

L” = [(i?(t, d), r(d, d’))lt E d n d’ A (d, d’, r(d, d’)) E L) 

This set with multiple occurrences of elements (bag) 
forms the basis for the estimation of P(RliZ(t, d)). 

The values P( R/S@, d)) are estimated by applying prob- 
abilistic classification procedures es developed in pat- 
tern recognition and machine learning because they use 
additional (plausible) assumptions to compute the es- 
timates. The classification procedure yielding an esti- 
mation of the probabilities P(RlZ(t, d)) is termed an 
indexing function e(3(t, d)). 

Let y(d, d’) denote a class variable representing the rel- 
evance judgement r(d, d’) for each element of L. Now 
we seek for a regression function &,t (2) which yields an 
optimal approximation of the class variable y. As op- 
timisation criterion, minimum squared errors are used 
(E denotes the expectation): 

E((y - eopt(i?))2) A min 

To derive an (optimal) indexing function from the learn- 
ing sample L” we use the least square polynomials ap- 
proach [Knorz 83) [Fuhr 891, which was shown effective 
in [Fuhr & Buckley 931. In this approach polynomi- 
als with a predefined structure are taken as function 
classes. Based on the relevance description in vector 
form Z, a polynomial structure G(Z) = (IJ~, . . . ,VL) has 
to be defined: 

Here N denotes the number of dimensions of 3’. In 
practice, mostly linear and quadratic polynomials are 
regarded. The indexing function now yields: 

e(Z) = iiT * d(Z) 

‘The method can be generalised to include a wider relevance scale. 

where a’ = (ai) for i = 1, . . , L is the coefficient vector 
to be estimated. For example, if we take the linear poly- 
nomial structure C(Z) = (1, zr, zs), then a’ = (al, ~22,~~s) 
and the indexing function is e(Z(t, d)) = al + a221 + 
a3x2. 

The coefficient vector a’ is computed by solving the fol- 
lowing linear equation system [Schiirmann 771: 

E(v’.iF).Z=E(v’.y) 

As an approximation for the expectations, the corre- 
sponding arithmetic means from the learning sample 
are taken. 

Once the parameter vector a’is derived from the training 
set, it can be used for indexing both the documents in 
the test-bed (pre-categorised documents) and those to 
be classified. 

The output of the procedure consists of a database of 
triplets (t, d, TS) of term t, document d, and weight w, 
where w = P(RliY(t, d)) is the weight of term t in the 
document. 

3 Document classifier 

Using the probabilistic description-oriented representa- 
tion of documents, new documents can be assigned cat- 
egories. This task is performed using IcNN or k-nearest 
neighbow classifier which works as follows [Yang 941. 
Given an arbitrary document, the method ranks its 
nearest neighbours among training documents (a test- 
bed of pre-categorised documents), and uses the cat- 
egories of the k top-ranked documents to predict the 
category of the new document. The similarity score of 
each (k) neighbour document is used as a weight of its 
categories, and the sum of category weights over the k 
nearest neighbours are used for category ranking. 

We use a probabilistic interpretation of kNN; we com- 
pute the probability that a document d belongs to cat- 
egory c. This probability is viewed as the probability 
that d implies c, which is estimated as follows: 

P(d -+ c) M c P(d’(NN) . P(d --+ d’) . P(d’ + c) 
d’e NN 

where NN is the set of nearest neighbour documents, 
P(d’INN) is the normalisation factor2 and P(d -+ d’) 
corresponds to the similarity between d and d’. The 
factor P(d’ --P c) reflects the categorisation information 
available for d’ (which was used to build the indexing 
function, as described in Section 2): 

P(d’ ---) c) = 
1 if d’ belongs to c, 
0 otherwise. 

‘c d,ENN P(d’INN) = I 
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Following [Wong & Yao 951 P(d --f d’) is computed as: 

P(d --t d’) = CP(d 4 t)Iqt + d’) 

= 5 P(t,d)P(d’,t) 

where P(t) reflects the probability of a term, and is ap- 
proximated by the inverse document frequency (id!) of 
the term. P(d) corresponds to a normalisation factor 
with respect to the document to be categorised (i.e., 
C, P(t]d) = 1). The probability P(d]t) (P(d’]t)) re- 
flects the indexing weights of term t in document d (d’, 
respectively). 

We can see that with our probabilistic interpretation of 
the IcNN classifier, the role of a term differs whether it 
occurs in a document of the test-bed or a document to 
be classified. In the former case, the role is expressed 
with a probability P(d t t), whereas in the latter, it 
is expressed with a probability P(t + d’). As opposed 
to this the standard kNN uses a symmetric measure 
for the degree of similarity of a document d to another 
document d’, i. e., a term in the document to be classi- 
fied is treated in the same way as in a document of the 
test-bed. 

This interpretation of IcNN can be compared to the no- 
tion of general imaging [Ftijsbergen 891. With general 
imaging, the probability that d implies c, P(d + c), is 
computed by means of the probability P(d’ + c) for 
those documents d’ that are closest (the imaging pro 
cess) to d as given by P(d ---) d’). 

4 Experiments 

The categorisation method described in this paper has 
been evaluated using the documents present under the 
Computers and Internet category of the Yahoo! cata- 
logue, and all its direct and indirect sub-categories. Our 
approach requires a test-bed of precategorised docu- 
ments (for the learning phase). The creation of the 
test-bed is described in Section 4.1. The method used 
to evaluate our approach is described in Section 4.2. 
The baseline with which we compare our approach is 
given in Section 4.3. The settings of our experiments 
are described in Section 4.4. 

4.1 Creation of the test-bed 

Documents from Yahoo!‘s Computers and Internet cat- 
alogue were used. Documents directly referenced by 

Yahoo! categories (referred to as root documents) are 
often a list of entry points to a group of documents 
with very little content3, so the documents referenced 
by the documents directly referenced by Yahoo! cate- 
gories were also used. 

Table 1 shows various statistics4 on the test-bed col- 
lection. A leaf document is a document found under a 
leaf category of Yahoo!‘s Computers and Internet cat- 
alogue, whereas an inner document is one found under 
an inner (non-leaf) category. We have a total of 2806 
categories and 18639 documents, which means that we 
have a mean of approximately 6.6 documents per cat- 
egory. This number may be changed by merging cat- 
egories together if such a number does not allow for 
effective learning of our categorisation approach. This 
is possible because of the hierarchical nature of the Ya- 
hoo! catalogue. 

Only textual data was considered for indexing purpose. 
Therefore, images, speech, Java scripts and apple@ 
forms, etc. were removed. A document directly ref- 
erenced by a Yahoo! category (root document) was 
indexed on the basis of that document and the doc- 
uments it links to. This was done to ensure high re- 
call. Finally, to ensure high precision, only referenced 
documents that are on the same web site es the doc- 
ument referred by Yahoo! categories were considered. 
We call the root document together with documents on 
the same server directly referenced by the root docu- 
ment the radius1 document. 

4.2 Evaluation method 

Evaluating our categorisation tool consists of determin- 
ing whether the appropriate categories are assigned to 
new documents. To determine this, we split the test-bed 
into a learning sample L and a test set T (the two sets 
are disjoint). The documents composing the test set are 
treated as the new documents to classify, whereas those 
composing the learning set are used for developing the 
indexing function, as described in Section 2. Since the 
documents in the test set also have categories, it can 
be verified whether the categories induced by our ap- 
proach are the same as those originally assigned to the 
documents. 

We define (~a)~~ where caij is 1 if category ci has been 
assigned to document dj (of the test-bed), and 0 other- 
wise. The aim is to determine whether kNN assigns or 
not a category c+ to a document dj of the test set, this 
assignment being denoted aij, such that aij = caij. 

3This is especially true for documents that only contain a frameset 
with pointers to documents that fill the frames. 

4 Yohoo! changes over time. Our test-bed has been frozen on June, 
1998. 
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categories documents documents/category 
level inner leaf total inner leaf total inner leaf total 

0 1 0 1 0 0 0 0.0 - 0.0 
1 22 3 25 472 20 492 21.5 6.7 19.7 
2 123 171 294 1817 964 2781 14.8 5.6 9.5 
3 196 316 512 3084 1804 4888 15.7 5.7 9.5 
4 216 529 745 2857 2660 5517 13.2 5.0 7.4 
5 157 488 645 1463 1741 3204 9.3 3.6 5.0 
6 73 330 403 213 1083 1296 2.9 3.3 3.2 
7 21 118 139 57 287 344 2.7 2.4 2.5 
8 0 42 42 0 117 117 - 2.8 2.8 

total 809 1997 2806 9963 8676 18639 12.3 4.3 6.6 

Table 1: Test-bed statistics 

The evaluation is based on the classic notions of preci- 
sion and recall but adapted to text categorisation: pre- 
cision is the probability that, if dj is categorised under 
ci (aii = l), this decision is correct (caij = 1); recaZZ is 
the probability that, if dj should be categorised under 
c+ (caij = l), this decision is taken (a~ = 1). 

We perform a micro-averaging evaluation: the effective 
ness is obtained by globally summing over all individual 
decisions. Let C be the set of all categories. The preci- 
sion and recall values are therefore given by: 

Precision = +C,dET % . caij 

To be able to consider not only the percentage of correct 
decisions, but also how categories are ranked according 
to kNN, first we merge all the ranked categories out 
of kNN of all documents (this is possible because the 
weights leading to the ranking are normalised). Then, 
we compute the precision and recall values as done in in- 
formation retrieval; here the relevance assessments cor- 
respond to the correct decisions. 

In addition, to compare our results to others, we ap- 
ply the same procedure, but we consider only the first 
ranked categories. By doing this, we reflect the decision 
as made by IcNN. 

4.3 Baseline 

We require two baselines, one with which to compare 
the effectiveness of our description-oriented document 
representation for categorisation purposes, and a sec- 
ond one with which to compare the effectiveness of our 
probabilistic interpretation of the kNN classifier. 

For the first baseline, documents are presented by vec- 
tors of weighted terms, where the weights are given by 
a standard tf x idf indexing [Salton & Buckley 881. 

For the second baseline, we use the following standard 
formulation of kNN ([yang 941). The similarity between 
a document d to be categorised and a category c is com- 
puted as 

sim’(d, c) = c sim(d, d’) . c(d’) 
d’ENN 

where NN is the set of the k documents d’ for which 
sim(d,d’) (the similarity between d and d’) is maxi- 
mum. The function c(d’) yields 1 if document d’ belongs 
to category c, and 0 otherwise. The document d is cat- 
egorised by the category c with the highest sim’(d, c) 
value. sim(d, d’), the similarity score between docu- 
ments, is the cosine function [Salton & Buckley 881. 

4.4 Settings for the experiments 

We describe the settings of our experiments. Each pa- 
rameter is given along with its domain, i.e. its set of 
possible values. 

Document ( root, radius1 }. The representation of 
a document can be based on the web page directly 
referenced by Yahoo! only (root strategy), or on 
the root document and those it links to on the 
same web site (radius1 strategy). 

Category { top, all ). The outcome of any experi- 
ments can be evaluated in several ways. The eval- 
uation can be based on perfect match (all) or 
partial match. An extreme strategy in the par- 
tial match case is to consider the top 25 categories 
only (top). In our experiments we consider the 
top 25 categories only, since the statistics showed 
that the number of documents per category in our 
test-bed is very low. 
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Relevance description vector We have defmed ten 
attributes forming the relevance description vec- 

21 (t, d) = 1 if term t is the most frequent term 
in document d; otherwise sr(t, d) = 0; 
~(t, d) is the number of terms in document 
d; 
x3 (t, d) is the number of distinct terms in doc- 
ument d; 
z4(t, d) is the frequency of term t in document 
d; 
zs(t, d) = 1 if term t appears in the title of 
document d; otherwise zs(t, d) = 0; 
ze(t, d) = 1 if term t is highlighted in doc- 
ument d (bold, emphasised, etc.); otherwise 
x&, d) = 0; 
xr(t, d) = 1 if term t appears in a heading in 
document d; otherwise z~(t, d) = 0; 
xs(t, d) = 1 if term t appears in the first para- 
graph of document d; otherwise zs(t, d) = 0; 
x9 (t, d) = 1 if t appears in the root node of 
document d; otherwise ss(t, d) = 0; 
xl&, d) is the inverse document frequency for 
term t, that is the number of documents in 
which t occurs. 

Note that some features depend on both the term 
and the document, whereas others depend only on 
the term, or on the document. Some features may 
be better than others for deriving the probabilistic 
indexing weights for web documents. We can use 
any subset of the ten features. Also, the computa- 
tion of a feature can be modified, for example to 
include normalisation and logarithm values, which 
are known to increase indexing effectiveness in in- 
formation retrieval. 

Polynomial structure { power set of set of compo- 
nents of complete quadratic polynomial }. The set 
of components of the complete quadratic polyno- 
mial depends on the dimension of the relevance 
description vector. In our experiments, we use a 
linear polynomial structure. 

Query term selection For efficiency reasons, we do 
not consider all terms in large query documents 
when categorising such documents. Therefore only 
the top 50 terms are taken (i.e. those terms with 
the highest query term weights). 

5 Results and analysis 

To obtain some initial results about the effectiveness of 
our categorisation approach, we carried out a number 

of experiments. The results are presented first. We 
analyse them in Section 5.4. 

We considered about 70 % of the test-bed as learning 
documents (used in the learning phase); the other 30 % 
of the documents were taken as test documents, i.e. as 
input to the lcNN classifier. 

We decided to set the category parameter for our pre 
liminary evaluation to top because setting them to all 
leads to very low effectiveness for both the baseline in- 
dexing and our probabilistic indexing. The average pre- 
cision for the baseline is 2.45 % and for the probabilis- 
tic description-oriented indexing 2.13 %. With such low 
results, proper comparison, and hence enhancement, is 
not possible. Only results that are either positive or 
allow us to draw some conclusions are presented and 
discussed. 

5.1 Probabilistic indexing vs. baseline indexing 

Figure 1 shows the results obtained with our descrip- 
tion-oriented indexing approach and the baseline tf x 
idf indexing. Here we considered the radius1 docu- 
ments. The average precision for the probabilistic in- 
dexing is 31.39 % and for the baseline 31.05 %. For the 
first ranked categories we obtain a precision of 36.5 % for 
the probabilistic indexing and for the baseline 33.57%. 

1 I I I I I I 1 I 1 
probabilistic indexing - 

basdine indexing ------- 

. . 

01 I I I I I I I I I 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.6 0.9 1 

Recall 

Figure 1: Probabilistic indexing vs. baseline indexing, 
radius1 

5.2 Probabilistic vs. standard kNN 

In Figure 2 we compare results obtained with our prob- 
abilistic interpretation of kNN (Section 3) to results ob- 
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1 I I I I I 

’ pro&bilistk’kNN L 
standard kNN ------- 

0.9 

tamed with the standard kNN (Section 4.3). The aver- 
age precision for our interpretation of lcNN is 26.81%, 
whereas it is 25.94 %. For the first ranked categories we 
obtain a precision of 15.45 % for the probabilistic kNN 
and 13.18 % for the standard LNN. This experiment has 
been performed considering the root document nodes 
only. 

0.7 

0.3 

0.2 

0.1 

0 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.6 0.9 1 

Recall 

Figure 2: Probabilistic vs. standard kNN, root 

5.3 radius1 vs. root documents 

In Figure 3 we compare the results obtained from us- 
ing radius1 documents to results obtained from us- 
ing root documents. For both experiments we use our 
probabilistic indexing as well as the probabilistic inter- 
pretation of kNN. For radius1 we reach an average pre- 
cision of 31.39 % (first-rank precision 36.5 %), for root 
a precision of 26.81% is achieved (first-rank precision 
15.45 %). 

5.4 Analysis an comparison to related work 

Our results are poor when compared to those obtained 
in text categorisation applied to standard information 
retrieval test collections. For example with the Reuters 
text categorisation test collection5 people achieve aver- 
age precision values between 70 and 80 % (see e. g. [Yang 
991). However recent work from [Chakrabarti et al. 981 
shows a precision of 32 % for a term-based classifier ap- 
plied to a part of the Yaltoo! catalogue. We can see that 
specific problems occur for the automatic categorisation 
of web documents: 

1 

0.9 

0.6 

0.7 

0.6 

s .- 
+ 0.5 

B 

0.4 

0.3 

0.2 

0.1 

0 
0 

I 1 I I I 1 I I I 

radius1 documents - 
root documents ------- 

\ 

\ 

-r-k?+ _.__ __ __.__ ___ 
-----.____ -----------__________ 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.6 0.9 

Recall 

1 

Figure 3: radius1 vs. root documents 

Low quality of web documents The quality of web 
documents is low compared to that of documents 
used in a controlled environment (e. g. papers in a 
proceedings). Web documents contain more typ- 
ing errors and can be written in a very sloppy style. 

Inconsistency of classification The classification of 
the documents in Yahuo! (our test-bed) is not 
done as rigorously as that in other subject-oriented 
browsing tools (e. g., news from the Reuters news 
agency). 

We can still draw some specific conclusions regarding 
our approach for automatically categorising web docu- 
ments. 

In earlier experiments (not presented here), we cate- 
gorised web documents with respect to 2806 categories. 
The results were very low (very few documents were cor- 
rectly categorised). The average precision of the base- 
line indexing and the probabilistic indexing was low; 
in addition the description-oriented approach did not 
perform significantly better than the baseline method. 
The main reason for this is that the learning sample 
is small (it consists of 11,699 documents) which means 
that the indexing function has to be developed from 
approximately 4.2 documents per category. 

This means that the learning sample (the set L) does 
not provide enough indicative relevance data to build 
the indexing function. Most pairs of documents d and 
d’ that have common terms belong to different cate- 
gories, so the values r(d, d’) are mostly set to ii. We 
have a very small number of pairs of documents d and 
d’ such that r(d, d’) = R. To allow for a better train- 
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ing phase, we need to adopt a merging strategy. We 
are currently investigating other ways to construct the 
learning sample that contains more instances of pairs of 
documents d and d’ where r(d, d’) = R. One approach 
that is currently being implemented is to set r(d, d’) to 
R if (1) d and d’ belong to the same category and (2) 
the category associated with d is a direct or indirect 
sub-category of d’ and vice-versa. 

When we evaluate our results using the top categories 
we can see that our experiments show promising re- 
sults. We can already see that using our probabilistic 
indexing as a basis to categorise web documents gives 
slightly better results than the standard tf x idf index- 
ing. Not only we have a theoretical justification for our 
probabilistic retrieval function, but also experimental 
indication that this retrieval function is effective. Fur- 
thermore, the results obtained with the radius1 and 
root node indexing show that, for categorisation pur- 
poses, a web document should be indexed by consider- 
ing its content and the content of web documents that 
are linked from it. 

6 Conclusion and future work 

In thii paper, we presented and evaluated an approach 
to automatically categorise web documents. Our ap- 
proach is based on a probabilistic description-oriented 
indexing: it takes into account features specific to web 
documents, and features standard to text documents. 
Using the probabilistic indexing, new documents are 
categorised using a probabilistic interpretation of the 
k-nearest neighbour classifier. 

Our main conclusion is that our probabilistic descrip- 
tion-oriented indexing approach promises effective re- 
sults, although further experiments are needed to refine 
our categorisation tool. Many variants of our approach 
can be experimented with. In particular, (1) choice of 
the polynomial structure, (2) selection and calculation 
of the features, and (3) deriving more indicative data for 
developing the indexing function. Note that these are 
only possible with our description-oriented approach, 
thus giving us more scope to refine our categorisation 
tool. 
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