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Evolutionary Computation for Digital Art

A n e t a N e u m a n n ,  F r a n k  N e u m a n n

T h e  U n i v e r s i t y  o f  A d e l a i d e

A u s t r a l i a

Link to the Current Version 

The current version is available at: 

https://researchers.adelaide.edu.au/profile/aneta.neumann

Introduction and Motivation

Motivation

• Evolutionary Computation (EC) techniques have been 
frequently used in the context of computational 
creativity. 

• Various techniques have been used in the context of 
music and art (see EvoMusArt conference and DETA 
track at GECCO).

https://researchers.adelaide.edu.au/profile/aneta.neumann
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Motivation

• Evolutionary algorithms have been frequently used to 
optimize complex objective functions.

• This makes them well suitable for generative art where 
fitness functions are often hard to optimize.

• Furthermore, objective functions are often subjective to 
the user.

Motivation

• In terms of novel design, evolutionary computation 
techniques can be used to explore new solutions in terms 
of different characteristics.

• Evolutionary algorithms are able to adapt to changing 
environments.

• This makes them well suited to be used in the context of 
artistic work where the desired characteristics may 
change over time.

This Tutorial

• Summary of results in the areas of

– 2d and 3D artifacts
– Animations

• Overview on our recent work to create unique generative 
art using evolutionary computation to carry out

– Image transition and animation
– Image composition
– Diversity optimization for images

Outline

• Introduction and Motivation
• Evolving 2D and 3D Artifacts
• Aesthetic Features
• Evolutionary Image Transition
• Quasi-random Image Animation
• Evolutionary Image Composition

• Evolutionary Image Diversity Optimization
• Discrepancy-Based Evolutionary Diversity Optimization

for Images
• Conclusions
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Evolving 2D and 3D Artifacts

Evolving 2D and 3D Artifacts

• Blind Watchmaker (Dawkins, 1986) evolved 2D 
biomorph graphical objects from sets of genetic 
parameters (combined with Darwinism theory).

• Latham (1985) created Black Form Synth. These are 
hand-drawn “evolutionary trees of complex forms” using 
a set of transformation rules. 

Evolving 2D and 3D Artifacts

• In 1991, Sims published his seminal SIGGRAPH paper. 

• He introduced the expression-based approach of 
evolving images.

• He created images, solid textures, and animations using 
mutations of symbolic lisp expressions.

Evolving 2D and 3D Artifacts

• The mathematical expression is represented as a tree 
graph structure and used as the genotype. 

• The tree graph consists of mathematical functions and 
operators at the nodes, and constants/variables at the 
leaves (similar to genetic programming). 

• The resulting image is the phenotype. 

• To evolve sets of images, it uses crossover and mutation. 
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Evolving 2D and 3D Artifacts (Sims, 
1997)

• In Galápagos (Sims, 1997) created an interactive 
Darwinian evolution of virtual "organisms” based on 
Darwinian theory. 

• Several computers simulate the growth and 
characteristic behaviours of a population of abstract 
organisms.

• The results are displayed on computer screens.

EC System (Sims, 1997)

• The EC system allows users to express their preferences 
by selecting their preferred display by standing on step 
sensors in front of those displays.

• The selected display is used for reproduction using 
mutation/crossover. The other solutions are removed 
when the new offspring is created.

Evolving 2D and 3D Artifacts (Latham, 
Todd, 1992)

• Latham, Todd (1992) introduced Mutator to generate art 
and evolve new biomorphic forms.

• The Mutator creates complex branching organic forms 
through the process of  “surreal” evolution. 

• At each iteration the artist selects phenotypes that are 
“breed and grow”, and the solutions co-interact.

Todd, S. J. P., and Latham, W., ̀ `Mutator, a 
Subjective Human Interface for Evolution of 
Computer Sculptures,'' IBM United Kingdom 
Scientific Centre Report 248, 1991. 

https://onlinelibrary.wiley.com/doi/abs/10.100
2/vis.4340020306

hUps://link.springer.com/chapter/10.1007/978
-1-4612-4538-4_7

Other Selected Contributions

• Unemi (1999) developed SBART. This is a design support 
tool to create 2-D images based on user selection.

• Takagi (2001) describes in the survey research on 
interactive evolutionary computation (IEC) which 
categorises different application areas.

• Machado and Cardoso (2002) introduced NEvAr. This is 
an evolutionary art tool, using genetic programming and 
automatic fitness assignment. 
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Other Selective Contributions

• Gary Greenfield (1998-2005) evolved simulated ant and 
robot parameters, and investigated image co-evolution.

• Draves (2005) introduced Electric Sheep. The system 
allows a user to approve or disapprove phenotypes.

• Hart (2009) evolved different expression-based images 
with a focus on colours and forms. 

• Kowaliw, Dorin, McCormack (2012) explore a definition 
of creative novelty for generative art. 

Image Morphing (Banzhaf, Graf 1995)

• Banzhaf and Graf (1995) used interactive evolution to 
help determine parameters for image morphing. 

• They combine IEC with the concepts of warping and 
morphing from computer graphics to evolve images.

• They used recombination of two bitmap images through 
image interpolation. 

Aesthetic Measures

Aesthetic Measures 

• Computational aesthetic is a subfield of artificial 
intelligence dealing with the computational assessment 
of aesthetic forms of visual art.

• Some general image features that have been used are:
- Hue

- Saturation 
- Symmetry 
- Smoothness
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Aesthetic Measures 

• Examples of aesthetic measurements:

- Benford’s Law  
- Global Contrast Factor
- Reflectional Symmetry

- Colorfulness

Aesthetic Measures (den Heijer, Eiben
2014)

• den Heijer and Eiben (2014) investigated aesthetic 
measures for unsupervised evolutionary art.

• The Art Habitat System uses genetic programming and 
evolutionary multi-objective optimization.

• They compared aesthetic measurements and gave 
insights into the correlation of aesthetic scores.

Evolutionary Image Transition
Neumann, Alexander, Neumann (EvoMusArt 2017)

Evolutionary Image Transition

• The main idea compromises of using well-known 
evolutionary processes and adapting these in an artistic 
way to create an innovative sequence of images (video).

• The evolutionary image transition starts from given 
image S and evolves it towards a target image T

• Our goal is to maximise the fitness function where we 
count the number of the pixels matching those of the 
target image.
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Example Images

Starting image S (Yellow-Red-Blue, 1925 by Wassily
Kandinsky) and target image T (Soft Hard, 1027 by 
Wassily Kandinsky)

Image Transition

Evolutionary Image Transition

Algorithm 1 Evolutionary algorithm for image transition
• Let S be the starting image and T be the target image.

• Set X:=S.

• Evaluate f (X ,T ).

• while (not termination condition)

– Obtain image Y from X by mutation.

– Evaluate f (Y,T )

– If f (Y,T )� f (X ,T ), set X := Y .

of the different methods presented in this paper, we consider two images of famous Kyoto Temples
(see Figure 1).

The fitness function of an evolutionary algorithm guides its search process and determines how
to move between images. Therefore, the fitness function itself has a strong influence on the artistic
behaviour of the evolutionary image transition process. An important property for evolutionary
image transition, in this work, is that images close to the target image get a higher fitness score.
We measure the fitness of an image X as the number of pixels where X and T agree. This fitness
function is isomorphic to that of the OneMax problem when interpreting the pixels of S as 0’s and
the pixels of T as 1’s. Formally, we define the fitness of X with respect to T as

f (X ,T ) = |{Xi j 2 X | Xi j = Ti j}|.

We consider simple variants of the classical (1+1) EA in the context of image transition. The
algorithm is using mutation only and accepts an offspring if it is at least as good as its parent ac-
cording to the fitness function. The approach is given in Algorithm 1. Using this algorithm has the
advantage that parents and offspring do not differ too much in terms of pixel which ensures a smooth
process for transitioning the starting image towards the target.

All experimental results in this paper are shown for the process of moving from the starting
image to the target image given in Figure 1 where the images are of size 200⇥ 200 pixels. The
algorithms have been implemented in Matlab. In order to visualize the process, we show the images
obtained when the evolutionary process reaches 12.5%, 37.5%, 62.5% and 87.5% of pixels evolved
towards the target image.

3 Asymmetric Mutation
We consider a simple evolutionary algorithm that has been well studied in the area of runtime anal-
ysis, namely variants of the classical (1+1) EA [11]. As already mentioned, our setting for the
image transition process is equivalent to the optimization process for the classical benchmark func-
tion OneMax. The standard variant of the (1+1) EA flips each pixel with probability 1/|X | where
|X | is the total number of pixels in the given image. Using this mutation operator, the algorithm
encounters the well-known coupon collector’s effect which means that the additive drift towards the
target image when having k missing target pixels is Q(k/n) [15].

In order to avoid the coupon collector’s effect but obtaining images where all pixel are treated
symmetrically, we use the asymmetric mutation operator introduced in [13]. Jansen and Sudholt [12]
have shown that the (1+1) EA using asymmetric mutation optimizes OneMax in time Q(n) which

3

Algorithm 1 Evolutionary algorithm for image transition
• Let S be the starting image and T be the target image.

• Set X:=S.

• Evaluate f (X ,T ).

• while (not termination condition)

– Obtain image Y from X by mutation.

– Evaluate f (Y,T )

– If f (Y,T )� f (X ,T ), set X := Y .

of the different methods presented in this paper, we consider two images of famous Kyoto Temples
(see Figure 1).

The fitness function of an evolutionary algorithm guides its search process and determines how
to move between images. Therefore, the fitness function itself has a strong influence on the artistic
behaviour of the evolutionary image transition process. An important property for evolutionary
image transition, in this work, is that images close to the target image get a higher fitness score.
We measure the fitness of an image X as the number of pixels where X and T agree. This fitness
function is isomorphic to that of the OneMax problem when interpreting the pixels of S as 0’s and
the pixels of T as 1’s. Formally, we define the fitness of X with respect to T as

f (X ,T ) = |{Xi j 2 X | Xi j = Ti j}|.

We consider simple variants of the classical (1+1) EA in the context of image transition. The
algorithm is using mutation only and accepts an offspring if it is at least as good as its parent ac-
cording to the fitness function. The approach is given in Algorithm 1. Using this algorithm has the
advantage that parents and offspring do not differ too much in terms of pixel which ensures a smooth
process for transitioning the starting image towards the target.

All experimental results in this paper are shown for the process of moving from the starting
image to the target image given in Figure 1 where the images are of size 200⇥ 200 pixels. The
algorithms have been implemented in Matlab. In order to visualize the process, we show the images
obtained when the evolutionary process reaches 12.5%, 37.5%, 62.5% and 87.5% of pixels evolved
towards the target image.

3 Asymmetric Mutation
We consider a simple evolutionary algorithm that has been well studied in the area of runtime anal-
ysis, namely variants of the classical (1+1) EA [11]. As already mentioned, our setting for the
image transition process is equivalent to the optimization process for the classical benchmark func-
tion OneMax. The standard variant of the (1+1) EA flips each pixel with probability 1/|X | where
|X | is the total number of pixels in the given image. Using this mutation operator, the algorithm
encounters the well-known coupon collector’s effect which means that the additive drift towards the
target image when having k missing target pixels is Q(k/n) [15].

In order to avoid the coupon collector’s effect but obtaining images where all pixel are treated
symmetrically, we use the asymmetric mutation operator introduced in [13]. Jansen and Sudholt [12]
have shown that the (1+1) EA using asymmetric mutation optimizes OneMax in time Q(n) which

3

Fitness function:

Asymmetric Mutation

• We consider a simple evolutionary algorithm that has 
been well studied in the area of runtime analysis, namely 
variants of (1+1) EA.

• We adapt an asymmetric mutation operator used in  
Neumann, Wegener (2007) and Jansen, Sudholt (2010).
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Asymmetric Mutation

• for our experiments we set cs =100 and ct=50.

Figure 1: Starting image X (Yellow-Red-Blue, 1925

by Wassily Kandinsky) and target image T (Soft

Hard, 1927 by Wassily Kandinsky)

Algorithm 1 (1+1) EA for evolutionary image transition

• Let S be the starting image and T be the target image.

• Set X:=S.

• Evaluate f(X,T ).

• while (not termination condition)

– Obtain image Y from X by mutation.

– Evaluate f(Y, T )

– If f(Y, T ) � f(X,T ), set X := Y .

pects.
Finally, we investigate how random walk algorithms can

be used to carry out painting of images. The key idea is
to use a biased random walk starting at a given pixel and
color all pixels visited by the walk with the color of the
starting pixel. We use the biased random walk mutation
approach introduced for evolutionary image transition and
combine it with the asymmetric mutation operator. Our
approach starts for each pixel to be changed by asymmetric
mutation a biased random walk. To achieved di↵erent e↵ects
of evolutionary image painting, we introduce a parameter ↵
which allows to control the bias of the random walk towards
similar pixels. Our experimental results show the e↵ect of
the setting of ↵ for images of various types.

The outline of the paper is as follows. In Section 2, we
introduce the evolutionary transition process. In Section 3,
we study how variants of random walks can be used for the
image transition process. We examine the use of random
walks as part of mutation operators and study their combi-
nations with asymmetric mutation during the evolutionary
process in Section 4. In Section 5, we analyse the di↵erent
approaches for evolutionary image transition with respect
to aesthetic features. Our evolutionary painting algorithm
using biased random walks is introduced and evaluated in
Section 6. Finally, we finish with some concluding remarks.

2. EVOLUTIONARY IMAGE TRANSI-
TION

We consider the evolutionary image transition process in-
troduced in [23]. It transforms a given image S = (Sij)

Algorithm 2 Asymmetric mutation

• Obtain Y from X by flipping each pixel Xij of X in-
dependently of the others with probability cs/(2|X|S)
if Xij = Sij , and flip Xij with probability ct/(2|X|T )
if Xij = Tij , where cs � 1 and ct � 1 are constants,
we consider m = n.

of size m ⇥ n into a given target image T = (Tij) of size
m ⇥ n. This is done by producing images X for which
Xij 2 {Sij , Tij} holds. Given a starting image S = (Sij)
a target imageT = (Tij), and a current image X = (Xij),
we say that pixel Xij is in state s if Xij = Sij , and Xij is in
state t if Xij = Tij . Our goal is to study di↵erent ways of
using random walk algorithms for evolutionary image tran-
sition.
Throughout this paper, we assume that Sij 6= Tij as pix-

els with Sij = Tij can not change values and therefore do
not have to be considered in the evolutionary process. To il-
lustrate the e↵ect of the di↵erent methods presented in this
paper, we consider the Yellow-Red-Blue, 1925 by Wassily
Kandinsky as the starting image and the T Soft Hard, 1927
by Wassily Kandinsky as the target image (see Figure 1).
In principle, this process can be carried out with any start-
ing and target image. Using artistic images for this has the
advantage that artistic properties of images are transformed
during the evolutionary image transition process. We will
later on study how the di↵erent operators used in the al-
gorithms influence artistic appearance in terms of di↵erent
artistic features.
We use the fitness function for evolutionary image transi-

tion used in [23] and measure the fitness of an image X as
the number of pixels whereX and T agree. This fitness func-
tion equivalent to the OneMax problem when interpreting
the pixels of S as 0’s and the pixels of T as 1’s. Hence, the
fitness of an image X with respect to the target image T is
given by

f(X,T ) = |{Xij 2 X | Xij = Tij}|.

We consider simple variants of the classical (1+1) EA in
the context of image transition. The algorithm is using mu-
tation only and accepts an o↵spring if it is at least as good
as its parent according to the fitness function. The approach
is given in Algorithm 1. Using this algorithm has the ad-
vantage that parents and o↵spring do not di↵er too much in
terms of pixel which ensures a smooth process for transition-
ing the starting image into the target. Furthermore, we can
interpret each step of the random walks flipping a visited
pixel to the target outlined in Section 3 as a mutation step
which according to the fitness function is always accepted.
As the baseline mutation operator we consider the asym-

metric mutation operator which has been studied in the area
of runtime analysis for special linear functions [11] as well as
the minimum spanning tree problems [24]. Using this muta-
tion operator instead of standard bit mutations for OneMax
problems has the advantage that it does not su↵er from the
coupon collectors e↵ect at the end of the transition process.
We use the generalization of this asymmetric mutation op-

erator already proposed in [23] and shown in Algorithm 2.
Let |X|T be the number of pixels where X and T agree.
Similarly, let |X|S the number of pixels where X and S

Video: Asymmetric Mutation

Video – Uniform Random Walk Uniform Random Walk 
• A Uniform Random Walk - the classical random walk 

chooses an element Xk l ∈ N (X i j) uniformly at random. 
• We define the neighbourhood N (X i j) of X i j as

Fig. 3. Image Transition for Uniform Random Walk (top) and Biased Random Walk
(bottom)

3 Random Walks for Image Transition

Our evolutionary algorithms for image transition build on random walk algo-
rithms and use them later on as part of a mutation step. We investigate the use
of random walk algorithms for image transition which move, at each step, from
a current pixel Xij to one pixel in its neighbourhood.

We define the neighbourhood N(Xij) of Xij as

N(Xij) = {X(i�1)j , X(i+1)j , Xi(j�1)Xi(j+1)}

where we work modulo the dimensions of the image in the case that the
values leave the pixel ranges, i 2 {1, . . . ,m}, j 2 {1, . . . , n}. This implies that
from a current pixel, we can move up, down, left, or right. Furthermore, we wrap
around when exceeding the boundary of the image.

The classical random walk chooses an element Xkl 2 N(Xij) uniformly at
random. We call this the uniform random walk in the following. The cover time of
the uniform random walk on a n⇥n torus is upper bounded by 4n2(log n)2/⇡ [22]
which implies that the expected number of steps of the uniform random walk
until the target image is obtained (assuming m = n) is upper bounded by
4n2(log n)2/⇡)).

We also consider a biased random walk where the probability of choosing
the element Xkl is dependent on the di↵erence in RGB-values for Tij and Tkl.
Weighted random walks have been used in a similar way in the context of image
segmentation [29]. We denote by T

r
ij , 1  r  3, the rth RGB value of Tij and

define
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Uniform Random Walk  

Algorithm 3 Uniform Random Walk

– Choose the starting pixel Xij 2 X uniformly at random.
– Set Xij := Tij .
– while (not termination condition)

• Choose Xkl 2 N(Xij) uniformly at random.
• Set i := k, j := l and Xij := Tij .

– Return X.

Algorithm 4 Biased Random Walk

– Choose the starting pixel Xij 2 X uniformly at random.
– Set Xij := Tij .
– while (not termination condition)

• Choose Xkl 2 N(Xij) according to probabilities p(Xkl,↵).
• Set i := k, j := l and Xij := Tij .

– Return X.

of random walk algorithms for image transition which move, at each step, from
a current pixel Xij to one pixel in its neighbourhood.

We define the neighbourhood N(Xij) of Xij as

N(Xij) = {X(i�1)j , X(i+1)j , Xi(j�1)Xi(j+1)}

where we work modulo the dimensions of the image in the case that the
values leave the pixel ranges, i 2 {1, . . . ,m}, j 2 {1, . . . , n}. This implies that
from a current pixel, we can move up, down, left, or right. Furthermore, we wrap
around when exceeding the boundary of the image.

The classical random walk chooses an element Xkl 2 N(Xij) uniformly at
random. We call this the uniform random walk in the following. The cover time of
the uniform random walk on a n⇥n torus is upper bounded by 4n2(log n)2/⇡ [21]
which implies that the expected number of steps of the uniform random walk
until the target image is obtained (assuming m = n) is upper bounded by
4n2(log n)2/⇡)).

We also consider a biased random walk where the probability of choosing
the element Xkl is dependent on the di↵erence in RGB-values for Tij and Tkl.
Weighted random walks have been used in a similar way in the context of image
segmentation [28]. We denote by T

r
ij , 1  r  3, the rth RGB value of Tij and

define

�(Xkl) = max

(
3X

r=1

|T r
kl � T

r
ij |, 1

)

In our random walk, we want to prefer Xkl if �(Xkl) is small compared to
the other elements in N(Xij). In order to compute the probability of moving to

Biased Random Walk 
• A Biased Random Walk - the probability of choosing the 

element Xk l is dependent on the difference in RGB-values 
for T i j and Tk l.

Video – Biased Random Walk 
Biased Random Walk

Algorithm 3 Uniform Random Walk

– Choose the starting pixel Xij 2 X uniformly at random.
– Set Xij := Tij .
– while (not termination condition)

• Choose Xkl 2 N(Xij) uniformly at random.
• Set i := k, j := l and Xij := Tij .

– Return X.

Algorithm 4 Biased Random Walk

– Choose the starting pixel Xij 2 X uniformly at random.
– Set Xij := Tij .
– while (not termination condition)

• Choose Xkl 2 N(Xij) according to probabilities p(Xkl).
• Set i := k, j := l and Xij := Tij .

– Return X.

All experimental results for evolutionary image transition in this paper are
shown for the process of moving from the starting image to the target image
given in Figure 1 where the images are of size 200⇥ 200 pixels. The algorithms
have been implemented in Matlab. In order to visualize the process, we show
the images obtained when the evolutionary process reaches 12.5%, 37.5%, 62.5%
and 87.5% pixels of target image for the first time. We should mention that
all processes except the use of the biased random walk are independent of the
starting and target image which implies that the use of other starting and target
images would show the same e↵ects in terms of the way that target pixels are
displayed during the transition process.

In Figure 2 we show the experimental results of the asymmetric mutation
approach as the baseline. On the first image from left we can see the starting
image S with lightly stippling dots in randomly chosen areas of the target im-
age T . Consequently the area of the yellow dimensional abstract face disappears
and black abstract figure appears. Meanwhile the background has adopted a dot
pattern, where a nuance of dark and light develops steadily. In the last image
we barely see the starting image S and the target image T appearing perma-
nently with the background becoming darker blue ton, whereby the stippling
e↵ect shown in the middle two frames decreases. The most valuable image in
terms of aesthetic and evolutionary creativity emerge at the picture at 62,5%
of the evolutionary processes. We can see in this third picture elements of both
images compounded with the very special e↵ect that imitate an artistic painting
technique.
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Biased Random Walk

�(Xkl) = max

(
3X

r=1

|T r
kl � T

r
ij |, 1

)

In our random walk, we want to prefer Xkl if �(Xkl) is small compared to
the other elements in N(Xij). In order to compute the probability of moving to
a new neighbour we consider (1/�(Xkl)) 2 [0, 1] and prefer elements in N(Xij)
where this value is large.

In the biased random walk, the probability of moving from Xij to an element
Xkl 2 N(Xij) is given by

p(Xkl) =
(1/�(Xkl))P

Xst2N(Xij)
(1/�(Xst))

=
�(Xkl)P

Xst2N(Xij)
�(Xst)

.

The biased random walk is dependent on the target image when carrying out
mutation or random walk steps and the importance of moving to a pixel with
similar color. Introducing the bias in terms of pixels that are similar, the bias
can take the evolutionary image transition process to take exponentially long as
the walk might encounter e↵ects similar to the gambler’s ruin process [30]. For
our combined approaches described in the next section, we use the random walks
as mutation components which ensures that the evolutionary image transition
is carried out e�ciently. We will use the biased random walk for evolutionary
image transition in Section 4.

In Figure 3 we show the experimental results of the uniform random walk
and biased random walk. At the beginning, we can observe the image with the
characteristic random walk pathway appearing as a patch in the starting image
S. Through the transition process, the clearly recognisable patches on the target
image T emerge. In the advanced stages the darker patches from the background
of the target image dominate. The e↵ect in animation is that the source image
is scratched away in a random fashion to reveal an underlying target image.

The four images of the biased random walk are clearly di↵erent to the images
of the uniform random walk. During the course of the transition, the di↵erence
becomes more prominent, especially in the background where at 87.5% pixels of
the target image there is nearly an absolute transition to the target image T . In
strong contrast, the darker abstract figure of the images stay nearly untouched,
so that we see a layer of the yellow face in starting image S in the centre of
the abstract black figure in target image T . In this image the figure itself is also
very incomplete with much of the source picture showing through. These e↵ects
arise from biased probabilities in the random walk which makes it di�cult for
the walk to penetrate areas of high contrast to the current pixel location.

We denote by       , 1 ≤ r ≤ 3, the rth RGB value of T i j and define 
�(Xkl) = max

(
3X

r=1

|T r
kl � T

r
ij |, 1

)

In our random walk, we want to prefer Xkl if �(Xkl) is small compared to
the other elements in N(Xij). In order to compute the probability of moving to
a new neighbour we consider (1/�(Xkl)) 2 [0, 1] and prefer elements in N(Xij)
where this value is large.

In the biased random walk, the probability of moving from Xij to an element
Xkl 2 N(Xij) is given by

p(Xkl) =
(1/�(Xkl))P

Xst2N(Xij)
(1/�(Xst))

.

The biased random walk is dependent on the target image when carrying out
mutation or random walk steps and the importance of moving to a pixel with
similar color. Introducing the bias in terms of pixels that are similar, the bias
can take the evolutionary image transition process to take exponentially long as
the walk might encounter e↵ects similar to the gambler’s ruin process [30]. For
our combined approaches described in the next section, we use the random walks
as mutation components which ensures that the evolutionary image transition
is carried out e�ciently. We will use the biased random walk for evolutionary
image transition in Section 4.

In Figure 3 we show the experimental results of the uniform random walk
and biased random walk. At the beginning, we can observe the image with the
characteristic random walk pathway appearing as a patch in the starting image
S. Through the transition process, the clearly recognisable patches on the target
image T emerge. In the advanced stages the darker patches from the background
of the target image dominate. The e↵ect in animation is that the source image
is scratched away in a random fashion to reveal an underlying target image.

The four images of the biased random walk are clearly di↵erent to the images
of the uniform random walk. During the course of the transition, the di↵erence
becomes more prominent, especially in the background where at 87.5% pixels of
the target image there is nearly an absolute transition to the target image T . In
strong contrast, the darker abstract figure of the images stay nearly untouched,
so that we see a layer of the yellow face in starting image S in the centre of
the abstract black figure in target image T . In this image the figure itself is also
very incomplete with much of the source picture showing through. These e↵ects
arise from biased probabilities in the random walk which makes it di�cult for
the walk to penetrate areas of high contrast to the current pixel location.

4 Combined Approaches

The asymmetric mutation operator and the random walk algorithms have quite
di↵erent behaviour when applied to image transition. We now study the e↵ect of

Fig. 3. Image Transition for Uniform Random Walk (top) and Biased Random Walk
(bottom)

3 Random Walks for Image Transition

Our evolutionary algorithms for image transition build on random walk algo-
rithms and use them later on as part of a mutation step. We investigate the use
of random walk algorithms for image transition which move, at each step, from
a current pixel Xij to one pixel in its neighbourhood.

We define the neighbourhood N(Xij) of Xij as

N(Xij) = {X(i�1)j , X(i+1)j , Xi(j�1)Xi(j+1)}

where we work modulo the dimensions of the image in the case that the
values leave the pixel ranges, i 2 {1, . . . ,m}, j 2 {1, . . . , n}. This implies that
from a current pixel, we can move up, down, left, or right. Furthermore, we wrap
around when exceeding the boundary of the image.

The classical random walk chooses an element Xkl 2 N(Xij) uniformly at
random. We call this the uniform random walk in the following. The cover time of
the uniform random walk on a n⇥n torus is upper bounded by 4n2(log n)2/⇡ [22]
which implies that the expected number of steps of the uniform random walk
until the target image is obtained (assuming m = n) is upper bounded by
4n2(log n)2/⇡)).

We also consider a biased random walk where the probability of choosing
the element Xkl is dependent on the di↵erence in RGB-values for Tij and Tkl.
Weighted random walks have been used in a similar way in the context of image
segmentation [29]. We denote by T

r
ij , 1  r  3, the rth RGB value of Tij and

define

Mutation Based on Random Walks

• We use the random walk algorithms as part of our 
mutation operators.

• Each mutation picks a random pixel and runs the 
(biased) random walk for tm a x steps.

• For our experiments we use 200x200 images and set 
tm a x=100.

Videos - Biased Random Walk 
Evolutionary Algorithm

Feature Values During Transition:

Benford’s LawBenford’s Law

Benford’s Law

Global Contrast Factor

Colorfulness

Mean Hue
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SALA 2016 – Art Exhibition

SALA 2016 – Art Exhibition, Australia
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© Aneta Neumann

SALA 2016 – Adelaide, Australia

N eu m a n n

N e u m a n n

© Aneta Neumann

Quasi-random Transition and Animation
Neumann, Neumann Friedrich (2017)
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Quasi-random Walks

• So far: Random walks as main operators for mutation 
and transition process

• Quasi-random walks give a (deterministic) alternative 
which is easy to control by a user.

Quasi-random Transition and Animation

General setting:

• There are k agents each of them painting their own 
image Ik through a quasi random walk. Quasi-random 
walk is determined by the sequence that the agent uses.

• Process starts with a common image X.
• All agents paint on this image overriding X and previous 

painting of other agents. 
• This leads to complex animation processes.
• Image transition is a special case where all agents paint 

the same image I.

Example Video: 4 Agents Symmetric 
Sequences

Agent Moves

Move of an agent: 

• Each pixel has a sequence of directions out of from
{left, right, up, down}.

• At each iteration, the agent moves from its current pixel 
p to the neighbor pixel p’ determined by the current 
position in the sequence at p.

• It paints pixel p’ with the current pixel in its sequence 
and increases the position counter at p by 1 (modulo 
sequence length).
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Algorithm

Algorithm 1 QUASI-RANDOM ANIMATION

Require: Start image Y of size m ⇥ n. For each agent k, 1  k  r, an image Ik of size m ⇥ n, sequence
Sk and position counters ck(i, j) 2 {0, . . . , |Sk|}, 1  i  m, 1  j  n.

1: X  Y
2: for each agent k, 1  k  r do

3: choose P k 2 m⇥ n and set X(P k) := Ik(P k).
4: end for

5: t 1
6: while (t  tmax) do

7: for each agent k, 1  k  r do

8: Choose P̂ k 2 N(P k) according to Sk(c(P
k)).

9: X(P̂ k) Ik(P̂ k)
10: ck(P k) (ck(P k) + 1) mod |Sk|.
11: P k  P̂ k.
12: end for

13: t t+ 1
14: end while

duce artistic ideas by agents carrying out quasi-random walks. The pseudo-code for quasi-random
animation is given in Algorithm 1.

We consider a set of r agents where each of them has the goal to paint one particular im-
age Ik. Each agent k, 1  k  r, works with a sequence Sk which consists of entries from
{right, down, left, up}. For example, we could have Sk = (right, left, down, up) as in the standard
rotor-router model, but also sequences such as Sk = (right, left, up, down, right, left) which are not
symmetric with respect to the different directions. Using such asymmetric sequences creates a bias
in the walk performed by the agent and leads to various interesting effects dependent on the choice of
Sk. At each time step each agent k moves from its current position P k to one of its pixel neighbors
P̂ k 2 N(P k) where the direction Sk(c(P k)) is determined by the current active pointer at position
P k (wrapping around at the border of the image). Afterwards the current image X gets updated by
setting the pixel value at position P̂ k to the value of image Ik at position P̂ k. The move of agent k is
completed by increasing the sequence counter ck(P k) in a modulo fashion and updating the current
position P k to P̂ k.

Quasi-random image transition is a special case of quasi-random animation where all Ik are set
to one particular target image I .

The key aspects when using this algorithm to create interesting transitions and animations is
the number of agents, the images that they are using for painting and the router sequence for each
agent. The choice of the router sequence Sk determines the random walk behavior of the agent k. A
sequence can be an arbitrary sequence of directions. We mainly study sequences that are rather short
in this paper. The reason is that this already gives a large variety of different effects. Furthermore,
short sequences are user friendly as they can be easily adapted and understood by the user. The
potential of longer sequences (partially explored in our feature-based analysis) allows to design
more fine grained animations. In addition, the approach may be extended to have for each pixel its
own sequence of directions which would allow to resemble the behavior of biased random walks
used for example in image segmentation [10].

A sequence of length 4 containing each direction exactly once such as (right, down, left, up)
corresponds to the classical roter-router model leading to a cover time that is close to the one of a
classical random walk which moves at each to a neighboring pixel selected uniformly at random.
However, the setting leads to a much smoother transition and animation being generated as it avoids

4

2 Agents  Symmetric and Asymmetric 
Sequences

Example Video: 4 Agents Asymmetric 
Sequences

Video Quasi-random Walks
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Evolutionary Image Composition
Neumann, Szpak, Chojnacki, Neumann (GECCO 2017)

Key Idea

• Create a composition of two images using a region 
covariance descriptor.

• Incorporate region covariance descriptors into fitness 
function.

• Use evolutionary algorithms to optimize the fitness such 
that a composition of the given two images based on the 
considered features is obtained.

Evolutionary Image Composition Using 
Feature Covariance Matrices 

• Evolutionary algorithms that create new images based 
on a fitness function that incorporates feature 
covariance matrices associated with different parts of 
the images.

• Population-based evolutionary algorithm with mutation 
and crossover operators based on random walks. 

University of Adelaide 85
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University of Adelaide 87

#1

covariance-based
fitness function

University of Adelaide 88

#1
pixel-based mutation

#2
self adaptive random           

walk mutation 

© Angelica Dass

[A. Neumann, B.Alexander, F. Neumann, EvoMusArt 2017]
[B. Doerr, C. Doerr, GECCO 2015]

#4
saliency mask 

#3
square region of interest 

© Angelica Dass

[Hou, Harel, Koch, IEEE 2012]

#5
set of features 
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University of Adelaide 91

Experiments  

• Investigate the impact of different region 
covariance features on the resulting images 

• Discover how different weighting schemes 
for covariance matrices influence the results

• Understand the influence that the distance 
measures have on the final results 

University of Adelaide 92

Image composition with different features. Rows 1, 2 and 3 
correspond to Feature Sets 1, 2 and 3, respectively. 

Impact of Different Features 

Impact of Different Weightings 

R o w s  1 , 2  a n d  3  c o r r e s p o n d  to            s e t  to  $ 0 .2 5 $ , $ 0 .5 $  a n d  $ 0 .7 5 $  a n d           s e t  to  $ 0 .7 5 $ , $ 0 .5 $  a n d  $ 0 .2 5 $ ,

r e s p e c t iv e ly . In  th e  la s t  r o w  th e  w e ig h ts  w e r e  s e t  u s in g  a n  im a g e  s a lie n c y  a lg o r ith m . T h e  s a lie n c y  a lg o r ith m  s tr ik e s

a  c o n s is te n t  b a la n c e  b e tw e e n  n o ta b le  r e g io n s  in  b o th  im a g e s . 

Impact of Distance Metrics 

Rows 1, 2 and 3 correspond to distance metrics distE, distA and 
distL, respectively. 
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Variants of Image Composition

I m a g e  c o m p o s i t i o n  w i t h  F e a t u r e  S e t  1 ,  s a l i e n c y - b a s e d  w e i g h t i n g  a n d
a  L o g - E u c l i d e a n  d i s t a n c e  m e a s u r e .  

SALA 2017 Art Exhibition
Adelaide, Australia

University of Adelaide 96

Evolutionary Diversity Optimisation for Images 
Alexander, Kortman, A. Neumann (GECCO 2017)

Diversity

• Majority of approaches consider diversity in the objective 
space.

• Ulrich/Thiele considered diversity in the search space 
(Tamara Ulrich’s PhD thesis).

• Diversity with respect to other properties (features) 
could be useful in various domains.

• Goal: Compute a  set of good solutions that differ in 
terms of interesting properties/features.

University of Adelaide 98
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Key Idea
• Produce diverse image sets using evolutionary   

computation methods.
• Use the (µ + λ)−EAD for evolving image instances
• Select the individuals based on their contribution to 

diversity of the image.

Evolution of Artistic Image Variants Through Feature Based Diversity Optimisation GECCO ’17, July 15-19, 2017, Berlin, Germany

(a)	

(b)	

(c)	

Figure 4: Individuals 1, 5, 10, 15, and 20 from the populations
for the Info (a), Hue (b) andGCF (c) features run against grey
images. �e RMSE10 constraint was used in all cases. �e
feature values for GCF were scaled by 1/20, 000

In all cases, when we started with a grey image, we saw relatively
limited structure in the resulting images. A similar result has been
observed in art generated from maximising neuron activations in
deep learning neural networks without the use of prior images [14].
To focus on the more interesting outcomes we limited our later,
higher-resolution, experiments to the church image from Fig 1.

4.2 Single Dimensional Feature Experiments
We ran single dimensional experiments at 150x150 resolution for
the, Hue, SDHue, Sat, GCF, Info, Smooth, and Symm features. �ese
experiments were all run with the RMSE10 constraint. �e visual
results of these experiments are shown in Fig 5 shows images
sampled from the population of these single-feature runs. �e
�rst three rows in Fig 5 correspond to colour features. Row (a) is
produced by the Hue feature. Individuals in this population will be
spread across the colour spectrum, which is red at both ends. Row
(b) is produced by the SDHue feature. Images that score low in this
feature will be monochromatic and in the middle of the spectrum.
High-scoring images will appear red because it samples from both
extremes. Row (c) is produced by the Sat feature. Images that score
low in this feature are monochromatic and individuals that score
high are nearly fully saturated. All of the colour features produce
populations of images that follow an interesting progression of
colour combinations.

�e last four rows of Fig 5 correspond to features that are af-
fected by relative pixel luminosities. Row (d) is GCF which is scores
high for images with high contrasts at medium and low resolu-
tions. �e pixelated appearance of the highest scoring individual
and the low contrast evident in the lowest scoring individual are
indicative of GCF’s response. Row (e) is the Info feature which is
an approximation of the entropy of the image. �e images that
score high in this feature have sharply contrasting areas and the
low scoring images have relatively uniform contrast. Row (f) is
produced by the Smooth feature. �e low scoring individuals have
sharp edges and the high scoring individuals have a de-focused

(a)	

(b)	

(c)	

(d)	

(e)	

(f)	

(g)	

Figure 5: Individuals 1, 5, 10, 15, and 20 from the populations
for the Hue (a), SDHue (b), Sat (c), GCF (d), Info (e), Smooth
(f), and Symm (g) features. Each experiment was run with
the RMSE10 constraint. Here we scale GCF by 1/100, 000 to
account for the larger image size (©A. Neumann).

appearance. Finally the Symm feature produces higher levels of
asymmetry in the low scoring individuals. In the highest scoring
images the evolutionary process enhances existing image features
to produce highly symmetrical pa�erns centered around the details
in the church tower.

�e feature values that correspond to the individual images that
develop during the (µ +�)�EAD run can be traced over time. Fig 6
shows the trace of feature values for the populations sampled in
Fig 5. As can be seen for every feature the (µ + �)� EAD algorithm
steadily pushes the feature values apart. For the Hue, SDHue, Sat
and Info features the algorithm was able to spread the population

Evolution of Artistic Image Variants Through Feature Based Diversity Optimisation GECCO ’17, July 15-19, 2017, Berlin, Germany

Figure 8: Population of images resulting from the evolution
for diversity of images for both GCF and Smooth. �e rows
represent increasing values forGCF. �e values forGCF and
Smooth, respectively, are shown above each image. Note how
the values for GCF and Smooth are contra-variant (©A. Neu-
mann).

Figure 9: Population of images resulting from the evolution
for diversity of images for both Symm and Hue. �e rows
represent increasing values for Symm. In each row there are
increasing values of the Hue feature. �e values for Symm
and Hue, respectively, are shown above each image. Note
how the values of these features vary more freely (©A. Neu-
mann).

If we plot the individuals in the populations for these experiments
across both feature dimensions, as we do in Figures 10 and 11we can
visualise how strongly these features are bound. In each of these
�gures we show the feature values at the end of each evolutionary
run. �e diameters of each point in these �gures is determined
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Figure 10: Plot of feature and contribution values at the end
of theGCF�Smooth run. �eGCF values are scaled to �t the
range [0, 1]. It can be seen that the feature values are very
highly correlated (coe�=�0.92)
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Figure 11: Plot of feature and contribution values at the end
of the Symm�Hue run. It can be seen that the feature values
have a very low correlation (coe�=0.04)

by the size of the contribution of that individual to the diversity
of the population. It can be seen the members of the population
in Fig 10 are almost co-linear and negatively related. Note that
in this experiment we scaled the Smooth feature so that its range
was similar to that of GCF so the search is not biased by the large
values that GCF can assume. �is result indicates that it is di�cult
to evolve images that score high or low on both feature measures.

In contrast the population in Fig 11 exhibits a good spread of
values in both dimensions indicating that it is possible for images to
move in both feature dimensions with relative freedom. As an addi-
tional note, the population in Fig 11 appears to cling to the perimeter
of a diamond. �is is at least in part due to the multi-dimensional
contribution metric in Eq 1. �is metric is based on a weighted sum,
which is an L1 distance measure which encourages individuals to
spread out maximally in each dimension independently.

To see how di�erent pairs of dimensions relate we ran correla-
tions on di�erent pairs of features. �e results are shown in Table 1.
As can be seen, most metrics are quite weakly related, which indi-
cates reasonable freedom to evolve individuals in both dimensions.
GCF � Sat exhibits a broad correlation. �is is partly due to the
fact that, due to limits on contrast in saturated images, it is di�cult
to evolve an image is both highly saturated and scores high for
GCF. Hue and SDHue are also moderately related. �is is partly
because images with a high SDHue are restricted in their choice

2015 Individuals1 5

Saturation

Symmetry and Hue

10

Evolution of Artistic Image Variants 
Through Feature Based Diversity 
Optimisation 

• We use (µ + λ)−EAD to evolve diverse image instances. 

• Knowledge on how we can combine different image 
features to produce interesting image effects.

• Study how different combinations of image features 
correlate when images are evolved to maximise
diversity.

μ= 20 and λ = 10 
#1

starting image

#2
pixel-based mutation

#3            
image validity check 

Image has mean squared error to starting image less than 10
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#4
feature diversity measure 

[Gao, Nallaperuma, F. Neumann, PPSN 2016, arxiv2016]

Single Dimensional Feature Results 

Hue

SD Hue

Saturation

Global Contrast Factor

1   5 10 15 20 Individuals
#5

features 

Two-Dimensional Feature Experiments 

20 Individualsa) Symmetry and Hue

Discrepancy-Based Evolutionary Diversity Optimization

for Images
A. Neumann, Gao, Doerr, F. Neumann, Wagner (GECCO 

2018, Wednesday 11:55 in GA track)
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Discrepancy-Based Evolutionary 
Diversity Optimization 

University of Adelaide 108

• New approach for discrepancy-based evolutionary 
diversity optimization

• Investigate the use of the star discrepancy measure for 
diversity optimization for images

• Introduce an adaptive random walk mutation operator 
based on random walks

• Compared the previously approach for images
[ A le x a n d e r,  K o r t m a n ,  A .  N e u m a n n ,  G E C C O  2 0 1 7 ]

Motivation and Background 

University of Adelaide 109

Given a set of points X :={s1,..., sn}
with S = [0, 1]d , s1,..., sn ∈ S

University of Adelaide 113

Discrepancy-Based Evolutionary Diversity 
Optimization for Images

#1

Self-Adjusting Offset
Random Walk Mutation 

University of Adelaide 114

#2

Features
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University of Adelaide 116

Discrepancy-Based Evolutionary Diversity 
Optimization for Images #4

Results 

University of Adelaide 117

Discrepancy-Based Evolutionary Diversity 
Optimization for Images

#4

Results 

For details come to the  paper presentation
Wednesday 11:55 in GA track

Conclusions

• Evolutionary algorithms provide a flexible approach to 
the creation of artistic work.

• A lot of algorithmic approaches have been shown to be 
able to create artistic work.

• Evolutionary process itself can be used to create artistic 
digital work.

• Random processes exhibit in interesting sources of 
inspiration.

• Evolutionary diversity optimization can be used to create 
a diverse set of designs that vary with respect to given 
features.

Thank you!
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