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## 1. Statement of the Problem; Notational Conventions

These notes have to do with methods of obtaining and methods of appraising approximate solutions of matrix problems. If the problem is to solve a system of linear equations, or to invert a matrix, one might suppose that an appraisal of the error can be made directly by substitution. But consider the system

$$
\begin{equation*}
A x=h, \tag{1.1}
\end{equation*}
$$

and let $\lambda=\lambda(A)$ be a proper value of $A$, and $u$ a proper vector belonging to $\lambda$ :

$$
A u=\lambda u .
$$

Then

$$
A(x+u)=h+\lambda u .
$$

Hence if $\lambda$ is small, any component of error along $u$ can be completely obscured in the rounding process, so that an "approximate" solution $x^{*}=x+u$, even if crude, may satisfy the system exactly to within machine errors.

The situation is the same in the inversion of a matrix; in fact, the following theorem is of interest:

Theorem 1.1. For any $\lambda>0$ and any $\mu>0$, there exist matrices, $A$ and $C$ such that every element of $A C-I$ is numerically less than $\lambda$, whereas there are elements of CA $-I$ which equal $\mu$ in magnitude.

In other words, $C$ could be a good right-hand inverse of $A$ but a poor lefthand inverse. Let

$$
A u=\lambda u, \quad A^{T} v=\mu v
$$

For any $\lambda, \mu, u$ and $v$ such a matrix $A$ exists. Then

$$
\begin{aligned}
& A\left(A^{-1}+u v^{T}\right)=I+\lambda u v^{T} \\
& \left(A^{-1}+u v^{T}\right) A=I+\mu u v^{T}
\end{aligned}
$$

and one has only to take

$$
C=A^{-1}+u v^{T} .
$$

The observation of certain notational conventions will save repeated explanations. Either Greek or Roman lower case letters will be used for indices and dimensions. Otherwise, lower case Greek letters will denote scalars; lower
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case Roman letters will denote vectors, and these will be column vectors unless the contrary is indicated; capitals, either Greek or Roman, will denote matrices. In general, matrices will be square and of order $n$, unless it is indicated otherwise, and vectors will be of dimension $n$. The elements of a matrix $A$ will generally be $\alpha_{2 j}$; the column vectors $a_{\text {., }}$ and the row vectors $a_{1 .}$. Its proper values will be $\lambda_{1}(A)$, and the singular values are the non-negative quantities $\sigma_{1}$ defined by

$$
\sigma_{i}^{2}(A)=\sigma_{2}^{2}\left(A^{*}\right)=\lambda_{t}\left(A A^{*}\right)=\lambda_{2}\left(A^{*} A\right)
$$

The spectral radius is

$$
\rho(A)=\max _{2}\left|\lambda_{2}(A)\right|
$$

The identity matrix will be denoted $I$, however, and its $i$ th column vector is $e_{2}$ and its $i$ th row vector $e_{3}{ }^{T}$. Also

$$
e=\sum e_{2}
$$

is the vector with 1 in each position,
The matrix

$$
J=\left[\begin{array}{cccccc}
0 & 0 & 0 & . & . & . \\
1 & 0 & 0 & . & . & . \\
0 & 1 & 0 & . & . & . \\
. & . & . & . & . & . \\
. & . & . & . & . & . \\
. & . & . & . & . & .
\end{array}\right]
$$

has 1 just below a diagonal element, and is zero elsewhere. The matrix

$$
K=J+J^{T}
$$

has 1 just below a diagonal element and 1 just above, and is elsewhere zero When necessary a subscript will indicate the order: $J_{n}$ and $K_{n}$ are of order $n$. Evidently $J^{2}$ has 1 two places below a diagonal element; $J^{3}$ three places; $\cdots$; and $J^{n}=0$.

Absolute value signs with matrices and vectors signify the replacement of each element by its absolute value. Inequality signs between matrices or between vectors signify that corresponding elements everywhere satisfy the inequality. Thus

$$
A \leqq B
$$

signifies that

$$
\alpha_{\imath j} \leqq \beta_{\imath j}
$$

for every $i$ and $j$. Moreover,

$$
A \leqq|B|
$$

signifies that

$$
\alpha_{\imath j} \leqq\left|\beta_{2 j}\right|
$$

for every $i$ and $j$. Note that the two statements

$$
A \leqq B, \quad A \neq B
$$

do not imply $A<B$. They imply only that the relation

$$
\alpha_{2 j} \leqq \beta_{\imath \jmath}
$$

holds for every $i$ and $j$, and that for some $i, j$ it is true that

$$
\alpha_{\imath \jmath}<\beta_{i j}
$$

But such implications as:

$$
\begin{array}{lll}
\text { if } A \leqq B, & B \leqq C, & \text { then } A \leqq C \\
\text { if } A \leqq B, & C \leqq 0, & \text { then } A C \leqq B C
\end{array}
$$

are fairly obvious, as is the inequality

$$
|A+B| \leqq|A|+|B|
$$

Finally, in discussing systems of equations it is sufficient, when convenient, to assume all quantities real, since a complex system can be replaced by a real system of twice the order. Thus consider the system

$$
(A+i B)(x+i y)=h+i k
$$

On multiplying out and equating real and imaginary parts one has

$$
\begin{aligned}
& A x-B y=h \\
& B x+A y=k
\end{aligned}
$$

Hence the complex system is equivalent to the real system

$$
\left[\begin{array}{rr}
A-B \\
B & A
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{l}
h \\
k
\end{array}\right]
$$

Unfortunately, though, in the discussion of proper values and vectors there is, in general, no escape from the complex plane.

It will be convenient on occasion to speak of "the point $x$." By this is meant the point at the terminus of $x$ when $x$ is drawn from the origin. It will also be convenient to speak of "the space $A$." By this will be meant the space of all possible linear combinations of the columns of $A$.

## 2. Norms

Two vectors can differ in any or all of their $n$ elements; two matrices in any or all of their $n^{2}$ elements. In either case it is desirable to have a single number to measure the departure of the one from the other or to measure the magni-
tude of a vector as a whole or a matrix as a whole. This implies the need for a suitable real valued, non-negative function of all the elements. The functions that are most useful for present purposes possess certain other special properties and are called norms. Using pairs of vertical bars to denote a norm, the additional properties can be stated as follows:
(V2):

$$
\begin{align*}
& \|x\|>0 \quad \text { unless } \quad x=0  \tag{V1}\\
& \text { if } \alpha \geqq 0, \quad\|\alpha x\|=\alpha\|x\| ; \\
& \|x+y\| \leqq\|x\|+\|y\|
\end{align*}
$$

(V3):
With $\alpha=0, V 2$ implies that $\|0\|=0$. Any real-valued function of the elements of a vector will be called a norm if it possesses these three properties.

It is sufficient, for the moment, to consider only real vectors, since if

$$
x=u+i v
$$

a complex vector, one can think of the vector $\binom{u}{v}$ in $2 n$-space.
Theorem 2.1. Given any norm, the points satisfying
$K$ :

$$
\|x\| \leqq 1
$$

form a closed, bounded convex body which contains the origin in its interior.
To say that $K$ is a convex body means that any segment joining two points in $K$ contains only points of $K$. If $x$ and $y$ are two points of $K$, then all points of the segment between them are represented by

$$
\alpha x+(1-\alpha) y, \quad 0 \leqq \alpha \leqq 1
$$

But

$$
\begin{aligned}
\|\alpha x+(1-\alpha) y\| \leqq\|\alpha x\|+ & \|(1-\alpha) y\| \\
& =\alpha\|x\|+(1-\alpha)\|y\| \leqq \alpha+(1-\alpha)=1
\end{aligned}
$$

If $K$ were not finite, any finite vector $x$ in the direction of a point at infinity would satisfy $\|x\|=0$, contrary to $V 1$.

Theorem 2.2. Let $K$ be any closed, bounded convex body containing the origin in its interior. Any ray through the origin intersects the boundary of $K$ in exactly one point. If the ray is in the direction $x$, let the intersection be $X^{\prime}$, and let $X$ represent the terminus of $x$. Define

$$
\nu(x)=\frac{O X}{O X^{\prime}}
$$

Then the function $\nu(x)$ is a norm. Hereafter it will be understood that the origin is interior to any convex body to be considered, and that the convex body is closed and bounded.

It is clear that the function possesses properties $V 1$ and $V 2$. To show that it also possesses $V 3$, if $x$ and $y$ are any two points, then

$$
x^{\prime}=\frac{x}{\nu(x)}, \quad y^{\prime}=\frac{y}{\nu(y)}
$$

terminate on the boundary of $K$, since $\nu\left(x^{\prime}\right)=\nu\left(y^{\prime}\right)=1$. The point

$$
\frac{x^{\prime} \nu(x)+y^{\prime} \nu(y)}{\nu(x)+\nu(y)}=\frac{(x+y)}{\nu(x)+\nu(y)}
$$

is on the segment joining $x^{\prime}$ and $y^{\prime}$ and hence, by the convexity property, lies within $K$ or on its boundary. Hence

$$
\nu\left[\frac{(x+y)}{p(x)+\nu(y)}\right] \leqq 1
$$

and hence, by property $V 2$ which the function is already known to possess

$$
\nu(x+y) \leqq \nu(x)+\nu(y)
$$

But this is V3.
Thus there is a one-to-one correspondence between norms and convex bodies $K$. On occasion it will be convenient to let $\|x\|_{\boldsymbol{K}}$ signify the norm associated with $K$. Most useful norms have the property

$$
\|\alpha x\|=|\alpha| \cdot\|x\|,
$$

somewhat stronger than $V 2$. For this to hold in the real case, $K$ must be symmetric with respect to the origin:

$$
\|x\|=\|-x\|
$$

In the complex case this implies that

$$
\left\|e^{2 \omega} x\right\|=\|x\|
$$

which implies that $K$ is bounded by certain cylindrical surfaces.
It is sometimes convenient to consider any $K$ as a member of a nested family of convex bodies $\kappa K$, for $\kappa \geqq 0$, where $\kappa K$ consists of all points $x$ satisfying

$$
\|x\| \leqq \kappa .
$$

More generally, for any scaler $\kappa$ (real or complex), $\kappa K$ can be defined as the set of all points $y=\kappa x$ where $x \varepsilon K$. Evidently if the origin is strictly interior to $K$, it is strictly interior to $\kappa K$ when $\kappa \neq 0$. Throughout this discussion ordinary Euclidean geometry is presupposed, with an orthonormal set of basis vectors.

Theorem 2.3. If the sequence $\left\{u_{i}\right\}$ of vectors $u_{i}$ vanishes in the limit in one norm it vanishes in every norm. In this event the vectors $u_{1}$ will be said to approach 0 as a limit, and if $u_{1}=x_{1}-x$, the vectors $x_{1}$ will be said to approach $x$ as a limit.

Let $K$ and $K^{\prime}$ be two convex bodies and $\left\|u_{4}\right\|$ and $\left\|u_{i}\right\|^{\prime}$ the associated norms. Suppose the sequence of norms $\left\|u_{\mathrm{i}}\right\|$ is known to vanish in the limit. Let $\mathrm{k}>0$ satisfy $\kappa \leqq\|x\|$ for all points $x$ with $\|x\|^{\prime}=\kappa^{\prime}$. Such a $\kappa$ exists since the origin is strictly interior to $\kappa^{\prime} K^{\prime}$. Hence

$$
\kappa K \subset \kappa^{\prime} K^{\prime}
$$

Since the sequence of $\left\|u_{i}\right\|$ vanishes in the limit, for every $\kappa>0$ there exists a $p$ such that when $i \geqq p,\left\|u_{i}\right\| \leqq \kappa$. Hence $\left\|u_{i}\right\|^{\prime} \leqq \kappa^{\prime}$, which proves the theorem.

It is usual to say that a sequence of vectors vanishes in the limit if each sequence of corresponding elements vanishes in the limit. But the magnitude of an element of maximal magnitude is a norm, and its $K$ is the hypercube whose faces are

$$
\xi_{2}= \pm 1
$$

Hence the theorem implies that a sequence of vectors converges in the ordinary sense if and only if, for any choice of norm, the sequence of norms vanishes. An obvious corollary is:

Corollary 2.3. A norm $\|x\|$ is a continuous function of the $n$ variables $\xi_{2}$.
For real vectors $u$ and $x$, consider the relation

$$
u^{T} x=\nu
$$

with fixed $u$ and variable $x$.
If $\nu$ is held to a fixed value the vectors $x$ define a plane having $u$ as normal. For $\nu=0$, the plane passes through the origin, and intersects any $K$. As $\nu$ increases, it will pass through a certain maximal value above which the plane no longer contains points of $K$. The plane corresponding to this maximal value of $\nu$ is called a support plane of $K$. This plane divides the space into two half-spaces, one containing $K$ and one not. For all points $x$ of the first half-space,

$$
u^{T} x \leqq \nu
$$

The value of $\nu$ defining the support plane is a function $\nu(u)$, called the support function, and the plane is called the support plane in the direction $u$. For complex vectors one considers the real part of $u^{*} x$,

$$
\operatorname{Re}\left(u^{*} x\right) \leqq \nu
$$

since evidently if $u=u_{1}+i u_{2}, x=x_{1}+i x_{2}$, then

$$
\operatorname{Re}\left(u^{*} x\right)=u_{1}^{T} x_{1}+u_{2}^{T} x_{2}
$$

Theorem 2.4. Given a convex body $K$ and the associated norm, the support function $\nu(u)$ is a norm $\|u\|^{\prime}$ and will be said to be dual to the norm of $K$. This can be otherwise defined as

$$
\|u\|^{\prime}=\max _{x \neq 0} \frac{\operatorname{Re}\left(u^{*} x\right)}{\|x\|}
$$

In the proof, the notation $\nu(u)$ will be retained in order not to prejudice the issue, and it will be sufficient to consider only real vectors. It has already been remarked that for all $x$ in the half-space containing $K$ it is true that

$$
u^{T} x \leqq \nu(u)
$$

and this includes all vectors $x^{\prime}$ with $\left\|x^{\prime}\right\|=1$. Hence take

$$
x^{\prime}=\frac{x}{\|x\|}
$$

and the final assertion follows. Since $\nu(u)$ obviously possesses properties $V 1$ and $V 2$, it remains to prove V3. But

$$
\nu(u+v)=\max _{\|x\|=1}(u+v)^{T} x \leqq \max _{\|x\|-1} u^{T} x+\max _{\|x\|=\mathbf{1}} v^{T} x=\nu(u)+\nu(v) .
$$

Moreover, the maximum is always attained since $\|x\|=1$ defines a closed set. Hence $\nu(u)$ is indeed a norm.

Theorem 2.5. $\left(\|x\|^{\prime}\right)^{\prime}=\|x\|$. That is to say, duality is a reciprocal relation. It is to be shown that

$$
\|x\|=\max _{\|u\|^{\prime}=1} u^{T} x
$$

and it is sufficient to consider a vector $x$ for which $\|x\|=1$. Let $u$ be any vector with $\|u\|^{\prime}=1$. Then, as $y$ varies,

$$
u^{T} y=1
$$

is the equation of the support plane in that direction. Since $\|x\|=1, x$ is a point of the boundary of $K$, and either it lies on that support plane, in which case $u^{T} x=1$, or else it lies in the half-space for which $u^{T} x<1$.

Theorem 2.6. For any pair of dual norms, and any two vectors $x$ and $y$,

$$
\operatorname{Re}\left(x^{*} y\right) \leqq\|x\|^{\prime} \cdot\|y\|
$$

This is essentially a restatement of the last part of theorem 2.4.
In defining matrix norms, since a matrix can be regarded as a vector of $n^{2}$ elements, it is natural to impose the same conditions, and possibly others. The same conditions will indeed be imposed, and hence matrix norms will have the same continuity properties, in particular, as vector norms. It is convenient to impose also a fourth condition, yielding altogether the following set:

| $(M 1):$ | $\\|A\\|>0 \quad$ unless $A=0 ;$ |
| :--- | :--- |
| $(M 2):$ | if $\alpha \geqq 0, \quad\\|\alpha A\\|=\alpha\\|A\\| ;$ |
| $(M 3):$ | $\\|A+B\\| \leqq\\|A\\|+\\|B\\| ;$ |
| $(M 4):$ | $\\|A B\\| \leqq\\|A\\| \cdot\\|B\\|$. |

The matrices are assumed to be square, which is no real restriction since one can always adjoin null rows or columns. A particular matrix norm will be said to be consistent with a given vector norm in case, for every $A$ and $x$,
(C) :

$$
\|A x\| \leqq\|A\| \cdot\|x\| .
$$

Furthermore, the matrix norm is said to be subordinate to a vector norm in case it is consistent and possesses the further property,
(S): For every $A$ there exists an $x \neq 0$ such that $\|A\|=\|A\| \cdot\|x\|$.

Such an $x$ would, of course, vary from matrix to matrix.

Theorem 2.7. To every vector norm there corresponds a unique subordinate matrix norm defined by

$$
\|A\|=\max _{\|x\|=1}\|A x\|=\max _{x \neq 0} \frac{\|A x\|}{\|x\|}
$$

The following lemma will perhaps aid the intuition:
Lemma 2.7. For any convex set $K$, and any matrix $A$, let $A K$ denote the set of points $z=A x$ where $x \varepsilon K$. Then $A K$ is convex.

In fact, if $A x$ and $A y$ are in $A K$, then, for $0 \leqq \alpha \leqq 1$, the point

$$
\alpha A x+(1-\alpha) A y=A[\alpha x+(1-\alpha) y]
$$

is also in $A K$. This proves the lemma. Now let $\kappa=\kappa(A)$ be the smallest number for which $A K \subset \kappa K$. Then $\kappa(A)$ is the function of $A$ defined in the theorem, and if $\kappa(A)$ is a norm it certainly satisfies condition $S$. Moreover, $\kappa(A)$ clearly satisfies M1 and M2. For M3,

$$
\|(A+B) x\|=\|A x+B x\| \leqq\|A x\|+\|B x\|
$$

by V3, and the maximum of a sum cannot exceed the sum of the maxima. For $M 4$, if $B x \neq 0$,

$$
\frac{\|A B x\|}{\|x\|}=\frac{\|A B x\|}{\|B x\|} \frac{\|B x\|}{\|x\|},
$$

and both sides can be maximized. The maximum on the left precludes $B x=0$ unless $B=0$, and for this case $A B=0$. Hence $\kappa(A)$ is a norm and is clearly unique.

Theorem 2.8. Given a vector norm $\|x\|$, the subordinate matrix norm $\|A\|$, and the dual vector norm $\|x\|^{\prime}$, the matrix norm $\|A\|^{\prime}$ that is subordinate to the vector norm $\|x\|^{\prime}$ is

$$
\|A\|^{\prime}=\left\|A^{*}\right\|
$$

It is immediately obvious that $\nu(A)=\left\|A^{*}\right\|$ is a norm, and it is sufficient to consider the real case. It will be shown that

$$
\|A\|=\left\|A^{T}\right\|^{\prime}
$$

In fact, for all $y \neq 0$ and $x \neq 0$,

$$
y^{T} x \leqq\left\|A^{T} y\right\|^{\prime}\|x\| \leqq\left\|A^{T}\right\|^{\prime} \cdot\|y\|^{\prime} \cdot\|x\|, \quad \frac{\left|y^{T} A x\right|}{\|y\|^{\prime}} \leqq\left\|A^{T}\right\|^{\prime} \cdot\|x\|
$$

Hence, when the left member is maximized with respect to $y \neq 0$,

$$
\|A x\| \leqq\left\|A^{T}\right\|^{\prime} \cdot\|x\|
$$

or

$$
\frac{\|A x\|}{\|x\|} \leqq\left\|A^{T}\right\|^{\prime}
$$

Again, when the left member if maximized with respect to $x \neq 0$,

$$
\|A\| \leqq\left\|A^{T}\right\|^{\prime}
$$

But in like manner one can show that

$$
\left\|A^{T}\right\|^{\prime} \leqq\|A\|
$$

Hence equality must follow.
Theorem 2.9. Given a matrix norm $\|A\|$, a vector norm with which it is consistent can be defined by

$$
\|x\|=\|(x, 0,0, \cdots)\|
$$

where on the right one takes the matrix cverywhere null except in the first column, which is equal to $x$.

Consistency is a consequence of $M 4$, and the other $M$-properties imply the corresponding $V$-properties.

Theorem 2.10. Given any nonsingular matrix $G$, if $\|x\|$ is a vector norm, then

$$
\|x\|_{o}=\left\|G^{-1} x\right\|
$$

is a vector norm; given any matrix norm $\|A\|$, then

$$
\|A\|_{a}=\left\|G^{-1} A G\right\|
$$

is a matrix norm. These will be called the G-transforms of the original norms and relations of consistency and subordination are preserved under such transformations.

This is verified directly.
Theorem 2.11. Dual to the G-transform of a norm is the dual norm transformed by $\left(G^{-1}\right)^{*}$. Hence duality is preserved only under unitary transformations.

This follows from the fact that

$$
x^{*} y=\left(x^{*} G\right)\left(G^{-1} y\right)=\left(G^{*} x\right)^{*} G^{-1} y
$$

Theorem 2.12. If the convex body $K$ is bounded by planes, and if $\|x\|$ is the associated vector norm and $\|A\|$ the subordinate matrix norm, then at least one of the vectors $x$ for which $\|x\|=1$ and $\|A x\|=\|A\|$ represents a corner of $K$.

For if $\kappa$ is the smallest number for which $\kappa K \supset A K$, then the boundary of $\kappa K$ must contain at least one corner point $y=A x$ of $A K$. But then $x$ is a corner point of $K$.

Theorem 2.13. If $A$ is nonsingular, then $A K$ is of dimension $n$. Hence there is a largest $\kappa \neq 0$ for which $\kappa K \subset A K$, and $\kappa^{-1}=\left\|A^{-1}\right\|$.

The existence of the $\kappa \neq 0$ is obvious. Let $y=A x$ be any point common to the boundaries of $\kappa K$ and $A K$. Then $\|x\|=1$, and if $\left\|x^{\prime}\right\|=1,\left\|A x^{\prime}\right\| \geqq \kappa$, since the point $y^{\prime}=A x^{\prime}$ can only lie outside $\kappa K$ or on its boundary. Hence

$$
\kappa=\min _{\left\|x^{\prime}\right\|=1}\left\|A x^{\prime}\right\|=\min _{x^{\prime} \neq 0} \frac{\left\|A x^{\prime}\right\|}{\left\|x^{\prime}\right\|}=\min _{y^{\prime} \neq 0} \frac{\left\|y^{\prime}\right\|}{\left\|A^{-1} y^{\prime}\right\|} .
$$

But since $A$ is nonsingular, $x^{\prime} \neq 0$ if and only if $y^{\prime} \neq 0$, whence

$$
\kappa^{-1}=\max _{y^{\prime} \neq 0} \frac{\left\|A^{-1} y^{\prime}\right\|}{y^{\prime}}=\left\|A^{-1}\right\| .
$$

The fundamental problem is, given a matrix $A$, to construct a norm for which || $A \|$ is as small as possible. It will be shown that $\|A\|$ can be made arbitrarily close to the spectral radius $\rho(A)$, and, indeed, this can be done with symmetric norms. But practical methods for constructing such norms are not available except for $A \geqq 0$.

## 3. Examples of Norms

The most commonly used norm is the Euclidean norm $\|x\|_{s}$, defined by

$$
\|x\|_{E}^{2}=x^{*} x
$$

and associated with the unit sphere as $K$. This norm is self-dual, and the inequality of theorem 2.6 is the Schwarz inequality. The Euclidean matrix norm $\|A\|_{s}$, defined by

$$
\|A\|_{s}^{2}=\sum\left\|a_{i .}\right\|^{2}=\sum\left\|a_{. j}\right\|^{2}
$$

is consistent but not subordinate. That it is consistent follows from the relation

$$
\|A x\|_{B}^{2}=\sum\left(a_{i .} x\right)^{2} \leqq\|x\|_{s}^{2} \sum\left\|a_{i .}\right\|_{s}^{2}=\|x\|_{R}^{2}\|A\|_{s}^{2}
$$

the inequality coming from the Schwarz inequality. That it cannot be subordinate follows from the fact that

$$
\|I\|_{s}=n^{\frac{3}{2}}
$$

together with the following lemma:
Lemma 3.1. If there exists a vector norm to which the matrix norm $\|A\|$ is subordinate, then $\|I\|=1$.

To see this, apply M4. Then if

$$
\|I x\|=\|I\| \cdot\|x\|
$$

the lemma follows, since $I x=x$.
The matrix norm subordinate to the Euclidean vector norm is the spectral norm $\|A\|_{s}$, defined as the largest singular value. This can be seen most easily by applying theorem 2.10: Observe first that if $V$ is any unitary matrix, then

$$
\|V x\|_{E}=\|x\|_{E}
$$

since

$$
(V x)^{*} V x=x^{*} V^{*} V x=x^{*} x
$$

Hence to maximize $x^{*} A^{*} A x$ subject to $\|x\|_{s}=1$ is equivalent to maximizing $x^{*} V^{*} A^{*} A V x$ subject to the same conditions, where $V$ is any unitary matrix. In particular $V$ can be the matrix of proper vectors of $A^{*} A$, so that

$$
V^{*} A^{*} A V=\Lambda\left(A^{*} A\right)=\operatorname{diag}\left[\lambda_{1}\left(A^{*} A\right), \lambda_{2}\left(A^{*} A\right), \cdots\right]
$$

Hence the problem is reduced to that of maximizing $x^{*} \Lambda x$, subject to $x^{*} x=1$.

But if

$$
\lambda_{1}\left(A^{*} A\right) \geqq \lambda_{2}\left(A^{*} A\right) \geqq \cdots,
$$

then $x^{*} A x$ is a weighted mean of the $\lambda_{2}\left(A^{*} A\right)$ which takes on its maximum of $\lambda_{1}\left(A^{*} A\right)=\sigma_{1}{ }^{2}(A)$ for $x=e_{1}$.

If $G$ is nonsingular, the $G$-transform of $\|x\|_{E}$ is given by

$$
\left\|G^{-1} x\right\|_{E}^{2}=\left(G^{-1} x\right)^{*} G^{-1} x=x^{*} H x
$$

where $H$ is a positive definite matrix,

$$
H=\left(G G^{*}\right)^{-1}
$$

This norm is not self-dual unless $G$ is unitary, and in that case $H=I$ and the norm is unchanged. The subordinate matrix norm is $\left\|G^{-1} A G\right\|_{s}$, i.e. the largest singular value of $G^{-1} A G$, or the square root of the largest root of

$$
\operatorname{det}\left(G^{*} A^{*} H A G-\lambda I\right)=0
$$

or, equivalently, of

$$
\operatorname{det}\left(A^{*} H A-\lambda H\right)=0
$$

The dual norms are similarly expressed in terms of $H^{-1}$.
For the next cxample, consider first the real case, and let $K$ be the cube with faces

$$
\xi_{2}= \pm 1
$$

The associated norm will be called the $e$-norm, and is defined

$$
\|x\|_{e}=\max _{z}\left|\xi_{2}\right| .
$$

More abstractly it can be defined by the two conditions

$$
\begin{equation*}
|x| \leqq e\|x\|_{e} \tag{i}
\end{equation*}
$$

(ii) $\quad$ if $\varepsilon e \geqq|x|, \quad$ then $\varepsilon \geqq\|x\|_{0}$.

It is easy to verify that the dual norm is

$$
\|x\|_{e^{\prime}}=e^{T}|x|
$$

and the faces of $K^{\prime}$ are defined by the equations

$$
\sum \pm \xi_{2}=1
$$

for all possible choices of the signs. Subordinate to the vector $e$-norm is the matrix $e$-norm,

$$
\|A\|_{0}=\||A| e\|_{0},
$$

and to the $e^{\prime}$-norm

$$
\|A\|_{e^{\prime}}=\left\|\left|A^{T}\right| e\right\|_{0}
$$

In words, one sums the absolute values in each row for the $e$-norm, or each column for the $e^{\prime}$-norm, and the largest of these is the value of the norm.

Let $G=\operatorname{diag}\left(\gamma_{1}, \gamma_{2}, \cdots, \gamma_{n}\right) \geqq 0$ be any non-negative, nonsingular diagonal matrix, and let

$$
g=G e
$$

Then $g>0$. The $G$-transform will be called a $g$-norm. It satisfies

$$
\|x\|_{\theta}=\max _{i} \frac{\left|\xi_{2}\right|}{\gamma_{2}}
$$

Or, it can be defined by

$$
\begin{equation*}
|x| \leqq g\left\|_{x}\right\|_{o} \tag{i}
\end{equation*}
$$

(ii) $\quad$ if $\gamma g \geqq|x|, \quad$ then $\gamma \geqq\|x\|_{0}$.

The associated $K$ has the faces

$$
\xi_{2}= \pm \gamma_{1}
$$

Dual to the $g$-norm is the $g^{\prime}$-norm:

$$
\|x\|_{o^{\prime}}=g^{r}|x|
$$

The faces of the associated $K^{\prime}$ have the equations

$$
\sum \pm \gamma_{2} \xi_{2}=1
$$

Subordinate to the vector $g$-norm is

$$
\|A\|_{g}=\||A| g\|_{g} .
$$

For complex matrices the $e$-norm has two natural generalizations. One comes by applying the ordinary $e$-norm in the $2 n$-space of real vectors $\binom{x}{y}$ defined by the space of complex vectors $x+i y$. The subordinate matrix norm for complex matrices $A+i B$ is the $e$-norm of $|A|+|B|$. The other is perhaps more natural and will be assumed here, and this applies the formulas of the real case. Thus

$$
\|x\|_{e}=\max _{t}\left|\xi_{2}\right|
$$

where $\xi_{2}$ is complex and the absolute value signs signify the modulus. In the $2 n$ dimensional space the associated $K$ is no longer bounded by plane faces, but by circular cylinders

$$
\left|\xi_{2}\right|=1
$$

Certain relations of inequality among norms can be established directly: Theorem 3.1 For any vector $x$,

$$
\|x\|_{e} \leqq\|x\|_{E} \leqq\|x\|_{e}^{\prime} \leqq n^{\frac{1}{2}}\|x\|_{E} \leqq n\|x\|_{e}
$$

The third inequality follows from the ordinary Schwarz inequality:

$$
\left|x^{T}\right| e \leqq\|x\|_{E} \cdot\|e\|_{E}=n^{\frac{1}{2}}\|x\|_{E} .
$$

Theorem 3.2. If $V$ is unitary and $g>0$, then

$$
\|V\|_{g}=\|g\|_{\Sigma} \max _{i} \gamma_{2}^{-1}
$$

In particular

$$
\|V\|_{e} \leqq n^{\frac{3}{2}}
$$

If $V$ is unitary, and $v^{*}$ any row of $V$, then

$$
v^{*} v=\left|v^{T}\right| \cdot|v|=1
$$

But by the ordinary Schwarz inequality

$$
\left|v^{T}\right| g \leqq\|v\|_{E} \cdot\|g\|_{E}=\|g\|_{E}
$$

Hence

$$
|v| g \leqq \nu g
$$

if

$$
\nu \leqq\|g\|_{R} \max _{2} \gamma_{2}^{-1}
$$

Theorem 3.3. Given any vector norm $\|x\|$, with associated convex body $K_{1}$, for fixed positive к let $K_{2}=K_{1}$, and define the vector norm $\|x\|_{2}$ associated with $K_{2}$. Then

$$
\|x\|_{2}=\kappa^{-1}\|x\|_{1_{4}}
$$

but

$$
\|A\|_{2}=\|A\|_{1}
$$

where $\|A\|_{1}$ and $\|A\|_{2}$ are the subordinate matrix norms.
The proof is immediate from geometrical considerations.
Theorem 3.4. For any matrix $A$,

$$
n^{-\frac{1}{2}}\|A\|_{s} \leqq\|A\|_{s} \leqq n^{\frac{1}{2}}\|A\|_{s}, \quad n^{-\frac{1}{2}}\|A\|_{s} \leqq\|A\|_{e^{\prime}} \leqq n^{\frac{1}{2}}\|A\|_{s}
$$

First, let $x^{*} x=1$, and $\|A x\|_{E}=\|A\|_{s}$. Such a vector exists since the spectral norm is subordinate to the Euclidean vector norm. Moreover $|x| \leqq e$. Hence, by theorem 3.1,

$$
\|A x\|_{E} \leqq n^{\frac{1}{2}}\|A x\|_{\Theta} \leqq n^{\frac{1}{2}}\|A\|_{\epsilon}\|x\|_{e} \leqq n^{\frac{1}{4}}\|A\|_{E}
$$

Next, let $\|x\|_{e}=1$ and $\|A x\|_{e}=\|A\|_{e}$. Then $\|x\|_{E} \leqq n^{\frac{1}{2}}$. But

$$
\|A x\|_{e} \leqq\|A x\|_{E} \leqq\|A\|_{s}\|x\|_{E}
$$

This completes the proof for $\|A\|_{e}$, and for $\|A\|_{e}^{\prime}$ apply the same argument to $A^{*}$.

For each of the four relations of the theorem, there exists a matrix $A$ for which the equality holds. Hence these relations are the sharpest possible.

Theorem 3.5. If $A$ is Hermitian, then

$$
\|A\|_{s} \leqq\|A\|_{e}=\|A\|_{e^{\prime}} \leqq n^{\frac{1}{2}}\|A\|_{s}
$$

For if $A$ is Hermitian, then $\|A\|_{s}=\rho(A)$, and it will be shown below that $\rho(A) \leqq\|A\|$ for any norm and any matrix $A$.

Theorem 3.6. For any matrix $A$ and any norm,

$$
\|A\|_{s}^{2} \leqq\|A\| \cdot\|A\|^{\prime}
$$

For

$$
\|A\|_{s}^{2}=\rho\left(A A^{*}\right) \leqq\left\|A A^{*}\right\| \leqq\|A\| \cdot\left\|A^{*}\right\|=\|A\| \cdot\|A\|^{\prime}
$$

## 4. Norms and the Spectral Radius

If the proper values of a matrix $B$ are $\lambda_{1}(B)$ and these are ordered in magnitude,

$$
\lambda_{1}(B)\left|\geqq\left|\lambda_{2}(B)\right| \geqq \cdots \geqq\left|\lambda_{n}(B)\right|\right.
$$

then

$$
\rho(B)=\left|\lambda_{1}(B)\right|
$$

is the spectral radius of $B$, since all proper values of $B$ lie in or on the circle of radius $\rho$. Often iterative methods require the formation, implicitly or explicitly, of sequences of vectors of the form

$$
\begin{equation*}
s_{\nu}=B s_{r-1}=B^{\nu} s_{0} \tag{4.1}
\end{equation*}
$$

with some matrix $B$ and an arbitrary $s_{0}$, where

$$
s_{\nu}=x^{-}-x_{p}
$$

represents the deviation of a current approximation from the true solution.
Theorem 4.1. The sequence of vectors $s_{v}$ defined by (4.1) vanishes in the limit independently of $s_{0}$ if and only if the sequence of powers $B^{\nu}$ vanishes in the limit. For this it is sufficient that there be some norm such that

$$
\|B\|<1
$$

There exists a vector norm with which the matrix norm is consistent by theorem 2.9 and if the $s_{\nu}$ vanish in some norm they vanish in all. The sufficiency therefore follows from

$$
\left\|s_{\nu}\right\| \leqq\left\|B^{\nu}\right\| \cdot\left\|s_{0}\right\| \leqq\|B\|^{\nu} \cdot\left\|s_{0}\right\|
$$

The value of $\|B\|$ provides also a measure of the rate of convergence when convergence occurs. Actually convergence occurs if and only if $\rho(B)<1$, but in general $\rho$ is not easily computed. It is desirable, therefore, to know how closely $\rho$ may be approximated by a norm. First, however, the following partial theorem will be proved:

Theorem 4.2. For the sequence of matrix powers $B^{\prime}$ to vanish in the limit, it is necessary that $\rho(B)<1$.

For let

$$
V^{-1} B V=L
$$

where $L$ is the Jordan normal form of $B$. Then

$$
B^{\prime}=V L^{p} V^{-1}
$$

The elements of $V$ and $V^{-1}$ are independent of $\nu$, whereas $\lambda_{1}{ }^{\prime}$ occurs in the diagonal of $L^{\nu}$, and elsewhere there occur lower powers of $\lambda_{1}$ multiplied by binomial coefficients which become infinite as $\nu$ becomes infinite. Hence elements of $L^{\nu}$, and therefore of $B^{\nu}$, become infinite if $\left|\lambda_{1}\right| \geqq 1$.

Theorem 4.3. For any norm and any malrix $B$,

$$
\|B\| \geqq \rho(B)
$$

For suppose $\beta=\|B\|<\rho(B)$. Choose $\epsilon>0$ so that $\beta+\epsilon<\rho$, and let $B^{\prime}=(\beta+\epsilon)^{-1} B$. Then $\left\|B^{\prime}\right\|<1$ and the sequence of powers $B^{\prime \prime}$ vanishes in the limit. But

$$
\rho\left(B^{\prime}\right)=\frac{\rho(B)}{\beta+\epsilon}>1
$$

and this is impossible.
Corollary 4.3. If $B$ is symmetric, then $\|B\|_{s} \leqq\|B\|_{s}=\|B\|_{\theta^{\prime}}$.
In fact, if $B$ is symmetric, $\|B\|_{\mathrm{z}}=\rho(B)$.
Lemma 4.4. Let $T$ be a triangular matrix and $\tau$ its diagonal element of greatest magnilude. Then for any $\epsilon>0$ there exists a norm such that

$$
\|T\| \leqq \tau+\epsilon
$$

For definiteness let $T$ be a lower triangle, and consider

$$
D=\operatorname{diag}\left(1, \delta, \delta^{2}, \cdots, \delta^{n-1}\right)
$$

In $D^{-1} T D$ the elements in the diagonal are the same as those in $T$; all elements in the first subdiagonal are divided by $\delta$, all those in the second by $\delta^{2}, \cdots$. By choosing $\delta$ sufficiently large, the sum of the magnitudes of the off-diagonal elements in any row can be made less than $\epsilon$. Hence apply the $e$-norm or the spectral norm to $D^{-1} T D$.

Theorem 4.4 For any matrix $B$ and any $\epsilon>0$, there exists a norm for which

$$
\|B\| \leqq \epsilon+\rho(B)
$$

Moreover, if for each $\lambda_{1}(B)$ such that $\left|\lambda_{2}(B)\right|=\rho$, the number of independent proper vectors belonging to it is equal to its multiplicity, then there exists a norm for which $\|B\|=\rho(B)$.

The last condition holds, in particular, for all diagonalizable matrices. The theorem follows from lemma 4.4, theorem 2.10, and the fact that the Jordan normal form is a triangular matrix.

Theorem 4.5. For the sequence of matrix powers $B^{\prime \prime}$ to vanish in the limit it is necessary and sufficient that $\rho(B)<1$.

This supplements theorem 4.2 which stated only the necessity. If $\rho<1$, let $0<\epsilon<1-\rho$. Then the norm of theorem 4.4 satisfies $\|B\| \leqq \rho+\epsilon<1$, which establishes convergence.

Theorem 4.6. For any g-norm and any $x$ and $B$,

$$
\|x\|_{a}=\||x|\|_{a}, \quad\|B\|_{0}=\||B|\|_{a} .
$$

This follows from the fact that only absolute values occur in the definitions. In many practical situations the matrix $B$ of interest is non-negative, $B \geqq 0$. Hence some consideration of the $g$-norms of non-negative matrices is in order.

A matrix $B$ is said to be reducible in case for some permutation matrix $P$,

$$
P^{T} B P=\left[\begin{array}{cc}
B_{11} & B_{12} \\
0 & B_{22}
\end{array}\right]
$$

where $B_{11}$ and $B_{22}$ are square submatrices. If no such permutation matrix exists, the matrix is irreducible. The examination of a reducible matrix reduces to the separate examination of the submatrices $B_{11}$ and $B_{22}$.

Theorem 4.7. Let $B \geqq 0$ be irreducible, and let $g>0$ be any positive vector. If $g$ is not a proper vector of $B$, then a $g^{\prime}>0$ can be found such that

$$
\|B\|_{\boldsymbol{o}^{\prime}}<\|B\|_{\boldsymbol{g}} .
$$

Let $\|B\|_{9}=\gamma$. Then

$$
B g \leqq \gamma g
$$

and since $g$ is not a proper vector,

$$
B g \neq \gamma g
$$

If the inequalities are written in scalar form, some will express equalities, since otherwise $\gamma$ would exceed $\|B\|_{0}$, and some will express strict inequalities. Then there exists a permutation matrix $P$ such that

$$
\begin{aligned}
& P^{T} B P=\left[\begin{array}{ll}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{array}\right], \quad P^{T} g=\left[\begin{array}{l}
g_{1} \\
g_{2}
\end{array}\right], \\
& B_{11} g_{1}+B_{12} g_{2}<\gamma g_{1}, \quad B_{21} g_{1}+B_{22} g_{2}=\gamma g_{2} .
\end{aligned}
$$

Since $B$ is irreducible, $B_{21} \neq 0$. Then for sufficiently small $\epsilon>0$,

$$
\begin{aligned}
& (1-\epsilon) B_{11} g_{1}+B_{12} g_{2}<(1-\epsilon) \gamma g_{1}, \\
& (1-\epsilon) B_{21} g_{1}+B_{22} g_{2} \leqq \gamma g_{2},
\end{aligned}
$$

where the strict inequalities remain inequalities, while at least one of the equalities becomes an inequality. That is to say, if

$$
\dot{g}_{1}^{\prime}=(1-\epsilon) g_{1}
$$

then

$$
\begin{aligned}
& B_{11} g_{1}^{\prime}+B_{12} g_{2}<\gamma g_{1}^{\prime} \\
& B_{21} g_{1}^{\prime}+B_{22} g_{2} \leqq \gamma g_{2}
\end{aligned}
$$

If any equalities remain, perform a new permutation and repeat. Eventually one arrives at a $g^{\prime}$ for which all relations are of strict inequality.

Hereafter a transformation by a permutation matrix will be called simply a permutational transformation.

Theorem 4.8. Let $B \geqq 0$ be a non-negative, irreducible matrix. The spectral radius $\rho(B)=\beta$ is a proper value, and belonging to it is a unique proper vector $b$, and $b>0$. Moreover,

$$
\|B\|_{b}=\beta
$$

The process described in theorem 4.7 can be repeated to provide a sequence of vectors $g^{\prime}, g^{\prime \prime}, \cdots$, and associated norms $\gamma^{\prime}, \gamma^{\prime \prime}, \cdots$ with $\gamma^{\prime}>\gamma^{\prime \prime}>\cdots$. The sequence of $\gamma^{\prime}$ s is properly monotonically decreasing and is bounded below by $\beta$, hence can only terminate on reaching $\beta$ as a limit, with a non-negative vector $b$ such that

$$
B b=\beta b
$$

Hence $\beta$ is a proper value. If there are null elements in $b$, perform a permutational transformation if necessary so that

$$
b=\left[\begin{array}{l}
b_{1} \\
0
\end{array}\right]
$$

$$
b_{1}>0
$$

and denote the permuted matrix by $B$. Let

$$
B=\left[\begin{array}{ll}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{array}\right]
$$

Then since $B b=\beta b$, one has

$$
\begin{aligned}
B_{11} b_{1} & =\beta b_{1} \\
B_{21} b_{1} & =0
\end{aligned}
$$

But $b_{1}>0, B_{21} \geqq 0$, and the last relation can hold only if $B_{21}=0$, which is contrary to the hypothesis of irreducibility. Hence $b>0$ and $\|B\|_{b}$ is defined. If $b^{\prime}>0$ is any other proper vector belonging to $\beta$, then for suitable $\alpha$,

$$
b-\alpha b^{\prime} \geqq 0
$$

and has at least one null element. But this is also a proper vector belonging to $\beta$. Hence $b-\alpha b^{\prime}=0$.

Theorem 4.9. If $B \geqq B^{\prime} \geqq 0$, then $\rho(B) \geqq \rho\left(B^{\prime}\right)$. In particular, $B^{\prime}$ can be any submatrix of $B$ augmented by null rows and columns to make the order that of $B$.

If $B$ is reducible, then by a permutational transformation it can be given the
form

$$
B=\left[\begin{array}{cc}
B_{11} & B_{12} \\
0 & B_{22}
\end{array}\right]
$$

and the same permutational transformation applied to $B^{\prime}$ gives it the form

$$
B^{\prime}=\left[\begin{array}{cc}
B_{11}^{\prime} & B_{12}^{\prime} \\
0 & B_{22}^{\prime}
\end{array}\right]
$$

Since

$$
\operatorname{det}(\lambda I-B)=\operatorname{det}\left(\lambda I-B_{11}\right) \operatorname{det}\left(\lambda I-B_{22}\right)
$$

it follows that

$$
\rho(B)=\max \left[\rho\left(B_{11}\right), \rho\left(B_{22}\right)\right]
$$

Hence it is sufficient to prove the theorem for the case of $B$ irreducible. But if $\beta=p(B)$ and $B b=\beta b$, then $B^{\prime} b \leqq \beta b$. Hence

$$
\left\|B^{\prime}\right\|_{b} \leqq \beta
$$

and therefore

$$
\rho\left(B^{\prime}\right) \leqq \beta
$$

Theorem 4.10. Let $|A| \leqq B$. Then $\rho(A) \leqq \rho(B)$. If $B$ is irreducible, then $\rho(A)=\rho(B)$ implies $|A|=B$.

Since, for any $g>0,\|A\|_{g}=\||A|\|_{g}$, the first part follows from theorem 4.9. Now let

$$
A a=\alpha a
$$

where $\alpha=\lambda(A)$ is any proper value of $A$. Then

$$
|\alpha| \cdot|a| \leqq|A| \cdot|a| \leqq B|a|
$$

If $B$ is irreducible, there exists a positive row-vector $b^{\prime}>0$ such that

$$
b^{\prime} B=\beta b^{\prime}, \quad \beta=\rho(B)
$$

and $b^{\prime}$ can be normalized so that $b^{\prime}|a|=1$. On multiplying the first and last members of the above inequalities by $b^{\prime}$, one has that

$$
|\alpha| \leqq \beta
$$

Suppose $|\alpha|=\beta$. Then equalities must hold throughout:

$$
|\alpha| \cdot|a|=|A| \cdot|a|=B|a|
$$

$|a|$ is a proper vector of $B$ belonging to $B$, whence $|a|>0$. Therefore

$$
(B-|A|)|a|=0
$$

and since $B \geqq|A|$, this implies $B=|A|$.

The $g$-norms are easiest to compute, but unfortunately any $g$-norm of $A$ may be far in excess of $\rho(\Lambda)$. Thus if $A$ is unitary, $\rho(A)=1$, and orthogonal matrices can be constructed for which $p(|A|)=n^{\frac{1}{2}}$. But fortunately one is often interested in non-negative matrices, in which case the above theorems show that $g$-norms provide all needed information.

Theorem 4.11. If, with any norm $\|B\|<1$, then $I-B$ is nonsingular and

$$
(I-B)^{-1}=I+B+B^{2}+\cdots
$$

the series on the right converging. Conversely, uf the series on the right converges, then $\rho(B)<1$ and for some norm it is true that $\|B\|<1$.

If, for any norm $\|B\|<1$, then $\rho(B)<1$ and $1-\lambda(B) \neq 0$ for every proper value $\lambda(B)$. Hence $I-B$ is nonsingular. Since

$$
(I-B)^{-1}-\left(I+B+\cdots+B^{\nu}\right)=(I-B)^{-1} B^{v+1}
$$

identically, therefore

$$
\left\|(I-B)^{-1}-\left(I+B+\cdots+B^{\nu}\right)\right\| \leqq\left\|(I-B)^{-1}\right\| \cdot\|B\|^{\mu+1}
$$

and the right member vanishes in the limit.
Conversely, let

$$
S_{v}=I+B+\cdots+B^{v}
$$

and let the $S_{v}$ approach the limit $S$. Then

$$
S B^{\nu+1}=S-S_{\nu}
$$

and since the right member has the limit 0 , so has the left. If both members vanish for any $\nu$, they vanish for any $\nu^{\prime} \geqq \nu$, whence $B^{\nu+1}=0, B$ is nilpotent, and every proper value $\lambda(B)=0$. Hence $\rho(B)=0$. Otherwise a slight modification of the argument given for theorem 4.2 shows that $\rho(B)<1$.

Theorem 4.12. Let $B \geqq B_{1}^{\prime} \geqq 0$, equalities excluded. Let $B$ be irreducible and $B_{1}=B-B_{1}^{\prime}$. If $\rho(B) \leqq 1$, then $C_{1}=\left(I-B_{1}\right)^{-1} B_{1}^{\prime}$ exists and either $\rho\left(C_{1}\right)=$ $\rho(B)=1$ or $\rho\left(C_{1}\right)<\rho(B)<1$. If $\rho(B)>1$ but $C_{1}$ exists and $C_{1} \geqq 0$, then $\rho\left(C_{1}\right) \geqq \rho(B)$. In particular, if $B_{1}$ is nilpotent, then $C_{1}$ always exists and $C_{1} \geqq 0$.

In practice $B_{1}$ is usually null except in elements below the diagonal, and hence is nilpotent. In general, let $\gamma=\rho\left(C_{1}\right)$ and

$$
\gamma c=C_{1} c=\left(I-B_{1}\right)^{-1} B_{1}^{\prime} c \geqq 0
$$

Then

$$
\begin{aligned}
& \gamma\left(I-B_{1}\right) c=B_{1}{ }^{\prime} c \\
& \gamma c=\left(\gamma B_{1}+B_{1}{ }^{\prime}\right) c
\end{aligned}
$$

Hence $\gamma=\rho\left(C_{1}\right)=\rho\left(\gamma B_{1}+B_{1}{ }^{\prime}\right)$, and $\gamma B_{1}+B_{1}{ }^{\prime}$ is irreducible if $B$ is irreducible. But either

$$
\gamma=1, \quad \gamma B_{1}+B_{1}^{\prime}=B, \quad \rho(B)=\gamma
$$

or

$$
\gamma>1, \quad \gamma B_{1}+B_{1}^{\prime} \geqq B, \quad \rho(\beta)<\gamma,
$$

or else

$$
\gamma<1, \quad \gamma B_{1}+B_{1}^{\prime} \leqq B, \quad \rho(B)>\gamma
$$

Now let $\beta=\rho(B) \leqq 1$, and let

$$
\beta b=B b>0
$$

Then $\left(I-\beta_{1}{ }^{-1} B_{1}\right)^{-1}=I+{\beta_{1}}^{-1} B_{1}+\beta_{1}{ }^{-2} B_{1}{ }^{2}+\cdots \geqq I+B_{1}+B_{1}{ }^{2}+\cdots=$ $\left(I-B_{3}\right)^{-1}=C_{1}$. But

$$
\begin{gathered}
\beta\left(I-\beta^{-1} B_{1}\right) b=B_{1}{ }^{\prime} b \\
\beta b=\left(I-\beta^{-1} B_{1}\right)^{-1} B_{1}^{\prime} b \geqq C_{1} b .
\end{gathered}
$$

Hence $\rho\left(C_{1}\right) \leqq \rho(B)$, and the equality can hold only if $\beta=1$. Existence is assured in this case since

$$
\rho\left(\beta^{-1} B_{1}\right)=\beta^{-1} \rho\left(B_{1}\right)<\beta^{-1} \rho(B)
$$

Note that as in the proof of theorem 4.8 one can show that $c>0$.
Theorem 4.13. Let $B \geqq B_{1}{ }^{\prime} \geqq B_{2}{ }^{\prime} \geqq 0$, equalities excluded, with $B$ irreducible and $\rho(B)<1$. Let $B_{i}=B-B_{2}^{\prime}, C_{2}=\left(I-B_{i}\right)^{-1} B_{i}{ }^{\prime}$. Then $\rho(B)>\rho\left(C_{1}\right)>$ $\rho\left(C_{2}\right)$.

By theorem 4.12, $\gamma_{\imath}=\rho\left(C_{\imath}\right)<1$. Let

$$
\gamma_{1} c_{1}=C_{1} c_{1}>0
$$

where the strict inequality follows from the remark made above. Then

$$
\gamma_{1} c_{1}=\left(\gamma_{1} B_{1}+B_{1}^{\prime}\right) c_{1}
$$

Let

$$
B^{\prime}=B_{1}^{\prime}-B_{2}^{\prime}=B_{2}-B_{1} \geqq 0
$$

Then

$$
\gamma_{1} B_{1}+B_{1}^{\prime}=\gamma_{1} B_{2}+B_{2}^{\prime}+\left(1-\gamma_{1}\right) B^{\prime} \geqq \gamma_{1} B_{2}+B_{2}^{\prime}
$$

Hence

$$
\gamma_{1} c_{1} \geqq\left(\gamma_{1} B_{2}+B_{2}^{\prime}\right) c_{1}
$$

From the proof of theorem 4.12 it can be seen that

$$
\rho\left(C_{2}\right)=\rho\left(\gamma_{2} B_{2}+B_{2}^{\prime}\right)
$$

and from the preceding result it appears that

$$
\rho\left(\gamma_{1} B_{2}+B_{2}^{\prime}\right)<\gamma_{1}
$$

Let

$$
\varphi(\gamma)=\rho\left(B_{2}+\gamma^{-1} B_{2}^{\prime}\right)
$$

Then

$$
\varphi\left(\gamma_{1}\right)<1
$$

and $\varphi$ decreases monotonically as $\gamma$ increases. But if

$$
\gamma_{2}=\rho\left(C_{2}\right)
$$

then

$$
\begin{gathered}
\rho\left(\gamma_{2} B_{2}+B_{2}{ }^{\prime}\right)=\gamma_{2} \\
\varphi\left(\gamma_{2}\right)=1 .
\end{gathered}
$$

Hence $\gamma_{2}<\gamma_{1}$. Hence the theorem.
Theorem 4.14. Let $B=B_{1}+B_{2},|B|=\left|B_{1}\right|+\left|B_{2}\right|$. Then if $\rho(|B|)<1$, $C=\left(I-B_{1}\right)^{-1} B_{2}$ exists and $\rho(C)<\rho_{1}(|B|)$.

This is a corollary to theorem 4.12.
A system of equations can generally be written in the form

$$
(I-B) x=h,
$$

with $B$ having a null diagonal. The most common iterative methods make use of either of the two sequences

$$
x_{p+1}=h+B x_{p},
$$

or

$$
x_{v+1}=k+C x_{\nu},
$$

where

$$
B=B_{1}+B_{2}, \quad k=\left(I-B_{1}\right)^{-1} h, \quad C=\left(I-B_{1}\right)^{-1} B_{2}
$$

Generally (in the so-called Gauss-Seidel method) $B_{1}$ is a lower triangle, $B_{2}$ an upper triangle. The theorems 4.12 and 4.13 say that when $B \geqq 0$, either both iterations converge or both diverge, for arbitrary $x_{0}$, and that if both converge, the second converges more rapidly. Moreover, the transfer of non-null elements from $B_{2}$ to $B_{1}$ accelerates convergence whenever convergence occurs. When the condition $B \geqq 0$ fails, however, the results are much less precise, and, in fact, examples can be constructed for which either iteration converges while the other diverges. Intuitively, though, one expects the second iteration to converge more rapidly, and in most practical cases this is so. Some other fairly general cases will be examined now.

Theorem 4.15. Let B have the form

$$
B=\left[\begin{array}{cc}
0 & R \\
Q & 0
\end{array}\right]
$$

where each 0 represents a square submatrix. Let

$$
B_{1}=\left[\begin{array}{ll}
0 & 0 \\
Q & 0
\end{array}\right], \quad B_{2}=\left[\begin{array}{cc}
0 & R \\
0 & 0
\end{array}\right]
$$

Then $C=\left(I-B_{1}\right)^{-1} B_{2}$ exists and $\rho(C)=\rho^{2}(B)$. Moreover, if $\lambda(B)$ is any proper value of $B$, then $\mu=\lambda^{2}(B)$ is a proper value of $C$; and if $\mu(C)=\lambda^{2}$ is a non-null proper value of $C$, then $\pm \lambda$ are proper values of $B$.

One verifies that $I+B_{1}=\left(I-B_{1}\right)^{-1}$ which proves the existence of $C$. Proof of the other assertions is based upon a well known property of determinants:

Lemma 4.15. If $A_{11}$ is nonsingular, then

$$
\operatorname{det}\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]=\operatorname{det}\left(A_{11}\right) \cdot \operatorname{det}\left(A_{22}-A_{21} A_{11}^{-1} A_{12}\right)
$$

In fact,

$$
\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]\left[\begin{array}{cc}
I & -A_{11}^{-1} A_{12} \\
0 & I
\end{array}\right]=\left[\begin{array}{cc}
A_{11} & 0 \\
A_{21} & A_{22}-A_{21} A_{11}^{-1} A_{12}
\end{array}\right]
$$

Hence take determinants of both sides.
Now it follows directly from the lemma that $\operatorname{det}(\lambda I-B)$ is equal to a power of $\lambda$ multiplied by $\operatorname{det}\left(\lambda^{2} I-Q R\right)$. Next

$$
C=\left[\begin{array}{cc}
0 & R \\
0 & Q R
\end{array}\right]
$$

and $\operatorname{det}(\mu I-C)$ is equal to a power of $\mu$ multiplied by $\operatorname{det}(\mu I-Q R)$. The theorem now follows immediately.

Note that if $R=Q^{T}, B$ is symmetric, and $I-B$ is positive definite if and only if $\rho(B)<1$, hence if and only if $p(C)<1$.

A matrix $A$ is said to have property (A) if there exists a permutation matrix $P$ such that

$$
P^{T} A P=D-B
$$

where $D$ is diagonal and $B$ has the form of theorem 4.15. This transformation permutes the diagonal elements among themselves. For purposes of equation solving or inverting, if $D$ is nonsingular, there is no restriction in assuming $D=I$.

Theorem 4:16. If $\rho(A)<1$, then there exists a positive definite matrix $H$ such that $H-A^{T} H A$ is positive definite. Conversely, if $H$ and $H-A^{T} H A$ are both positive definite, then $\rho(A)<1$.

If $H$ is positive definite, then there exists a matrix $G$ such that

$$
H=G^{T} G
$$

If $H-A^{T} H A$ is positive definite, then for every $x \neq 0$,

$$
\begin{gathered}
x^{T}\left(H-A^{T} H A\right) x>0 \\
(G x)^{T}(G x)>(G A x)^{T}(G A x)
\end{gathered}
$$

Let

$$
y=G x
$$

Then

$$
y^{T} y>\left(G A G^{-1} y\right)^{T}\left(G A G^{-1} y\right)
$$

$$
\|y\|_{s}>\left\|G A G^{-1} y\right\|_{B}
$$

for every $y \neq 0$. Hence $\left\|G A G^{-1}\right\|_{s}<1$ and $\rho(A)<1$.
Conversely if $\rho(A)<1$, there exists a nonsingular $G$ such that $\left\|G A G^{-1}\right\|_{s}<1$ (theorem 4.3). The above proof goes through in reverse.
Lemma 4.17. If $A$ and $S$ are symmetric, $A=S-B-B^{T}$, and

$$
C=(S-B)^{-1} B^{T}
$$

exists, then

$$
A-C^{T} A C=\left(I-C^{T}\right) S(I-C)
$$

This is verified directly.
Theorem 4.17. If $A, S, B$ and $C$ are as in the lemma, and $S$ is positive definite, then $\rho(C)<1$ if and only if $A$ is positive defnite.

If $A$ is positive definite, then $I-C$ is nonsingular. For suppose

$$
x=C x=(S-B)^{-1} B^{r} x
$$

Then

$$
\begin{gathered}
(S-B) x=B^{T} x, \\
\left(S-B-B^{T}\right) x=0, \\
A x=0,
\end{gathered}
$$

and hence $x=0$. Hence $\left(I-C^{T}\right) S(I-C)$ is positive definite, and by theorem 4.16, $\rho(C)<1$.

Next, suppose $\rho(C)<1$. Then

$$
P=\left(I-C^{T}\right) S(I-C)
$$

is positive definite, and

$$
\begin{aligned}
A & =P+C^{T} A C \\
& =P+C^{T} P C+\left(C^{2}\right)^{T} A C^{2} \\
& =P+C^{T} P C+\left(C^{2}\right)^{T} P C^{2}+\cdots
\end{aligned}
$$

Now if

$$
C=V \Lambda V^{-1}
$$

where $\Lambda$ is the Jordan normal form, it can be shown that there exists $W$ such that

$$
C^{T}=W \Lambda W^{-1} .
$$

Hence if $U=W V^{-1}$, then

$$
C^{T}=U C U^{-1} .
$$

Hence

$$
A=P+U C U^{-1} P C+U C^{2} U^{-1} P C^{2}+U C^{3} U^{-1} P C^{3}+\cdots
$$

Therefore $A$ is expressible as a converging series in positive definite matrices. Hence $A$ is itself positive definite.

In most applications, $S$ is the diagonal of $A$, and $S-B$ the lower triangle of $A$. However, $S$ can be made up of blocks of submatrices along the diagonal, and $B$ taken to be the lower triangle of $S-A$.

## 5. Errors and Iterations

Given a system of equations

$$
\begin{equation*}
A x=h \tag{5.1}
\end{equation*}
$$

let $x_{\nu}$ be supposed to approximate the true solution $x$, and let

$$
s_{\nu}=x-x_{\nu}, \quad r_{\nu}=h-A x_{\nu}=A\left(x-x_{\nu}\right)=A s_{\nu}
$$

Then

$$
s_{v}=A^{-1} r_{\nu}
$$

and, for any consistent norms,

$$
\begin{equation*}
\left\|s_{\nu}\right\| \leqq\left\|A^{-1}\right\| \cdot\left\|r_{\nu}\right\| \tag{5.3}
\end{equation*}
$$

A rigorous appraisal of the error $s_{\nu}$ requires knowing something of $A^{-1}$ as well as of $r_{\nu}$. If $A$ is known only as a numerical matrix, one can, in general, evaluate $\left\|A^{-1}\right\|$ only after evaluating $A^{-1}$. But in many cases the matrices $A$ which arise in the solution of linear differential equations have a rather simple structure, and certain norms can be evaluated, at least approximately, without knowing $A^{-1}$ explicitly.

For matrices known only numerically, the computed inverse is not necessarily sufficiently close to the true inverse to yield a value of $\left\|A^{-1}\right\|$ directly. However, a rigorous upper bound is available.

Theorem 5.1. Let $H=I-A C$, and, in any norm, let $\|H\|<1$. Hence $C$ is an approximation to $A^{-1}$. Then

$$
\left\|A^{-1}\right\| \leqq \frac{\|C\|}{1-\|H\|}, \quad\left\|A^{-1}-C\right\| \leqq \frac{\|C H\|}{1-\|H\|}
$$

Corollary 5.1. If $K=I-C A$ and $\|K\|<1$, then

$$
\left\|A^{-1}\right\| \leqq \frac{\|C\|}{1-\|K\|}, \quad\left\|A^{-1}-C\right\| \leqq \frac{\|K C\|}{1-\|K\|} .
$$

Evidently

$$
\begin{aligned}
A^{-1} & =C(I-H)^{-1} \\
& =C+C H+C H^{2}+\cdots
\end{aligned}
$$

and since $\|H\|<1$ the series converges. Hence

$$
\left\|A^{-1}\right\| \leqq\|C\|+\|C\| \cdot\|H\|+\|C\| \cdot\|H\|^{2}+\cdots=\|C\|[1-\|H\|]^{-1}
$$

The other relations are obtained in a similar way.

In actual application one should be warned that because of rounding the computed $H$ will, in general differ from the true one, and there is actually a case on record in which the norm of the computed $H$ gave too small an estimate of $\left\|A^{-1}-C\right\|$. For the $e$-norms, at least, it is possible to place a bound upon the difference between the norms of the true $H$ and the computed $H$, by considering the programming of the matrix product $A C$. Hence a rigorous, though possibly pessimistic, bound for $\left\|A^{-1}-C\right\|$ is still available.

The main objective in this section, however, will be to consider certain special matrices which arise in the finite difference schemes for solving differential equations. Only linear partial differential equations will be considered. Assume, first, that the equation is two dimensional, and that the solution is required over a rectangular region. It is no restriction to take two of the sides along the two axes. For hyperbolic and parabolic equations, the values of the required solution, or its derivatives, or both, are normally prescribed along three of the sides (initial and boundary values); for elliptic equations the function is prescribed along all four sides.

To set up the approximating difference equations, one subdivides the region by equally spaced vertical lines, and equally spaced horizontal lines, say $n$ vertical lines with spacing $\Delta x$, and $m$ horizontal lines with spacing $\Delta t$ or $\Delta y$. These lines intersect in $n m$ points forming a lattice, and one seeks to evaluate the required function at these points. To do this, one approximates the derivatives in the equation by finite differences according to some suitable method of interpolation, and so obtains a set of, altogether, $n m$ difference equations to be solved for the $n m$ functional values. These equations are linear and algebraic.

In abbreviated symbolic form, let $v$ be the function defined by the differential equations, and let the equation be written

$$
P(D) v=f
$$

where $P(D)$ represents a differential operator operating upon $v$, and $f$ is some given function, possibly zero. Let $u$ represent the function defined by the difference equations, hence defined only at the lattice points, and let

$$
\begin{equation*}
Q(\triangle) u=f \tag{5.4}
\end{equation*}
$$

represent the system of difference equations. Finally let $w=v-u$ represent the truncation error. This, like $u$, is defined only at the lattice points. Then

$$
Q(\triangle) w=[Q(\triangle)-P(D)] v
$$

Now the difference operator $Q(\triangle)$ can be expanded by known methods in terms of the derivatives, and hence $Q(\triangle)-P(D)$ can be expressed as a differential operator, say

$$
Q(\triangle)-P(D)=R(D)
$$

Hence

$$
\begin{equation*}
Q(\triangle) w=R(D) v . \tag{5.5}
\end{equation*}
$$

While $v$ is the required function, and hence not known, it may be that its existence and continuity properties are known to such an extent that by invoking the theorem of the mean, $R(D) v$ is known to be bounded and even has known bounds. These bounds are, of course, functions of $n$ and $m$, or, equivalently, of $\Delta x$ and $\Delta y$. If so, then $w$ satisfies a system of difference equations for which the right-hand members can at least be bounded. It is important to note that if we consider the right member of (5.5) to be known, then (5.4) and (5.5) are of the same form.

Now the lattice points are arranged in a rectangular array with $m$ rows of $n$ per row. Jet these be numbered from 1 to $n$ along the lower line; from $n+1$ to $2 n$ along the next, $\cdots$, and from $(m-1) n+1$ to $m n$ along the top line. Without ambiguity we can now let $u$ represent the vector whose elements are the values of the function $u$ arranged in the order just described, and let $w$ represent the vector whose elements are the values of the function $w$. Then the vectors $u$ and $w$ satisfy equations of the form

$$
A u=h
$$

and

$$
A w=k
$$

where only the right members differ. Three questions are of importance. The first is, does

$$
w=A^{-1} / \psi
$$

approach zero in a suitable norm as $n$ and $m$ become infinite, and if so, how rapidly? This is the question of convergence and truncation errors. In general, what kind of bounds can be established for $\|w\|$ as a function of $n$ and $m$ ? Second, given any approximation $u^{*}$ to $u$, however obtained, what bounds are available for $\left\|u^{*}-u\right\|$ as a function of $n$ and $m$ ? Evidently

$$
\begin{aligned}
A\left(u-u^{*}\right) & =h-A u^{*} \equiv d \\
u-u^{*} & =A^{-1} d \\
\left\|u-u^{*}\right\| & \leqq\left\|A^{-1}\right\| \cdot\|d\|
\end{aligned}
$$

Also

$$
\|w\| \leqq\left\|A^{-1}\right\| \cdot\|k\|
$$

Hence in both instances one needs to evaluate, at least approximately, the norm $\left\|A^{-1}\right\|$. In general $\left\|A^{-1}\right\|$ becomes infinite as $n$ and $m$ become infinite. It is important to know whether or not the norm grows so rapidly with $n$ and $m$ (e.g., exponentially) that carrying a reasonable number of extra digits in the computation would suffice to hold $\left\|u-u^{*}\right\|$ within bounds. This is the problem of numerical stability.

Finally, since these questions are independent of any method of solving the difference equations, this question remains. Since the systems are generally
large, one usually resorts to an iterative method of solving, and it is important to know that the selected method converges, and at what rate. In some schemes (the "marching" schemes), the problem does not arise, since the matrix $A$ is already triangular in form and the value of $u$ can be given explicitly at each point in terms of its values at previously computed points. In others, however, the implicit (or "jury") schemes, the matrix is not triangular, and this is always the case for elliptic equations. But for parabolic and hyperbolic equations the matrix is reducible, and one has to solve repeatedly a system of equations of order $n$ (instead of $n m$ ) all having an identical submatrix.

In the methods to be discussed, the matrix $A$ is expressible as an $m \times m$ array of submatrices, each of order $n$. Moreover these submatrices are themselves expressible as rational functions of the matrix $K$ defined in section 1. Hence the submatrices are symmetric and commutative, their proper vectors are the same as those of $K$, and their proper values are rational functions of those of $K$. It is possible to give explicit expressions for the proper vectors and for the proper values, but only the latter will be used here. These expressions follow immediately from the following theorem:

Theorem 5.2. Define the polynomials $\psi_{\nu}(\lambda, \rho) b y$

$$
\begin{aligned}
& \psi_{0}=1 \\
& \psi_{1}=\lambda \\
& \psi_{\nu}=\lambda \psi_{v-1}-\rho^{2} \psi_{\nu-2}, \quad \nu \geqq 2
\end{aligned}
$$

If $\mu_{1}$ and $\mu_{2}$ satisfy the quadratic

$$
\mu^{2}-\lambda \mu+\rho^{2}=0
$$

then

$$
\begin{gathered}
\psi_{\nu}=\frac{\mu_{1}^{\nu+1}-\mu_{2}^{y+1}}{\mu_{1}-\mu_{2}}, \quad \lambda^{2} \neq 4 \rho^{2}, \\
\psi_{\nu}=(\nu+1) \rho^{\nu}, \quad \lambda^{2}=4 \rho^{2} .
\end{gathered}
$$

Moreover, if

$$
\lambda=2 \rho \cos 2 \theta
$$

then

$$
\psi_{\nu}=\frac{\rho^{\nu} \sin 2(\nu+1) \theta}{\sin 2 \theta}
$$

and if

$$
\lambda=2 \rho \cosh 2 \omega
$$

then

$$
\psi_{\nu}=\frac{\rho^{\nu} \sinh 2(\nu+1) \omega}{\sinh 2 \omega}
$$

The proof is made by induction. Now one verifies also by induction that

$$
\psi_{\nu}(\lambda, 1)=\operatorname{det}\left(\lambda I-K_{\nu}\right)
$$

Hence
Theorem 5.3. The proper values of $K=K_{n}$ are

$$
\lambda_{\nu}(K)=2 \cos 2 \theta_{\nu}, \quad 2 \theta_{\nu}=2 \nu \theta_{1}=\frac{\nu \pi}{n+1}
$$

Many of the matrices $A$ to be considered are of the form described in the following theorem.

Theorem 5.4. Let A have the form

$$
A=\left[\begin{array}{cccc}
P & 0 & 0 & \cdots \\
-Q & P & 0 & \cdots \\
0 & -Q & P & \cdots \\
\cdot & \cdot & \cdot & \cdots
\end{array}\right]
$$

where $P=P(K)$ and $Q=Q(K)$ are polynomiols in $K$. Then if $\kappa_{p}=\lambda_{p}(K)$ is any proper value of $K$, then

$$
P\left(\kappa_{v}\right)=\lambda_{\nu}(P), \quad Q\left(\kappa_{v}\right)=\lambda_{\nu}(Q)
$$

are proper values of $P$ and $Q$, respectively. Let

$$
\left|\lambda_{x}(P)\right| \geqq \rho^{-1}>0
$$

and

$$
\left|Q\left(\kappa_{v}\right)\right| \leqq\left|P\left(\kappa_{v}\right)\right|
$$

for every $\nu$. Then

$$
\left\|A^{-1}\right\|_{\theta}=\left\|A^{-1}\right\|_{e^{\prime}} \leqq \rho n^{\frac{1}{4}} m .
$$

In fact, if $M=P^{-1} Q$, then

$$
A^{-1}=\left[\begin{array}{cccc}
P^{-1} & 0 & 0 & \cdots \\
M P^{-1} & P^{-1} & 0 & \cdots \\
M^{2} P^{-1} & M P^{-1} & P^{-1} & \cdots \\
\cdots & \cdots & \cdots & \cdots
\end{array}\right]
$$

Hence

$$
\left\|A^{-1}\right\|_{0}=\left\|A^{-1}\right\|_{\theta^{\prime}} \leqq\left\|P^{-1}\right\|_{0}+\left\|M P^{-1}\right\|_{0}+\cdots+\left\|M^{m-1} P^{-1}\right\|_{0}
$$

But $\nu^{\prime}=0,1, \cdots, m-1$,

$$
\left|\lambda_{\nu}\left(M^{\nu^{\prime}} P^{-1}\right)\right|=\left|\frac{\lambda_{\nu}^{\nu^{\prime}}(Q)}{\lambda_{\nu}^{\nu \prime+1}(P)}\right| \leqq\left|\lambda_{\nu}^{-1}(P)\right| \leqq \rho
$$

Hence

$$
\left\|M^{\nu^{\prime}} P^{-1}\right\|_{0} \leqq \rho n^{\frac{1}{2}}
$$

which proves the theorem.

Theorem 5.5. With hypotheses the same as in theorem 5.4, for large $m$ the inequality

$$
\left\|A^{-1}\right\| s^{-2}>[|P(\kappa)|-|Q(\kappa)|]^{2}+\frac{|P(\kappa) Q(\kappa)| \pi^{2}}{4 m^{2}}
$$

holds, where $\kappa=\kappa_{\nu}$ is that proper value of $K$ that minimizes the right member.
To prove this it is necessary to consider the matrix

$$
\lambda I-A^{T} A=\left[\begin{array}{ccccc}
\lambda I-P^{2}-Q^{2} & P Q & 0 & \cdots & 0 \\
P Q & \lambda I-P^{2}-Q^{2} & P Q & \cdots & 0 \\
\vdots & \vdots & \vdots & & \vdots \\
0 & 0 & 0 & \cdots & \lambda I-P^{2}
\end{array}\right]
$$

In this matrix every submatrix along the diagonal is of the form

$$
\lambda I-P^{2}-Q^{2}
$$

except for the last one, which is $\lambda I-P^{2}$; every block above and every block below the diagonal is $P Q$; and every other block is null. Evidently all submatrices are commutative. Hence consider the following lemma:

Lemma 5.5. With obvious nonsingularity assumptions, a triple-diagonal matrix has the following factorization:

$$
\left[\begin{array}{cccc}
P_{1} & Q_{1} & 0 & \cdots \\
R_{1} & P_{2} & Q_{2} & \cdots \\
0 & R_{2} & P_{3} & \cdots \\
\cdots & \cdots & \cdots & \cdots
\end{array}\right]=\left[\begin{array}{cccc}
I & 0 & 0 & \cdots \\
\Gamma_{1} & I & 0 & \cdots \\
0 & \Gamma_{2} & I & \cdots \\
\cdots & \cdots & \cdots & \cdots
\end{array}\right]\left[\begin{array}{cccc}
B_{1} & Q_{1} & 0 & \cdots \\
0 & B_{2} & Q_{2} & \cdots \\
0 & 0 & B_{3} & \cdots \\
\cdots & \cdots & \cdots & \cdots
\end{array}\right]
$$

where

$$
\begin{array}{rc}
B_{1}=P_{1}, & \Gamma_{1} B_{1}=R_{1}, \\
\Gamma_{1} Q_{1}+B_{2}=P_{2}, & \Gamma_{2} B_{2}=R_{2} \\
\Gamma_{2} Q_{2}+B_{3}=P_{3}, & \Gamma_{3} B_{3}=R_{3}, \\
\ldots, & \cdots
\end{array}
$$

Moreover, if the submatrices $P_{\nu}, Q_{\nu}, R_{\nu}$ are all commutative, then one can define

$$
\begin{aligned}
& \Psi_{0}=I \\
& \Psi_{v}=B_{\nu} \Psi_{v-1}, \quad \nu=1,2, \cdots, m
\end{aligned}
$$

and the $\Psi_{\nu}$ satisfy the recursion

$$
\begin{aligned}
& \mathbf{\Psi}_{0}=I \\
& \Psi_{1}=P_{1} \\
& \Psi_{\nu}=P_{\nu} \Psi_{\nu-1}-R_{v-1} Q_{\nu-1} \Psi_{\nu-2}, \quad \nu=2,3, \cdots, m .
\end{aligned}
$$

This is proved by induction. Evidently the determinant of the matrix on the left is equal to the determinant of $\Psi_{p}$.

Now let the submatrices $P_{\nu}, Q_{\nu}$ and $R_{v}$ be identified with those which occur in $\lambda I-A^{T} A$, and consider the polynomials $\psi_{\nu}(\lambda, P)$ of theorem 5.2. Then

$$
\begin{aligned}
\Psi_{r} & =\psi_{v}\left(\lambda I-P^{2}-Q^{2}, P Q\right), \quad \nu<m \\
\Psi_{m} & =\psi_{m}\left(\lambda I-P^{2}-Q^{2}, P Q\right)+Q^{2} \psi_{m-1}\left(\lambda I-P^{2}-Q^{2}, P Q\right)
\end{aligned}
$$

Since the matrices $P$ and $Q$ are commutative and diagonalized by the same orthogonal matrix $V$, the same is true of the matrices $\Psi_{v}$, and $V^{T} \Psi_{r} V$ is diagonal. Moreover, each diagonal element is a polynomial in $\lambda$ of degree $\nu$. Hence every proper value of $A^{T} A$ is a zero of a polynomial of the form

$$
\psi=\psi_{m}\left(\lambda-\sigma^{2}-\tau^{2}, \sigma \tau\right)+\tau^{2} \psi_{m-1}\left(\lambda-\sigma^{2}-\tau^{2}, \sigma \tau\right)
$$

where

$$
\sigma=P\left(\kappa_{\nu}\right), \quad \tau=Q\left(\kappa_{\nu}\right)
$$

for some $\nu$. Let

$$
\begin{gather*}
\lambda-\sigma^{2}-\tau^{2}=2 \sigma \tau \cos \theta  \tag{5.6}\\
\lambda=(\sigma-\tau)^{2}+4 \sigma \tau \cos ^{2}(\theta / 2)  \tag{5.7}\\
=(\sigma+\tau)^{2}-4 \sigma \tau \sin ^{2}(\theta / 2)
\end{gather*}
$$

Then by theorem 5.2,

$$
\begin{equation*}
\psi \sin \theta=\sigma^{m} \tau^{m}[\sin (m+1) \theta+(\tau / \sigma) \sin m \theta] \tag{5.8}
\end{equation*}
$$

To prove the theorem it will be shown that

$$
(|\sigma|-|\tau|)^{2}+4|\sigma \tau| \frac{\sin ^{2} \pi}{4(m+1)}
$$

is a lower bound for the zeros of $\psi$. The result will then follow from the fact that $\|A\|_{s^{2}}=\lambda$ is the smallest proper value. From the two expressions for $\lambda$ in (5.7) it is clear that when $\sigma$ and $\tau$ have like signs $\lambda$ is a decreasing function of $\theta$, and when they have opposite signs it is an increasing function. Suppose the signs are opposite. Since $|\tau / \sigma|<1$, the quantity within brackets in (5.8) is positive when

$$
0<2 \theta \leqq \frac{\pi}{m+1}
$$

For large $m$,

$$
\sin \frac{\pi}{4(m+1)} \doteq \frac{\pi}{4 m}
$$

which proves the theorem for this case. If the signs are alike, set $\theta=\pi-\theta^{\prime}$ and the result again follows. The smallest proper value of $A^{T} A$ is the smallest zero $\lambda$ of all the $\psi$ 's formed as $\kappa_{\nu}$ ranges over all proper values of $K$.

In case $P=I$, one has a "marching" method and there is no need for an iterative solution of the equations. But if $P \neq I$, the equations can be solved
by repeatedly solving systems with the matrix $P$, and if $n$ is large one may wish to resort to an iterative method of solving each time. Often $P$, or a scalar multiple of $P$, has the form

$$
\begin{equation*}
P=I-\mu K, \quad \mu>0 \tag{5.9}
\end{equation*}
$$

For large $n$,

$$
\rho(K) \doteq 2\left[1-\frac{\pi^{2}}{2 n^{2}}\right]
$$

whence the simple iteration converges if and only if $\mu \leqq \frac{1}{2}$. If

$$
C(\mu)=\mu(I-\mu J)^{-1} J^{T}
$$

then

$$
\rho(C)=\rho^{2}(\mu K)
$$

In fact, the principal minors of $\left[\lambda(I-\mu J)-\mu J^{T}\right]$ have a representation like that of $\psi_{\nu}(\lambda, \mu)$ but with $\lambda=4 \mu^{2} \cos ^{2} \theta$.

Theorem 5.6. If $P$ has the form (5.9), then the simple iteration converges, independently of the order of $P$, if and only if $\mu \leqq \frac{1}{2}$. In this event the Seidel type iteration converges twice as fast.

Turn, now, to some special methods, and consider first the parabolic equation:

$$
\partial^{2} u / \partial x^{2}=\partial u / \partial t
$$

The simplest method is to take

$$
\begin{equation*}
\gamma \delta_{x}^{2} u=\Delta_{y} u, \quad \gamma=\frac{\Delta y}{(\Delta x)^{2}} \tag{5.10}
\end{equation*}
$$

This leads to

$$
P=I, \quad Q=(1-2 \gamma) I+\gamma K
$$

Hence

$$
\lambda_{r}(Q)=1-4 \gamma \sin ^{2} \theta_{\nu}
$$

and

$$
\left|\lambda_{\nu}(Q) / \lambda_{\nu}(P)\right| \leqq 1
$$

for every $\nu$ if and only if $\gamma \leqq \frac{1}{2}$. In this event theorem 5.4 applies.
To apply theorem 5.5, note that.

$$
\lambda_{1}(P)-\lambda_{1}(Q)=4 \gamma \sin ^{2} \theta_{1} \doteq \frac{\pi \Delta y}{[(n+1) \Delta x]^{2}}
$$

and this certainly minimizes the first term on the right of the inequality. But $(n+1) \Delta x$ remains fixed as $n$ increases, while $\Delta y \sim m^{-1}$. Hence there exists a constant $\kappa^{\prime}$ independent of $n$ and $m$ such that

$$
\left\|A^{-1}\right\|_{s}<\kappa^{\prime} m
$$

If the region is bounded but not rectangular, it can be enclosed in a rectangular region, and by omitting certain rows and columns from the matrix associated with the rectangular region, one obtains that associated with the actual region. It is sufficient to omit only the off-diagonal elements. If $A_{t}$ represents the matrix associated with the true region, then

$$
I-A \geqq I-A_{t} \geqq 0 .
$$

Hence

$$
\rho\left(I-A_{t}\right)<\rho(I-A)<1,
$$

and therefore

$$
\left\|A_{t}^{-1}\right\|_{e}<\left\|A^{-1}\right\|_{e}, \quad\left\|A_{t}^{-1}\right\|_{s}<\left\|A^{-1}\right\|_{s}
$$

Thus the appraisals for the rectangular region provide upper bounds for the norms associated with more general regions.

The method

$$
\begin{equation*}
\gamma \delta_{x}^{2} u=\nabla_{\nu} u \tag{5.11}
\end{equation*}
$$

where $\nabla_{\nu} u$ represents the backward difference and $\gamma$ is the same as before, is an implicit scheme leading to

$$
P=(1+4 \gamma) I-2 \gamma K, \quad Q=I .
$$

Here one has

$$
\lambda_{\nu}(P)=1+8 \gamma \sin ^{2} \theta_{\nu}
$$

and the conditions of theorems 5.4 and 5.5 are satisfied independently of the value of $\gamma$. Since

$$
\lambda_{1}(P)-\lambda_{1}(Q)=8 \gamma \sin ^{2} \theta_{1},
$$

therefore, for some $\kappa^{\prime}$,

$$
\left\|A^{-1}\right\|_{s}<\kappa^{\prime} m
$$

To apply theorem 5.6 for convergence, one has

$$
\mu=\frac{2 \gamma}{1+4 \gamma}<\frac{1}{2} .
$$

so that both types of iteration converge.
The Crank-Nicolson method makes use of

$$
\begin{equation*}
\gamma \delta_{\bar{x}}^{2}\left(1+E_{y}\right) u=2 \triangle_{y} u . \tag{5.12}
\end{equation*}
$$

Hence

$$
\begin{aligned}
P & =(1+2 \gamma) I-\gamma K, \\
Q & =(1-2 \gamma) I+\gamma K, \\
\lambda_{\nu}(P) & =1+4 \gamma \sin ^{2} \theta_{\nu},
\end{aligned}
$$

$$
\lambda_{\nu}(Q)=1-4 \gamma \sin ^{2} \theta_{\nu} .
$$

Hence the conditions of the two theorems are fulfilled for all $\gamma$. For this case

$$
\lambda_{1}(P)-\lambda_{1}(Q)=8 \gamma \sin ^{2} \theta_{1}
$$

and again, for some $\kappa^{\prime}$,

$$
\left\|A^{-1}\right\|_{s}<\kappa^{\prime} m .
$$

For theorem 5.6 one has

$$
\mu=\frac{\gamma}{1+2 \gamma}<\frac{1}{2}
$$

More generally, consider

$$
\begin{equation*}
\gamma \delta_{x}^{2}\left(\beta+\alpha E_{y}\right) u=\triangle_{y} u, \quad 0 \leqq \alpha=1-\beta \leqq 1 . \tag{5.13}
\end{equation*}
$$

Then

$$
\begin{aligned}
P & =(1+2 \gamma \alpha) I-\gamma \alpha K, \\
Q & =(1-2 \gamma \beta) I-\gamma \beta K, \\
\lambda_{\nu}(P) & =1+4 \gamma \alpha \sin ^{2} \theta_{\nu}, \\
\lambda_{\nu}(Q) & =1-4 \gamma \beta \sin ^{2} \theta_{\nu} .
\end{aligned}
$$

The requirements of the theorems are satisfied if

$$
2 \gamma \alpha \geqq \gamma-\frac{1}{2}, \quad 2 \gamma \beta \leqq \gamma+\frac{1}{2} .
$$

Then

$$
\lambda_{1}(P)-\lambda_{1}(Q)=4 \gamma \sin ^{2} \theta_{1}
$$

and, for some $\kappa^{\prime}$,

$$
\left\|A^{-1}\right\|_{s}<\kappa^{\prime} m
$$

For the iteration one has

$$
\mu=\frac{\gamma \alpha}{1+2 \gamma \alpha}<\frac{1}{2} .
$$

The matrices required by the hyperbolic equation are slightly more complicated. Some additional preparation is required.

Theorem 5.7. A matrix $M$ expressible in the form

$$
M=\left[\begin{array}{ccccc}
I & 0 & 0 & 0 & \cdots \\
-B & I & 0 & 0 & \cdots \\
C^{2} & -B & I & 0 & \cdots \\
0 & C^{2} & -B & I & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots
\end{array}\right]
$$

in which $B$ and $C$ are commutative, has as its inverse

$$
M^{-1}=\left[\begin{array}{ccccc}
I & 0 & 0 & 0 & \cdots \\
\Gamma_{1} & I & 0 & 0 & \cdots \\
\Gamma_{2} & \Gamma_{1} & I & 0 & \cdots \\
\Gamma_{3} & \Gamma_{2} & \Gamma_{1} & I & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots
\end{array}\right]
$$

where

$$
\Gamma_{y^{\prime}}=\psi_{\nu^{\prime}}(B, C), \quad \nu^{\prime}=0,1, \cdots, m-1
$$

The polynomials $\psi_{v}$ are those defined in theorem 5.2 , and the proof is made by direct verification.

Corollary 5.7. If $B$ and $C$ are diagonalized by the same transformation, so, likewise, is each $\Gamma_{\nu^{\prime}}$, and

$$
\lambda_{\nu}\left(\Gamma_{\nu^{\prime}}\right)=\psi_{\nu^{\prime}}\left(\beta_{\nu}, \gamma_{\nu}\right)=\frac{\gamma_{\nu}^{\nu^{\prime}} \sin \left(\nu^{\prime}+1\right) \varphi_{\nu}}{\sin \varphi_{\nu}}
$$

where

$$
\begin{gathered}
\beta_{\nu}=\lambda_{\nu}(B), \quad \gamma_{\nu}=\lambda_{\nu}(C) \\
\beta_{\nu}=2 \gamma_{\nu} \cos \varphi_{\nu}
\end{gathered}
$$

The theorem and corollary permit estimates of the $e$-norms for the usual methods of solving the simple hyperbolic equation:

$$
\frac{\partial^{2} u}{\partial x^{2}}=\frac{\partial^{2} u}{\partial y^{2}}
$$

Evaluation of the spectral norm is more difficult and will be omitted.
The simplest method is represented by

$$
\begin{equation*}
\tau^{2} \delta_{x}^{2} u=\delta_{y}{ }^{2} u, \quad \tau=\frac{\Delta y}{\Delta x} \tag{5.14}
\end{equation*}
$$

This leads to a matrix $A=M$ of the form given in theorem 5.7 with

$$
\begin{equation*}
B=2\left(1-\tau^{2}\right) I+\tau^{2} K, \quad C=I \tag{5.15}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\beta_{\nu}=2-4 \tau^{2} \sin ^{2} \theta_{\nu}, \quad \gamma_{\nu}=1 \tag{5.16}
\end{equation*}
$$

From the corollary it follows that

$$
\left|\lambda_{\nu}\left(\Gamma_{\nu^{\prime}}\right)\right|<\csc \varphi_{\nu}
$$

If $\tau \leqq 1$, then

$$
\cos \varphi_{v}=1-2 \tau^{2} \sin ^{2} \theta_{\nu}
$$

and $\csc \varphi_{\nu}$ assumes its greatest value with $\nu=1$. Hence, neglecting terms of higher order,

$$
1-\frac{\varphi_{1}^{2}}{2}=1-\frac{2 \tau^{2} \pi^{2}}{4(n+1)^{2}}, \quad \varphi_{1}=\frac{\tau \pi}{n+1} \doteq \frac{\tau \pi}{n} .
$$

Hence

$$
\begin{gathered}
\left|\lambda_{\nu}\left(\Gamma_{\nu^{\prime}}\right)\right|<\frac{n}{\tau \pi} \\
\left\|\Gamma_{\nu^{\prime}}\right\|_{c}=\left\|\Gamma_{\nu^{\prime}}\right\|_{e^{\prime}}<\frac{n^{3 / 2}}{\tau \pi}
\end{gathered}
$$

and therefore

$$
\begin{equation*}
\left\|A^{-1}\right\|_{e}=\left\|A^{-1}\right\|_{e}^{\prime}<\frac{m n^{3 / 2}}{\tau \pi} \tag{5.17}
\end{equation*}
$$

If $\tau>1$, the trigonometric functions must, in some cases, be replaced by hyperbolic functions and the proper values can become arbitrarily large.

Analogous to the final method considered for parabolic equations is the scheme

$$
\begin{equation*}
\tau^{2}\left(\alpha E_{y}+\beta E_{y}^{-1}\right) \delta_{x}{ }^{2} u=\delta_{y}{ }^{2} u, \quad 0 \leqq \alpha=1-\beta \leqq 1 \tag{5.18}
\end{equation*}
$$

Let

$$
\begin{align*}
& P=\left(1+2 \alpha \tau^{2}\right) I-\alpha \tau^{2} K \\
& Q=\left(1+2 \beta \tau^{2}\right) I-\beta \tau^{2} K \tag{5.19}
\end{align*}
$$

Then the matrix which arises in this case is of the form

$$
\begin{equation*}
A=M \operatorname{diag}(P, P, \cdots, P) \tag{5.20}
\end{equation*}
$$

where $M$ is the matrix of theorem 5.7 with

$$
\begin{equation*}
B=2 P^{-1}, \quad C^{2}=Q P^{-1} \tag{5.21}
\end{equation*}
$$

All submatrices are symmetric and commutative. The proper values of $P$ and $Q$ are

$$
\begin{aligned}
& \lambda_{\nu}(P)=1+4 \alpha \tau^{2} \sin ^{2} \theta_{\nu} \\
& \lambda_{\nu}(Q)=1+4 \beta \tau^{2} \sin ^{2} \theta_{\nu}
\end{aligned}
$$

Hence all matrices are positive definite, and if $\beta \leqq \alpha$,

$$
\gamma_{\nu}{ }^{2}=\lambda_{\nu}\left(C^{2}\right) \leqq 1
$$

Reference to corollary 5.7 therefore shows that this condition ensures that

$$
\left|\lambda_{\nu}\left(\Gamma_{\nu^{\prime}}\right)\right|<\csc \varphi_{\nu}
$$

A little manipulation shows that

$$
\cos ^{2} \varphi_{\nu}=\lambda_{\nu}\left(P^{-1}\right) \lambda_{\nu}\left(Q^{-1}\right)
$$

and the largest value occurs with $\nu=1$. Neglecting terms of higher order,

$$
\varphi_{1}=\frac{\tau \pi}{n}
$$

whence

$$
\left|\lambda_{1}\left(\Gamma_{\nu^{\prime}}\right)\right|<\frac{n}{\tau \pi} .
$$

Moreover

$$
\left|\lambda_{\nu}\left(P^{-1}\right)\right|<1
$$

whence, again,

$$
\begin{equation*}
\left\|A^{-1}\right\|_{e}=\left\|A^{-1}\right\|_{e^{\prime}}^{\prime}<\frac{m n^{3 / 2}}{\tau \pi} \tag{5.22}
\end{equation*}
$$

Slightly more complicated is the scheme

$$
\begin{equation*}
\tau^{2}\left[\alpha E_{y}+(1-2 \alpha)+\alpha E_{y}^{-1}\right] u=\delta_{y}{ }^{2} u, \quad 2 \alpha<1 . \tag{5.23}
\end{equation*}
$$

For this method take

$$
\begin{align*}
& P=\left(1+2 \alpha \tau^{2}\right) I-\alpha \tau^{2} K \\
& Q=2 I-(1-2 \alpha) \tau^{2}(2 I-K) \tag{5.24}
\end{align*}
$$

Then $A$ has the form (5.20) with

$$
\begin{equation*}
B=Q P^{-1}, \quad C=I \tag{5.25}
\end{equation*}
$$

Then

$$
\begin{aligned}
& \lambda_{\nu}(P)=1+4 \alpha \tau^{2} \sin ^{2} \theta_{\nu} \\
& \lambda_{\nu}(Q)=2-4(1-2 \alpha) \tau^{2} \sin ^{2} \theta_{\nu}
\end{aligned}
$$

and

$$
\beta_{\nu}=\lambda_{\nu}(B)=\frac{\lambda_{\nu}(Q)}{\lambda_{\nu}(P)}<2 .
$$

Hence $\varphi_{\nu}$ is real and

$$
\left|\lambda_{\nu}\left(I_{\nu^{\prime}}\right)\right|<\csc \theta_{\nu} .
$$

The greatest value occurs at $\nu=1$, and

$$
\cos \varphi_{1}=1-\frac{2(1-2 \alpha) \tau^{2} \sin ^{2} \theta_{1}}{\left[1+4 \alpha \tau^{2} \sin ^{2} \theta_{1}\right]}
$$

Neglecting terms of higher order,

$$
\begin{equation*}
\varphi_{1}^{2}=4(1-2 \alpha) \tau^{2} \pi^{2} n^{-2}, \quad\left\|A^{-1}\right\|_{e}=\left\|A^{-1}\right\|_{e^{\prime}}<\frac{m n^{3 / 2}}{2 \tau \pi(1-2 \alpha)^{\frac{1}{2}}} \tag{5.26}
\end{equation*}
$$

For the elliptic equation, $\partial^{2} u / \partial x^{2}+\partial^{2} u / \partial y^{2}=0$, the simplest scheme is

$$
\begin{equation*}
\tau^{2} \delta_{x}^{2} u+\delta_{y}^{2} u=0, \quad \tau=\frac{\Delta y}{\Delta x} \tag{5.27}
\end{equation*}
$$

The matrix has the form

$$
A=\left[\begin{array}{cccc}
B & -I & 0 & \cdots  \tag{5.29}\\
-I & B & -I & \cdots \\
0 & -I & B & \cdots \\
\cdots & \cdots & \cdots & \cdots
\end{array}\right], \quad B=2\left(1+\tau^{2}\right) I-\tau^{2} K
$$

The proper values of $A$ are readily found by applying lemma 5.5 to the matrix $\lambda I-A$. In the recursion there defined,

$$
P_{\nu}=\lambda I-B, \quad R_{v}=Q_{\nu}=I .
$$

Hence

$$
\Psi_{r}=\psi_{\nu}(\lambda I-B, I)
$$

Let

$$
\beta_{\nu}=\lambda_{\nu}(B)=2+4 \tau^{2} \sin ^{2} \theta_{\nu}
$$

Then the zeros of $\psi_{m}\left(\lambda-\beta_{v}, 1\right)$ are the proper values of $A$. If $\beta$ is any $\beta_{\nu}$, and

$$
\lambda-\beta=2 \cos 2 \theta
$$

then $\psi_{m}$ vanishes for

$$
2 \theta=2 \theta_{\nu^{\prime}}=2 \nu^{\prime} \theta_{1}=\frac{\nu^{\prime} \pi}{m+1}
$$

and hence for

$$
\lambda=4\left(\cos ^{2} \theta_{\nu^{\prime}}+\tau^{2} \sin ^{2} \theta_{\nu}\right)
$$

This is least when $\nu^{\prime}=m, \nu=1$. Hence, neglecting terms of higher order, if $\lambda(A)$ is any proper value of $A$, then

$$
\lambda(A) \geqq \pi^{2}\left(m^{-2}+\tau^{2} n^{-2}\right)
$$

hence, for some constant $\kappa$, if $\tau$ remains fixed,

$$
\lambda(A) \geqq(\kappa m)^{-2}
$$

Hence

$$
\left\|A^{-1}\right\|_{s} \leqq \kappa^{2} m^{2}
$$

and

$$
\left\|A^{-1}\right\|_{e}=\left\|A^{-1}\right\|_{G}^{\prime} \leqq \kappa^{2} m^{5 / 2} n^{\frac{1}{3}}
$$

The cxamination of problems in three or more independent variables can be handled in the same way although, as one may expect, the details are more
complicated. If we refer to the matrices treated above as two-story matrices, then in three dimensions one must treat three-story matrices. That is, if, in the $z$-direction there are $p$ parallel planes in the lattice, then there arises a matrix $A$ of order $n m p$, and this matrix breaks up into $p^{2}$ submatrices of a pattern similar to those appearing above, but each of these submatrices itself falls into $m^{2}$ submatrices, each of order $n$. The patterns are repeated, and the analysis is similar but requires more steps to carry through.
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