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#### Abstract

The steady-state joint probability distribution of queue lengths is obtained for queuing networks with Poisson arrivals in which some of the service-time distribution functions are general (eg, not even differentabie). In particular, an analytucal model for queuing networks which is more general than those considered to date is produced by using the concept of generalized function Prevous results on the relationships between the properties of queuing discipline, product form, and local balance can be shown to hold in this more general setting.

Categories and Subject Descriptors C 4 [Computer Systems Organization] Performance of Systemsmodelng techntques, D 48 [Operating Systems] Performance-queuing theory General Terms Theory, Performance Addtional Key Words and Phrases Queuing networks, product form, local balance


## 1. Introduction

During the past few years, the scope of queuing network analysis has been enlarged considerably by various authors $[1,2,4-11]$. The results associated with the single queue [4] can be summarized as follows:
(1) A differential equation describing the state probabilities of the queue for a class of queuing disciplines can be derived.
(2) Any queue which satisfies station balance satisfies local balance and has productform steady-state probabilities. Furthermore, the steady-state probabilities of a queue which satisifes station balance are functions of the mean service times and are otherwise independent of the service distribution.
(3) Any queue with exponential service times for all classes and product-form steadystate probabilities must satisfy station balance.
(4) In any queue which satisfies station balance, arriving customers must commence service immediately (immediate service discipline).
(5) Product form implies local balance for queues with class-independent disciplines, that is, disciplines which treat all customers alike.

The difference between the above results and the results of this paper are that (i) the differential equation now involves generalized functions and (ii) all the above results have been extended to arbitrary service distributions with finite mean (the
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nondifferentiable case included). In this paper only (1) and (2) for a single queue will be proved, since this illustrates the use of the proof techniques.

The results for an open network of queues [4] can be summarized as follows:
(1) A differential equation describing the state probabilities in the open network can be derived.
(2) If every queue in the network satisfies local balance in isolation with Poisson arrivals, then the entire network satisfies local balance and the steady-state probabilities for the network are in product form.
(3) If all queues in the network have class-independent disciplines, then the network has product-form steady-state probabilities for all customer classes if and only if each queue in the network has product-form steady-state probabilities in isolation.
The difference between the above results and the results obtainable by the methods of this paper are that in (1) the differential equation now involves generalized functions and all the results can be extended to arbitrary service distributions with finite mean (the nondifferentiable case included). The results associated with networks of queues will not be presented here, but the details can be obtained from the authors.

## 2. Notation

From this point on, the word distribution will mean generalized function. Distribution function and probability density function will retain their usual meanings from probability theory.

Any Markov process considered in this paper is such that its time-dependent state probability density function satisfies some partial differential integrodifference equations determined by the system. These Markov processes are assumed to be ergodic in the sense that the time-dependent state probability density functions are uniquely determined (after normalization) by the corresponding partial differential integrodifference equations and initial conditions, and the time-dependent state probability density functions converge to unique steady-state probability density functions independent of what the initial time-dependent state probability functions were. The important point about the stochastic processes considered in this paper is that by the introduction of supplementary variables, one has a parent Markov process which is assumed to be ergodic. This allows one to interpret the steady-state probabilities as proportions of time.

Distributions. The theory of distributions is a topic of functional analysis which would require too much detail to discuss fully here. In this section we merely seek to develop an intuitive understanding of distributions, referring the reader to [3, 12] for additional information.

The following notation is defined for general use:

$$
\begin{aligned}
R & =\text { real numbers } \\
R^{n} & =\left\{\left(x_{1}, \ldots, x_{n}\right): x_{i} \in R, i=1, \ldots, n\right\}, \\
\Omega_{n} & =\left\{\left(x_{1}, \ldots, x_{n}\right): x_{i} \geq 0, i=1, \ldots, n\right\}, \\
C & =\text { complex numbers. }
\end{aligned}
$$

Let $\Omega$ be any open connected subset of $R^{n} . C_{0}^{\infty}(\Omega)$ is the vector space (over $C$ ) of all complex-valued functions defined on $\Omega$ which have compact support and are infinitely differentiable. Let $C^{n}(\Omega)$ be the vector space (over $C$ ) of all functions defined on $\Omega$ whose $n$th order derivatives are continuous for $n=0,1, \ldots,+\infty$. Let
$C_{B}^{n}(\Omega)$ be the vector subspace of $C^{n}(\Omega)$ of functions whose derivatives, up to and including the $n$th order, are bounded in the norm

$$
f \rightarrow \sup _{x \in \Omega}|f(x)| .
$$

Let $\phi \in C_{0}^{\infty}(\Omega)$. Let $p=\left(p_{1}, \ldots, p_{n}\right)$ be such that $p_{1}, \ldots, p_{n}$ are nonnegative integers. Let $N=\sum_{i=1}^{n} p_{2}$. Then, define $(\partial / \partial x)^{p}(\phi)$ by

$$
\left(\frac{\partial}{\partial x}\right)^{p}(\phi)=\frac{\partial^{N} \phi}{\partial x_{1}^{p_{1}} \cdots \partial x_{n}^{p_{n}}} .
$$

Give $C_{0}^{\infty}(\Omega)$ the canonical LF topology described in [12, Ch. 13-6, Ex. II]. $C_{0}^{\infty}(\Omega)$ is generally referred to as the space of test functions A linear functional on $C_{0}^{\infty}(\Omega)$ which is continuous in the canonical LF topology is called a distribution. More precisely, a linear functional $L: C_{0}^{\infty}(\Omega) \rightarrow C$ is a distribution if $L\left(\phi_{k}\right) \rightarrow 0$ as $k \rightarrow+\infty$ for any sequence of test functions ( $\phi_{k}$ ) which satisfy:
(a) for each $p=\left(p_{1}, \ldots, p_{n}\right)$, where $p_{i}$ is a nonnegative integer for $i=1, \ldots, n$, the sequence $\left((\partial / \partial x)^{p}\left(\phi_{k}\right)\right)$ converges uniformly to 0 , and
(b) there is a compact set $K \subset \Omega$ such that the support of $\phi_{k}$ is contained in $K$ for all $k$.

Let $\mathscr{D}^{\prime}(\Omega)$ be the vector space of the distribution on $C_{0}^{\infty}(\Omega)$.
The following examples should give an inturtive understanding of distributions.
Example 2.1. Consider $C_{0}^{\infty}(R)$, and define $\delta: C_{0}^{\infty}(R) \rightarrow C$ by

$$
\delta(f)=f(0)
$$

for all $f \in C_{0}^{\infty}(\Omega) . \delta$ is a distribution, and it is the Dirac delta "function."
Electrical engineers sometime write

$$
\delta(f)=\int_{-\infty}^{+\infty} \delta(x) f(x) d x=f(0)
$$

The use of the integral is motivated by the fact that every locally integrable function can be viewed as a distribution. This can be seen in the second example.

Example 2.2. Let $f$ be locally integrable on $R$. This means that for every compact set $K \subset R, \int_{K}|f(x)| d x<\infty$. Define $T_{f}: C_{0}^{\infty}(R) \rightarrow C$ by

$$
T_{f}(g)=\int_{-\infty}^{+\infty} f(x) g(x) d x
$$

for all $g \in C_{0}^{\infty}(R) . T_{f}$ is a distribution on $C_{0}^{\infty}(R)$ which is uniquely determined by $f$. In this sense, $f$ is identified with $T_{f}$.

Finite-order distributions (see [12]) can be written as a sum of certain order derivatives (in the distribution sense) of continuous functions. That is, if $T$ is a finite order distribution on $C_{0}^{\infty}(R)$, then there exist continuous functions $f_{1}, \ldots, f_{p}$ and nonnegative integers $q_{1}, \ldots q_{p}$ such that

$$
\begin{equation*}
T(\phi)=\int_{-\infty}^{+\infty} \sum_{j=1}^{p}(-1)^{q_{f}} f_{J}(x) \phi^{\left(q_{j}\right)}(x) d x \tag{2.1}
\end{equation*}
$$

for all $\phi \in C_{0}^{\infty}(R)$. If each $f_{j}$ is continuously differentiable of order $q_{j}$, then (2.1) becomes

$$
T(\phi)=\int_{-\infty}^{+\infty}\left(\sum_{j=1}^{p} f_{j}^{(q)}(x)\right) \phi(x) d x
$$

for all $\phi \in C_{0}^{\infty}(R)$.
The above motivates the following notation. Let $T \in \mathscr{D}^{\prime}(\Omega)$. Denote $T(f)$ for $f \in C_{0}^{\infty}(\Omega)$ by $\langle T, f\rangle$. That is, $T(f)=\langle T, f\rangle$. This notation is very close to that of inner product of two elements in a Hilbert space.

Now, if $T=T_{f}(=f)$, then $\langle T, \phi\rangle=\langle f, \phi\rangle=\int_{\Omega} f(x) \phi(x) d x$ for all $\phi \in C_{0}^{\infty}(\Omega)$.
The theory of distributions has been built primarily to extend some of the basic operations of analysis to functions for which these operations were not well defined in the usual sense. For instance, the derivative of a function that is not differentiable cannot be said to produce another well-defined function, but it does produce a distribution.

The case of differentiation is considered first. Let $f \in C^{1}(\Omega)$. Then, owing to the compactness of support of the test functions, one has

$$
\left\langle\frac{\partial f}{\partial x_{i}}, \phi\right\rangle=\left\langle-f, \frac{\partial \phi}{\partial x_{i}}\right\rangle
$$

for all $\phi \in C_{0}^{\infty}(\Omega)$. With the above in mind, one can define partial derivatives and higher order partial derivatives of any distribution in $\Omega$. Let $T \in \mathscr{D}^{\prime}(\Omega)$. Let $p=$ $\left(p_{1}, \ldots, p_{n}\right)$, where $p_{1}, \ldots, p_{n}$ are nonnegative integers. Let $|p|=\sum_{i=1}^{n} p_{i}$. Define $(\partial / \partial x)^{p} T$ by

$$
\left\langle\left(\frac{\partial}{\partial x}\right)^{p} T, \phi\right\rangle=(-1)^{|p|}\left\langle T,\left(\frac{\partial}{\partial x}\right)^{p} \phi\right\rangle
$$

for all $\phi \in C_{0}^{\infty}(\Omega)$.
Example 2.3. Let $f: R \rightarrow R$ be defined by

$$
f(x)= \begin{cases}0 & x<0 \\ 1 & x \geq 0\end{cases}
$$

Then for all $\phi \in C_{0}^{\infty}(R)$,

$$
\begin{aligned}
\left\langle\frac{d f}{d x}, \phi\right\rangle & =-\left\langle f, \frac{d \phi}{d x}\right\rangle=-\int_{-\infty}^{+\infty} f(x) \phi^{\prime}(x) d x \\
& =-\int_{0}^{+\infty} \phi^{\prime}(x) d x=\phi(0)=\langle\delta, \phi\rangle
\end{aligned}
$$

That is,

$$
\frac{d f}{d x}=\delta, \quad \text { the Dirac delta "function." }
$$

(Note that as a function, $d f / d x$ does not make sense.)
One other operation that should be considered is multiplication by any infinitely differentiable function. Let $T \in \mathscr{D}^{\prime}(\Omega)$ and $\phi \in C^{\infty}(\Omega)$. Define $\phi T: C_{o}^{\infty}(\Omega) \rightarrow C$ by

$$
\langle\phi T, \Psi\rangle=\langle T, \phi \Psi\rangle
$$

for all $\Psi \in C_{0}^{\infty}(\Omega)$.

Defined in this way, $\phi T$ is a distribution. This is the natural extension of multiplication by a function in $C^{\infty}(\Omega)$ to a locally integrable function.

With the above extended operations, one can consider partial differential equations whose solutions might be distributions.

Example 2.4. Consider the equation

$$
\frac{d T}{d x}=\delta
$$

where $\delta$ is the Dirac delta and $T$ is unknown. We have already seen that one solution is $T_{0}=f$, where

$$
f(x)= \begin{cases}0 & x \leq 0 \\ 1 & x>0\end{cases}
$$

This concept of using partial differential equations in distribution sense will be indispensible in later sections of the paper.

Instead of developing a notation which describes a variety of queuing disciplines and loads, the authors use the same notation as found in Chandy et al. [4]. In order to illustrate the proof techniques, the differential equation that describes the equilibrium state probabilities in the case of a single queue will be derived, as well as the theorem on station balance and product form.

## 3. Single Queue

Let $P(t, X)$ be the time-dependent state probability density function associated with state $X=\left(S, X_{1}, \ldots, X_{n}\right), S=(k(1), \ldots, k(n))$ of the queue. Since $X_{1}, \ldots, X_{n}$ are continuous random variables (residual life) which have right-continuous decreasing (in $X_{i}$ ) probability density functions, $P(t, X)$ will be right continuous in the $X_{i}$ and $P(t, X) \rightarrow 0$ as $X_{i} \rightarrow+\infty$ for any $i$. However, this time we can only assume that $\partial P(t, X) \mid \partial X_{i}$ is a distribution. Let

$$
\begin{aligned}
& \mathscr{H}_{n}=\operatorname{Span}\left\{\phi \in C^{(1)}\left(\Omega_{n}\right): \phi(X)=\int_{0}^{X_{2}} \psi(X) d X_{i}\right. \\
&\left.\quad \text { for some } \psi \in C_{0}^{\infty}\left(\Omega_{n}\right) \text { and } i=1, \ldots, n\right\},
\end{aligned}
$$

where $\Omega_{n}$ is as defined in the introduction and Span indicates that $\mathscr{H}_{n}$ consists of all finite linear (complex) combinations of such functions. Thus $\mathscr{H}_{n}$ is a vector space containing $C_{0}^{\infty}\left(\Omega_{n}\right)$ as a subspace.

Now for each $t \geq 0$, let $L_{t}: \mathscr{H}_{n} \rightarrow C$ be given by

$$
L_{t}(\phi)=\int_{\Omega_{n}} \phi(X) P(t, X) d X
$$

for all $\phi \in \mathscr{H}_{n}$. It is obvious that $L_{t}$ is a linear functional on $\mathscr{H}_{n}$ whose restriction to $C_{0}^{\infty}\left(\Omega_{n}\right)$ is a distribution. For the rest of the paper it will be convenient to abuse notation slightly by writing

$$
L_{\ell}(\phi)=\langle P(t, X), \phi\rangle
$$

for all $\phi \in \mathscr{H}_{n}$ to emphasize the idea that for each $t \geq 0, P(t, X)$ is also a distribution. The above abuse of notation will also be present in some of the other linear functionals defined on $\mathscr{H}_{n}$ later in this paper. It will be useful to note that
$\partial P(t, X) / \partial X_{i}$ is also defined and linear on $\mathscr{H}_{n}$ and is given by

$$
\left\langle\frac{\partial P(t, X)}{\partial X_{i}}, \phi\right\rangle=-\int_{\Omega_{n}} P(t, X) \frac{\partial \phi(X)}{\partial X_{i}} d X
$$

for all $\phi \in \mathscr{H}_{n}$. This is just the extension of its action as a distribution on $C_{0}^{\infty}\left(\Omega_{n}\right)$.
Balance equations will now be obtained by equating $\langle P(t+\Delta t, X), \phi\rangle$ to an expression involving $P(t, X), \partial P(t, X) / d X_{l}, \Delta t$, and $\phi$. In the time interval $(t, t+\Delta t)$ the state $X=\left(S, X_{1}, \ldots, X_{n}\right), S=(k(1), \ldots, k(n))$ is reached as the result of an arrival (arr), departure (dep), or no change in occupancy (nc). For small values of $\Delta t$ the effect of multiple events will be of order $o(\Delta t)$ and thus can be ignored. More specifically we have that

$$
\begin{align*}
\langle P(t+\Delta t, X), \phi\rangle= & \langle P(t+\Delta t, X), \phi\rangle_{\mathrm{arr}}+\langle P(t+\Delta t, X), \phi\rangle_{\mathrm{dep}} \\
& +\langle P(t+\Delta t, X), \phi\rangle_{\mathrm{nc}} . \tag{3.1}
\end{align*}
$$

for all $\phi \in \mathscr{H}_{n}$, where

$$
\begin{array}{ll}
\langle P(t+\Delta t, X), \phi\rangle_{\mathrm{arr}} & \text { is the contribution to } \\
\langle P(t+\Delta t, X), \phi\rangle & \text { due to arrivals, } \\
\langle P(t+\Delta t, X), \phi\rangle_{\text {dep }} & \text { is the contribution to } \\
\langle P(t+\Delta t, X), \phi\rangle & \text { due to departures, and } \\
\langle P(t+\Delta t, X), \phi\rangle_{\mathrm{nc}} & \text { is the contribution to } \\
\langle P(t+\Delta t, X), \phi\rangle & \text { due to no change in occupancy } \\
& \text { (no arrival and no departure). }
\end{array}
$$

Arrivals. Suppose that $X$ results from the arrival of a single customer during the interval $t$ to $t+\Delta t$. If the new customer was inserted at station $i$ at time $\tau, t \leq \tau<$ $t+\Delta t$, then the state of the system at time $t$ was $X_{\Delta t}-i$, where

$$
\begin{aligned}
X_{\Delta t}-i= & \left(S-i, X_{1}+r(1 \mid S-i) \Delta t, \ldots, X_{l-1}+r(i-1 \mid S-i) \Delta t,\right. \\
& \left.X_{t+1}+r(i+1 \mid S-i) \Delta t, \ldots, X_{n}+r(n \mid S-i) \Delta t\right),
\end{aligned}
$$

$r(i \mid S)$ is the service rate for the customer at station $i$ given occupancy $S$, and $R(S)=\sum_{i=1}^{n} r(i \mid S)$. The new customer is of class $k(i)$, so his initial service requirement $Y_{k(i)}$ has probability measure $T_{k(t)}$. Customers of class $k(i)$ arrive in accordance with a Poisson process with rate $\lambda_{k(2)}$, so the probability of such an arrival is $\lambda_{k(i)} \Delta t+$ $o(\Delta t)$. Station $i$ was chosen with probability $a(i \mid S-i, k(i))$ conditional on the class $k(i)$ and the prior occupancy $S-i$. We thus have

$$
\begin{aligned}
\langle P(t+\Delta t, X), \phi\rangle_{\mathrm{arr}}= & \Delta t \sum_{i=1}^{n} \lambda_{k(t)} a(i \mid S-i, k(i))\left\langle T_{k(t)},\langle P(t, X-i), \phi\rangle_{\imath}\right\rangle \\
& +o(\Delta t)
\end{aligned}
$$

where $\langle P(t, X-i), \phi\rangle_{t}=\int_{\Omega_{n_{t}}} \phi(X) P(t, X-i) d X^{t}, \Omega_{n_{t}}$ is the image of $\Omega_{n}$ under the map $\left(x_{1}, \ldots, x_{n}\right) \rightarrow\left(x_{1}, \ldots, x_{i-1}, x_{t+1}, \ldots, x_{n}\right), d X^{i}=\prod_{j=1, j \not k_{i}}^{n} d X_{j}$, and $\left(T_{k(\imath)}, \Psi\left(x_{t}\right)\right\rangle=\int_{0}^{+\infty} \Psi\left(x_{i}\right) T_{k(2)} d x_{\imath}$ for any $\Psi \in C_{B}^{(1)}(0,+\infty)$. This notation will be used many times in the following discussion. The error incurred by the replacement of $X_{\Delta t}-i$ by $X-i$ is absorbed into $o(\Delta t)$.

No change. The state at time $t$ must be

$$
\begin{aligned}
X_{\Delta t} & =\left(S, X_{1}+r(1 \mid S) \Delta t, \ldots, X_{n}+r(n \mid S) \Delta t\right) \\
& =X+r(S) \Delta t .
\end{aligned}
$$

It is easily seen that

$$
\langle P(t+\Delta t, X), \phi\rangle_{\mathrm{nc}}=\left(1-\sum_{k=1}^{K} \lambda_{k} \Delta t-o(\Delta t)\right)\langle P(t, X+r(S) \Delta t), \phi\rangle
$$

Keeping in mind that the boundary of $\Omega_{n}$ is some positive distance from $\operatorname{supp}(\Phi)$, we have

$$
\begin{aligned}
P(t, X+r(S) \Delta t), \phi) & =\int_{\Omega_{n}} P(t, X+r(S) \Delta t) \phi(X) d X \\
& =\int_{\Omega_{n}} P(t, X) \phi(X-r(S) \Delta t) d X \\
& =\int_{\Omega_{n}} P(t, X)\left[\phi(X)-\Delta t \sum_{j=1}^{n} r(j \mid S) \frac{\partial \phi(X)}{\partial X_{J}}\right] d X+o(\Delta t) \\
& =\langle P(t, X), \phi\rangle+\Delta t \sum_{j=1}^{n} r(j \mid S)\left\langle\frac{\partial P(t, X)}{\partial X_{J}}, \phi\right\rangle+o(\Delta t)
\end{aligned}
$$

for $\Delta t$ sufficiently small. Combining the above, we obtain

$$
\begin{aligned}
\langle P(t+\Delta t, X), \phi\rangle_{\mathrm{nc}}= & \langle P(t, X), \phi)-\sum_{k=1}^{K} \lambda_{k} \Delta t(P(t, X), \phi\rangle \\
& +\sum_{i=1}^{n}\left\langle\frac{\partial P(t, X)}{\partial X_{2}}, \phi\right\rangle r(i \mid S) \Delta t+o(\Delta t) .
\end{aligned}
$$

Departures. If state $X$ is to result from the departure of a single customer during the interval $t$ to $t+\Delta t$, the customer must have occupied some station $j=$ $1, \ldots, n+1$, been of some class $k$, and had remaining service time $0<\tau<$ $r(j \mid S+(j, k)) \Delta t$. Thus

$$
\langle P(t+\Delta t, X), \phi\rangle_{\mathrm{dep}}=\sum_{k=1}^{K} \sum_{j=1}^{n+1} \int_{0}^{r(\jmath \mid S+(J, k)) \Delta t}\left\langle P\left(t, X_{\Delta t}+(j, k, \tau)\right), \phi\right\rangle d \tau
$$

Since $P\left(t, X_{\Delta t}+(j, k, \tau)\right)$ is right continuous in $\tau$ and $\Delta t$, we have

$$
\begin{aligned}
\lim _{\Delta t \rightarrow 0} & {\left[\frac{1}{\Delta t} \int_{0}^{r(\rho \mid S+(J, k)) \Delta t}\left\langle P\left(t, X_{\Delta t}+(j, k, \tau)\right), \phi\right\rangle d \tau\right] } \\
& \left.=\lim _{\Delta t \rightarrow 0} r(j \mid S+(j, k)) \frac{1}{r(j \mid S+(j \mid k)) \Delta t} \int_{0}^{r(j \mid S+(j, k)) \Delta t} P\left(t, X_{\Delta t}+(j, k, \tau)\right), \phi\right\rangle d \tau \\
& =\langle P(t, X+(j, k, 0+)), \phi\rangle r(j \mid S+(j, k)) .
\end{aligned}
$$

We are now in a position to produce the balance equation. Subtracting $\langle P(t, X)$, $\phi$ ) from both sides of (3.1) and dividing by $\Delta t$, we compute the limit as $\Delta t$ tends to 0 . We then obtain the following time dependent balance equation:

$$
\begin{aligned}
\left\langle\frac{\partial P(t, X)}{\partial t}, \phi\right\rangle= & \sum_{i=1}^{n} \lambda_{k(2)} a(i \mid S-i, k(i))\left\langle T_{k(2)},\langle P(t, X-i), \phi\rangle_{\imath}\right\rangle \\
& -\sum_{k=1}^{K} \lambda_{k}\langle P(t, X), \phi\rangle+\sum_{i=1}^{n}\left\langle\frac{\partial P(t, X)}{\partial X_{i}}, \phi\right\rangle r(i \mid S) \\
& +\sum_{k=1}^{K} \sum_{j=1}^{n+1}(r(j \mid S+(j, k))\langle P(t, X)+(j, k, 0+), \phi\rangle
\end{aligned}
$$

for all $\phi \in \mathscr{H}_{n}$.

Because the system is assumed to be ergodic, it has a steady-state solution $\bar{P}(\bar{X})$ and $\langle P(t, X), \phi\rangle \rightarrow\langle P(X), \phi\rangle$ as $t \rightarrow+\infty$ for every bounded continuous function $\phi$ on $\Omega_{n}$. It is important to realize that the introduction of supplementary variables has made $X$ a Markov process. Thus $P(S)=\int_{\Omega_{n}} P(X) d X$ basically represents the proportion of time that the system is in state $S$. If $S$ did not have this ergodic parent Markov process, this interpretation of $P(S)$ would not be possible. Continuing with this idea of steady state, it is clear that

$$
\begin{aligned}
\lim _{t \rightarrow+\infty}\left\langle\frac{\partial P(t, X)}{\partial X_{i}}, \phi\right\rangle & =\lim _{t \rightarrow+\infty}\left\langle-P(t, X), \frac{\partial \phi}{\partial X_{i}}\right\rangle \\
& =-\left\langle P(X), \frac{\partial \phi}{\partial X_{i}}\right\rangle
\end{aligned}
$$

for all $\phi \in \mathscr{H}_{n}$. So there exists a unique linear functional on $\mathscr{H}_{n}$ which is denoted by $\partial P(X) / \partial X_{i}$ to which $\partial P(t, X) / \partial X_{i}$ converges (pointwise), and it is defined by

$$
\left\langle\frac{\partial P(X)}{\partial X_{l}}, \phi\right\rangle=-\int_{\Omega_{n}} P(X) \frac{\partial \phi(X)}{\partial X_{l}} d X
$$

for all $\phi \in \mathscr{H}_{n}$. Thus we have the following balance equation:

$$
\left.\begin{array}{c}
\sum_{k=1}^{K}\left[\lambda_{k}\langle P(X), \phi\rangle-\sum_{j=1}^{n+1} r(j \mid S+(j, k))\langle P(X+(j, k, 0+)), \phi\rangle\right] \\
=\sum_{i=1}^{n}[
\end{array} \lambda_{k(t)} a(i \mid S-i, k(i))\left\langle T_{k(i)},\langle P(X-i), \phi\rangle_{t}\right\rangle\right)
$$

This equation balances the loss in expectation of $\phi$ with the gain in expectation of $\phi . \lambda_{k}(P(X), \phi\rangle$ is the loss in expectation of $\phi$ due to arrivals;

$$
\sum_{j=1}^{n+1} r(j \mid S+(j, k))\langle P(X+(j, k, 0+)), \phi\rangle
$$

is the gain in expectation of $\phi$ due to departures of such customers. On the righthand side,

$$
\lambda_{k(2)} a(i \mid S-\imath, k(i))\left\langle T_{k(l)},\langle P(X-i), \phi\rangle_{\imath}\right\rangle
$$

is the gain in expectation of $\phi$ due to arrivals of customers at station $i$, and $r(i \mid S)\left\langle\partial P(X) / \partial X_{i}, \phi\right\rangle$ is the loss due to service at station $i$.
$P(X)$ is said to satisfy local balance if

$$
\begin{equation*}
\lambda_{k}\langle P(X), \phi\rangle=\sum_{j=1}^{n+1} r(j \mid S+(j, k))\langle P(X+(j, k, 0+)), \phi\rangle \tag{3.3}
\end{equation*}
$$

and

$$
\sum_{i=1}^{n}\left[\lambda_{k(l)} a(i \mid S-i, k(i))\left\langle T_{k(l)},\left\langle P(X-i, \phi\rangle_{t}\right\rangle+r(i \mid S)\left\langle\frac{\partial P(X)}{\partial X_{\imath}}, \phi\right\rangle\right]=0\right.
$$

for all $\phi \in \mathscr{H}_{n}$. This balances the rate of loss of expectation of $\phi$ due to arrivals of customers of class $k$ against the rate of gain of expectation of $\phi$ due to departures of such customers.

Similarly, $P(X)$ is said to satisfy station balance if

$$
\begin{equation*}
\lambda_{k(\imath)} a(i \mid S-i, k(i))\left\langle T_{k(i)},(P(X-i), \phi\rangle_{\imath}\right\rangle=-r(i \mid S)\left\langle\frac{\partial P(X)}{\partial X_{i}}, \phi\right\rangle \tag{3.4}
\end{equation*}
$$

for $i=1, \ldots, n$, all $\phi \in \mathscr{H}_{n}$, and all admissible states of $S$. This equation balances the gain in expectation of $\phi$ due to arrivals of customers to station $i$ to the loss in expectation of $\phi$ due to departures from that station.

We say that $p(X)$ is in product form if

$$
P(X)=C q(S) \prod_{i=1}^{n} \lambda_{k(t)}\left(1-F_{k(i)}\left(X_{i}\right)\right)
$$

for all admissible $X=\left(S, X_{1}, \ldots, X_{n}\right)$, where $C$ is a constant, $q(\phi)=1$, and $q(S)$ is algebraically independent of the various $X_{i}$ and $\lambda_{k}$. This means that $q(S)$ will be invariant under arbitrary changes in the $\lambda_{k}$ and $X_{i}$. However, $C$ may change owing to the normalization constraint.

Proceeding just as in [4], we get three forms of balance:
Product-form balance:

$$
\begin{align*}
\sum_{k=1}^{K} \lambda_{k} & {\left[q(S)-\sum_{j=1}^{n+1} r(j \mid S+(j, k)) q(S+(j, k))\right]\langle P(X), \phi\rangle } \\
& =-\sum_{i=1}^{n}[a(i \mid S-i, k(i)) q(S-i)-r(i \mid S) q(S)]\left\langle P(X), \frac{\partial \phi}{\partial X_{i}}\right\rangle \tag{3.5}
\end{align*}
$$

for all $\phi \in \mathscr{H}_{n}$.
Product-form local balance:

$$
\begin{align*}
q(S) & =\sum_{j=1}^{n+1} r(j \mid S+(j, k)) q(S+(j, k))  \tag{3.6}\\
\sum_{i=1}^{n} a(i \mid S-i, k(i)) q(S-i) & =\sum_{i=1}^{n} r(i \mid S) q(S)
\end{align*}
$$

for all admissible $S=(k(1), \ldots, k(n))$.
Product-form station balance:

$$
\begin{equation*}
a(i \mid S-i, k(i)) q(S-i)=r(i \mid S) q(S) \tag{3.7}
\end{equation*}
$$

for all admissible $S=(k(1), \ldots, k(n))$ and $i=1, \ldots, n$.
We are now in a position to illustrate the proof techniques needed for extending the results of [4] to the case where the service requirements are no longer assumed to have differentiable distribution functions.

Theorem 3.1. A state probability density function satisfies station balance if and only if it is in product form and satisfies product-form station balance.

Proof. If one assumes product form and product-form station balance, it is trivial to verify (3.4). So assume that we have station balance. That is,

$$
\lambda_{k(t)} a(i \mid S-i, k(i))\left\langle T_{k(t)},\langle P(X-i), \phi\rangle_{\imath}\right\rangle=-r(i \mid S)\left\langle\frac{\partial P(X)}{\partial X_{\iota}}, \phi\right\rangle
$$

for all $\phi \in \mathscr{H}_{n}$. The proof is completed by induction on $n$, the number of customers
in the queue. For $n=0$ this is trivial, so let $n>0$. Let

$$
H_{2}^{r}\left(X_{1}, \ldots, X_{r}\right)=\prod_{\substack{j=1 \\ j \neq \imath}}^{r} \lambda_{k())}\left(1-F_{k(\jmath)}\left(X_{j}\right)\right)
$$

Then on one side we have

$$
-r(i \mid S)\left\langle\frac{\partial P(X)}{\partial X_{l}}, \phi\right\rangle=r(l \mid S)\left\langle P(X), \frac{\partial \phi}{\partial X_{l}}\right\rangle .
$$

On the other side we have

$$
\begin{aligned}
& \lambda_{k(i)} a(i \mid S-i, k(i))\left\langle T_{k(i)},\langle P(X-i), \phi\rangle_{\iota}\right\rangle \\
& =\lambda_{k(t)} a(i \mid S-i, k(i))\left\langle\frac{d F_{k(t)}\left(X_{i}\right)}{d X_{i}},\langle P(X-i), \phi)_{i}\right\rangle \\
& =-\lambda_{k(2)} a(i \mid S-i, k(i))\left\langle\frac{d\left(1-F_{k(t)}\left(X_{2}\right)\right)}{d X_{i}},\langle P(X-i), \phi\rangle_{2}\right\rangle \\
& =\lambda_{k(t)} a(i \mid S-i, k(i))\left\langle\left(1-F_{k(t)}\left(X_{i}\right)\right), \frac{d\langle P(X-\imath), \phi\rangle_{i}}{d X_{i}}\right\rangle \\
& =\lambda_{k(l)} a(i \mid S-i, k(i))\left\langle\left(1-F_{k(l)}\left(X_{i}\right)\right),\left\langle P(X-i), \frac{\partial \phi}{\partial X_{\imath}}\right\rangle_{\imath}\right) \\
& =C q(S-i) a(i \mid S-i, k(i))\left\langle H_{n+1}^{n+1}\left(X_{1}, \ldots, X_{n+1}\right), \frac{\partial \phi}{\partial X_{\imath}}\right\rangle .
\end{aligned}
$$

The last equality was gained by way of induction hypothesis. So for all $\phi \in \mathscr{H}$,

$$
\begin{aligned}
r(i \mid S) & \left\langle P(X), \frac{\partial \phi}{\partial X_{i}}\right\rangle \\
& =C q(S-i) a(i \mid S-i, k(i))\left\langle H_{n+1}^{n+1}\left(X_{1}, \ldots, X_{n+1}\right), \frac{\partial \phi}{\partial X_{2}}\right\rangle
\end{aligned}
$$

Since $C_{0}^{\infty}\left(\Omega_{n}\right) \subset\left\{\partial \phi / \partial X_{i}: \phi \in \mathscr{H}_{n}\right\}$, we have

$$
r(i \mid S)\langle P(X), \psi\rangle=C q(S-i) a(i \mid S-i, k(i))\left\langle H_{n+1}^{n+1}\left(X_{1}, \ldots, X_{n+1}\right), \psi\right\rangle
$$

for all $\psi \in C_{0}^{\infty}\left(\Omega_{n}\right)$. Thus the two distributions are the same. That is,

$$
r(i \mid S) P(X)=C q(S-i) a(i \mid S-i, k(i)) \prod_{j=1}^{n} \lambda_{k(\jmath)}\left(1-F_{k(j)}\left(X_{j}\right)\right)
$$

That is,

$$
P(X)=C \frac{a(i \mid S-i, k(i))}{r(i \mid S)} q(S-i) \prod_{j=1}^{n} \lambda_{k(j)}\left(1-F_{k(j)}\left(X_{j}\right)\right),
$$

which says that $P(X)$ is in product form, and

$$
q(S)=\frac{a(i \mid S-i, k(i)) q(S-i)}{r(i \mid S)}
$$

which is product-form station balance.
Again, it is to be emphasized that all of the theorems of [2] and [4] can be extended to the case of general service-time distributions in a sımilar fashion.

## REFERENCES

1. Barbour, A.D. Networks of queues and the method of stages. Adv. Appl. Prob 8 (1976), 584-591.
2. Baskett, F., Chandy, K.M., Muntz, R.R, and Palacios-Gomez, F. Open, closed, and mixed networks of queues with different classes of customers. J. ACM 22, 2 (Apr. 1975), 248-260
3. Bremermann, H. Distributions, Complex Variables, and Fourier Transforms. Addison-Wesley, Reading, Mass., 1965
4. Chandy, K.M., Howard, J.H. Jr., and Towsley, D.F. Product form and local balance in queueing networks J. ACM 24, 2 (Apr. 1977), 250-263
5 Gelenbe, E, and Muntz, R R Probabilistic models of computer systems, Part 1. Acta Inf 7 (1976), 35-60
5. Gordon, W.J., and Newell, G F. Closed queueing systems with exponential servers Oper Res 15 (1967), 255-265.

7 Jackson, J R Networks of wating lines. Oper. Res 5 (1957), 518-521.
8. Jackson, JR. Jobshop-like queueing systems. Manage. Sci. 10, 1 (Oct 1963), 131-142.

9 Posner, M, and Bernholtz, B Two-stage closed queueing systems with time lags Can. Oper. Res. Soc. J. 5 (1967), 82-99
10 Posner, M, and Bernholtz, B Closed finite queueing networks with time lags Oper. Res. I6 (1968), 962-976
11. Posner, M, and Bernholtz, B Queueing network with time lags and several classes of units Oper Res. 16 (1968), 977-985.
12 Treves, F Topological Vector Spaces Distributtons and Kernels Academic Press, New York, London, 1967.

## BIBLIOGRAPHY

1 Buzen, JP Analysis of system bottlenecks using a queueng network model. ACM (SIGOPS) Workshop on System Performance Evaluation.
2 Buzen, J.P Computational algorithms for closed queueing networks with exponential servers. Commun. ACM 16, 9 (א'ept 1973), 527-531
3 Chung, K L A Course in Probablity Theory, 2nd ed Academic Press, New York, London, 1974
4 Doob, J.L Stochastic Processes. Wiley, New York, 1953
5 Isaacson, E., and Keller, H.B Analysis of Numerical Methods Wiley, New York, 1966
6. Kato, T. Perturbation Theory for Linear Operators Springer-Verlag, New York, 1966.

7 Kleinrock, L Queueing Systems, Vol. I. Wiley-Interscience, New York, 1975
8. Kleinrock, L Queueing Systems, Vol 2, Wiley-Interscience, New York, 1976

9 LiPSKy, L. Device utilization in a finite, but otherwise arbitrary closed queueing network with exponential servers LCF Rep., Computer Science Dep., Unıv. of Nebraska, Lincoln, Neb, 1974
10. Parzen, E. Stochastic Processes Holden-Day, San Francisco, 1962
11. Takacs, L. Introduction to the Theory of Queues. Oxford Press, New York, 1962.
received january 1980, revised september 1981; accepted september 1981

