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ABSTRACT
The Internet is subject to constant evolution. Its improve-
ment requires understanding its current properties, a per-
spective provided by measurement studies. A key challenge
in broadly studying evolution is to i) cover multiple protocols
ii)with longitudinal measurements. In this poster, we present
an Internet observatory that performs active measurements
of multiple protocols (e.g., DNS, HTTP2, QUIC) regularly
since 2016. Its measurements cover both i) the entire IPv4
address space and ii) > 50% of the domain name space to
provide a new perspective on Internet evolution. The goal
of this poster is to present its extensible architecture and
capabilities, thereby aiming to foster collaboration.
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1 THE NEED FOR MEASURING DOMAINS
Since the Internet is an entirely man-made system, it could
be assumed that its properties and usage is fully understood.
Yet, this is not the case. Well understood are the complex
building blocks (“DNA”) of the Internet, such as its protocols
(e.g., TCP/IP), technologies (e.g., Wi�), and applications (e.g.,
the World Wide Web). Due to its size (e.g., ⇡ 1B end-systems
in > 70k ASes) and the many individual components (e.g., 6K
IETF documents), the Internet can be considered one of the
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Figure 1: Observatory Architecture
largest and most complex man-made systems. Optimizing it
requires understanding its properties and evolution, a quest
that has motivated countless measurement studies.

Yet, typical active measurement studies study single proto-
cols over short time frames. Internet operation often involves
multiple protocols (e.g., TLS security can be improved by
DNS CAA records [12]), which is why a multi protocol focus
can enrich the understanding of Internet evolution. Besides
time, achieving a coverage of the probed addresses is a further
challenge. Only recently have regular scans of the entire IPv4
address space become feasible with the release of zmap [1, 8]
in 2013. Since then, Censys [2, 7] conducts regular multi-
protocol IPv4 scans—a valuable resource for many research
projects. However, Internet evolution renders IP-only scans
incapable of covering services by infrastructures that require
requests to provide valid host names (e.g., CDNs). To account
for this new reality, an Internet observatory must cover both
the i) domain name and the ii) IP address space.

However, obtaining domain name lists is notoriously hard
since names cannot be (e�ciently) enumerated andmany reg-
istries do not provide lists (zone �les)—if, they often require
NDAs. Further, DNS resolving large domain lists alone is com-
plex. This is demonstrated by the OpenINTEL project [13]
that resolves ⇡ 60% of the domain name space daily, enabled
by a substantial infrastructure of many workers. No further
protocols are probed—an additional complexity challenge.

2 OBSERVATORY ARCHITECTURE
Goal. The ambitious goal of our Internet Observatory is to
provide a new application/protocol-level perspective on In-
ternet evolution by regularly (daily / weekly) probing both
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i) the entire IPv4 address space and ii) more than 50% of the
domain name space for multiple protocols. The observatory
is based on an extensible architecture enabling scans for
new protocols to be added easily. Currently, it probes do-
mains/IPs for HTTP2 [14], QUIC [11], TLS support, and TCP
IW settings [10]—besides multiple DNS records per domain.

We next describe its architecture shown in Figure 1.
Target lists 1� The �rst challenge involves achieving a large
domain name coverage. To tackle this, we obtain (daily) zone
�les for .se, .nu, .gov, .com, .net, .org, .name, .�, and about
1k newgTLDs (e.g., .london) through various agreements
(e.g., as OpenINTEL [13]). As of May, these TLDs account
for 195M domains (58.7% of the overall domain name space).
Beyond current e�orts such as OpenINTEL, we argue to

increase the domain coverage by complementing zone �les
with additional data sources. This way, we feed a passive
DNS feed obtained from a campus network in our system.
We further incorporate a Certi�cate Transparency (CT) Log
live feed from which we extract domain names.
For example, .com as the largest TLD currently accounts

for 132M domains of which we �nd 44M to be TLS-capable.
Using historic up to recent CT Log data, we could extract
29.3M com domains. This approach, enables to identify do-
mains for which we have no zone �le access—e.g., 26.4M
additional ccTLD domains—highlighting its value.

Before scanning, we drop blacklisted domains/ IPs.
DNS resolution 2�We querymultiple DNS resource records
for every domain (i.e., A, AAAA for both the domain and an
www pre�x, ANY, SOA, CAA, MX, NS, including A/AAAA for
every MX/NS record). To perform the DNS resolution, we dis-
tribute it to a set of worker nodes, similar to OpenINTEL [13].
To scale the system to our hardware resources, we resolve
small TLDs daily and large ones (e.g., .com/net/org) only
weekly. This resolution can be scaled by adding hardware.
Protocol probing 3� They key addition of our observatory
is an extensible multi protocol probing architecture. It uses
a RabbitMQ [3] message broker to distribute workload to
subscribed workers via per-protocol measurement queues.
That is, i) IP list from zmap address space scans and ii) DNS
resolution of domain lists are fed into queues identi�ed by
a routing key (e.g., “(A-www, com)” indicates A lookups
of www pre�xed .com domains). The routing keys enable
workers to select the workload (e.g., to only scan selected
TLDs). Scan results are sent back to the message queue and
are written to disk by a dedicated worker. This way, many
workers can work in parallel and the number of workers
(per measurement) can be scaled while the measurement is
running. Workers can also be in remote locations to perform
multi-vantage point measurements (currently not used). In
addition, classi�er scripts enrich the results with IP geoloca-
tion, ASN data from current RIBs, and cloud or CDN usage.

3 CASE STUDIES
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(b) Cloud usage on www.

Figure 2: Domains’ www. hosts infrastructure analysis
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Figure 3: HTTP2 Adoption (data: http2.netray.io)

We demonstrate the measurement abilities of our observa-
tory with two simple longitudinal case studies run from our
vantage point in Aachen. First, we analyze hosting infrastruc-
tures by analyzing information returned to A record queries
of the domains www host. Bymatching CNAME records against
pattern of 77 CDNs [9], we show the prevalence of CDN full
site hosting in Figure 2a. We observe that domains in the
Alexa Top 1M list have a higher CDN adoption than domains
in the shown TLD zones. Yet, only few domains point their
www record directly to a CDN. Note that CDNs are often
used for assets (e.g., images.domain.tld), which this analy-
sis omits but which can be added by analyzing the HTML
payload from our TLS scanners. In contrast, more domains
point their www to Google [5], Amazon [4], or Azure [6] cloud
hosts as identi�ed by matching public cloud IP pre�xes in
Figure 2b. To study the evolution of a new Internet protocol,
we probe domains for HTTP2 and show the HTTP2 adoption
in Figure 3. Beyond simple studies, our data set enables new
perspectives by correlating properties of multiple protocols
in future work; a discussion this poster intends to open.

4 CONCLUSION
We created a new active measurement infrastructure to study
Internet evolutionwith large-scale, DNS-basedmulti-protocol
measurements.We thereby follow the ambitious goal to cover
a large domain name space with longitudinal measurements.
The goal of this poster is to foster collaboration with other
researchers to analyze the dataset. As an overview, we have
created a web page showing current statistics and further
information about our studies: netray.io.
Acknowledgements. Funded by the Excellence Initiative
of the German federal and state governments.
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