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ABSTRACT
This paper presents a hybrid deep learning network submitted to the
6th Emotion Recognition in the Wild (EmotiW 2018) Grand Chal-
lenge [9], in the category of group-level emotion recognition. Ad-
vanced deep learning models trained individually on faces, scenes,
skeletons and salient regions using visual attention mechanisms
are fused to classify the emotion of a group of people in an image
as positive, neutral or negative. Experimental results show that the
proposed hybrid network achieves 78.98% and 68.08% classification
accuracy on the validation and testing sets, respectively. These
results outperform the baseline of 64% and 61%, and achieved the
first place in the challenge.
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1 INTRODUCTION
Group-level emotion recognition has been a topic of interest in the
social psychology community for decades [24]. The interest in this
topic is motivated by the fact that group level emotions are essential
in understanding the sense of social identity and how individuals
relate to their social environment. Social psychology is not the only
area interested in group emotions. This topic also has applications
in shot selection [7], image retrieval [6], surveillance [2], event
detection [32], and event summarization [7], which motivates the
design of automatic systems capable of understanding human man-
ifestations of emotional attributes at the group level. The EmotiW
Group-level Emotion Recognition Sub-challenge was created with
the aim of advancing group-level emotion recognition. In this an-
nual sub-challenge, the collective emotion is classified as positive,
neutral, or negative using the Group Affect Database 2.0 [8].

Prior work in the area includes the work of Dhall et al. [8],
which introduces the Group Affect Database and a framework for
group emotion recognition which includes the extraction of facial
features using Facial Action Units, extraction of low-level features
on the aligned faces, extraction of scene features using the GIST and
CENTRIST descriptors and fusion using Multiple Kernel Learning.
Another work that also uses hand-crafted features is described
in [17]. Specifically, the authors used the Riesz transform and the
local binary pattern descriptor to exploit not only neighbouring
changes in the spatial domain of a face but also along the different
Riesz faces.

Different approaches based on deep neural networks have been
proposed to solve the task of the Group-level Emotion Recognition
Sub-challenge. In 2016, the winner of the sub-challenge proposed
the extraction of features from both the whole image and facial
regions using the combination of a convolutional neural network
(CNN) and a long short-term memory network (LSTM) [19]. Simi-
larly, the winner of the 2017 version of the sub-challenge proposed
to fuse the results of CNNs trained individually on faces and whole
images [30]. The authors used a large-margin softmax loss for dis-
criminative learning. In [11], we presented a hybrid network that
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Figure 1: The overall structure of the proposed hybrid network. The network contains 8 deep models trained on scenes, faces,
skeletons and visual attentions separately.

∑
i
Wi = 1, and 0 ≤ i ≤ 8. Details are described in Section 2 and 3.

exploited information from whole images, faces and the skeleton
representation of the subjects in the image using CNNs.

The problem of group emotion recognition is challenging due to
face occlusions, illumination variations, head pose variations, varied
indoor and outdoor settings, and faces at different distance from the
camera which may lead to low-resolution face images [23]. In this
paper, we propose a method to address this challenging problem by
using a hybrid network that fuses the predictions of models trained
individually on faces, scenes, skeletons and regions extracted with
visual attention mechanisms. One of the models is trained on faces
because facial expressions convey powerful discriminating informa-
tion for emotion recognition. The model trained on scenes captures
context information while the model trained on skeleton represen-
tations captures body gestures, which convey important affective
information according to research results on experimental psychol-
ogy and affective computing [26]. Visual attention is exploited by
one of the models to enable deeper image understanding through
fine-grained analysis by focusing on regions of the image that are
salient and relevant for the emotion recognition task. The proposed
hybrid network achieved the first place in the Group-level Emotion
Recognition Sub-challenge, reporting a classification accuracy of
78.98% and 68.08% on the validation and testing sets, respectively.
Code is available at https://github.com/gxstudy/EmotiW2018_Group-
level_Emotion_Recognition.

2 THE PROPOSED METHOD
The general idea of the proposed method is to train multiple deep
models to learn high-level abstractions of the input from different
perspectives, so that the learned models can complement each other
and be fused into a high-performance hybrid network (Figure 1).

2.1 Face Prediction
The VGG-FACE model is a 16-layer VGG architecture trained on a
large-scale dataset (VGGFace dataset [25]), containing 2.6M images
of 2.6K celebrities, for face recognition. It has been shown that
fine-tuning the VGG-FACE model for the task of facial emotion
recognition achieves better results than using hand-engineered
features or deep models trained from scratch [11, 12].

A new face-related model, VGG2-Senet-ft-FACE, was recently
proposed by the VGG group in [3]. VGG2-Senet-ft-FACE is a ResNet-
50 [14] networkwith Squeeze-and-Excitation (SE) blocks [16], which
was initially pretrained on the Ms-Celeb-1M dataset [13] and fine-
tuned on the VGGFace2 [3] training set. The VGGFace2 dataset
contains 3.31 million images of 9131 subjects.

The VGG2-Senet-ft-FACE model and VGG-FACE architectures
are modified in this paper to address the problem of group-level
emotion recognition. The modification consists of changing the
number of neurons in the last fully-connected layer to 3. The mod-
ified architectures are initialized with the weights of the original
VGG-FACE and VGG2-Senet-ft-FACE model individually, with the
exception of the last fully-connected layer, which is initialized with
weights sampled from a Gaussian distribution of zero mean and
variance 1 × 10−4. The learning parameters of each architecture,
such as the overall learning rate, the weight decay, and the learning
policy are set the same as in the original models, except that the last
fully connect layer is trained with a learning rate for the weight and
bias terms that is set to be 10 times larger than the overall learning
rate.

Faces are extracted and aligned usingMTCNN [39]. Themodified
VGG-FACE and VGG2-Senet-ft-FACE models are first fine-tuned on
a combined facial emotion dataset (30205 samples in total), which
includes images from the facial expression recognition 2013 (FER-
2013) dataset [10] and the GENKI-4K dataset [35]. The negative
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collection is formed with the angry and sad classes from the FER-
2013 database, the neutral collection is formed by combining neutral
images from both datasets, and the positive is formed by combining
the happy images from both datasets.

The models are further fine-tuned on the detected faces of the
Group Affect Database 2.0. During training, all the extracted faces
are re-scaled to 256 × 256 pixels and have the same weight when
fine-tuning the parameters of the network. For scoring, the mean
of the prediction of individual faces is used as the final prediction.

2.2 Scene Prediction
Deep models based on whole images (scene) have demonstrated su-
perior performance compared to hand-engineered features, such as
CENTRIST [36], in [11, 30]. A new state-of-the-artmodel, SENet [16],
which is the winner of the ImageNet 2017 Large Scale Visual Recog-
nition Challenge (ILSVRC 2017) [5], is based on the idea of stacking
Squeeze-and-Excitation (SE) blocks together to improve the repre-
sentational power of a network by explicitly modeling the inter-
dependencies between the channels of its convolutional features.
Squeeze-and-Excitation blocks can be applied to state-of-the-art
deep convolutional networks such as AlexNet [18], VGGNet [28]
and ResNet [14]. Inception-V2 [29] and SE-ResNet-50, which is a
50-layer ResNet with SE blocks, trained on ImageNet-1K database,
are used as scene models in this paper.

Specifically, whole images are used as input to SE-ResNet-50
and Inception-V2 deep networks. Each architecture is modified by
changing the number of neurons in the last layer to 3, indicating
a ternary classification, having as targets negative, neutral and
positive emotions for the group. With the exception of the last layer,
the modified architectures are initialized with the models trained
on ImageNet. The last layer in each architecture is initialized in the
same way as in the original setup of each architecture, and trained
with a learning rate for the weight and bias terms that is set to be 10
times larger than the overall learning rate. The learning parameters
of each architecture, such as the overall learning rate, the weight
decay, and the learning policy are set the same as in the original
submissions to the ImageNet challenge.

2.3 Skeleton Classification
Skeletons corresponding to the collection of keypoints of human
face, body and hands were first used for the problem of group-
emotion recognition in [11]. As shown in Figure 2, skeleton features
demonstrate salient patterns of different categories through facial
expression, people layout, pose and gestures. In this paper, we
propose to fine-tune an SE-ResNet-50 model on skeletons. The
skeleton of each image is extracted using OpenPose [4, 31, 34],
which can jointly detect human body, hand and facial keypoints
(130 keypoints in total for each person) on single images, invariant
to the number of people in the image. Model modification, training
parameters and training procedure are the same as in the SE-ResNet-
50 model trained on scene images.

2.4 Visual Attention Classification
Visual attention mechanisms have been widely explored in image
captioning [1, 21, 27], visual question answering [37, 38] and image
classification [22, 33]. In this paper, we propose to use areas of

Figure 2: Samples of skeleton representations. Left: origi-
nal image. Middle: skeleton representation 1 (includes faces
and bodies). Right: skeleton representation 2 (includes faces,
bodies and hands)

images that contain salient objects or features to classify group-
level emotions. Specifically, 16 salient regions are extracted using
the combined bottom-up and top-down attention mechanism pro-
posed in [1], then a SENet-154 model1 trained on the ImageNet-1k
database is used to extract a 2048-dimensional vector from each
region at layer pool5/7x7_s12. As shown in Figure 3, the attention
mechanism is able to detect and crop salient features such as people,
white signs, red signs, pink mats and bouquets.

After feature extraction, each image is represented by 16 feature
vectors (each vector of dimension 2048×1). Keeping only 16 regions
can be viewed as a hard attention mechanism, as only a small
number of image regions are selected from a large number of region
proposals. A single-layer LSTM [15] with 128 neurons is trained on
the extracted attention features. The network takes a sequence of
16 feature vectors and learns to combine features from 16 salient
areas and predict the overall emotion of the image. The learning
rate is set to 0.001, the bias terms are initialized to 0, and the weights
of the LSTM are initialized with values drawn from a truncated
normal distribution with mean 0 and standard deviation 0.1. The
training process runs for 10 epochs using Adam optimizer.

3 EXPERIMENTAL RESULTS
3.1 Group-Level Emotion Recognition

Sub-challenge
Group-level emotion recognition is one of the sub-challenges in
the 6th Emotion Recognition in the Wild (EmotiW 2018) Grand
Challenge [9]. The images in this sub-challenge are from the Group
Affect Database 2.0 [8], which contains 9815, 4346 and 3011 images
in the training, validation and testing sets, respectively3. These
images are collected from social events, such as convocations, mar-
riages, parties, meetings, funerals, protests, etc. Participants com-
pete on the accuracy of classifying the group perceived emotion as
positive, neutral or negative on the testing data.

3.2 Experimental Details
The prediction accuracy of the models tested on the validation
dataset is shown in Table 1. Large-margin softmax loss [20] is used
in each model, with the exception of the attention-LSTM model, to
1Model downloaded from https://github.com/hujie-frank/SENet
2pool5/7x7_s1 is a layer name
3Note that in 2017 the numbers of images were 311, 165, and 296, respectively
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Figure 3: Examples of visual attentions. Left: negative. Middle: neutral. Right: Positive.

Table 1: Performance of each model on the validation set.

Models Acc +LargeMargin
VGG-FACE Model 68.28 70.07

VGG2-Senet-ft-Face Model 68.94 70.55
Inception-V2 Scene Model 67.21 68.09
SE-ResNet-50 Scene Model 68.16 68.38

SE-ResNet-50 Skeleton Model 64.42 65.87
Attention LSTM Model 67.46 –

Table 2: Accuracies of model fusions on the validation set.

Fused Models Acc
VGG-FACE Model + VGG-FACE Non-positive 71.79

+ VGG2-Senet-ft-Face Model 73.49
+VGG2-Senet-ft-Face Model Non-positive 74.23

+Inception-V2 Scene Model 76.39
+SE-ResNet-50 Scene Model 76.85

+SE-ResNet-50 Skeleton Model 78.36
+Attention LSTM Model 78.98

further improve accuracy. The hybrid network is built by fusing
the predictions4 from individual models. Exhaustive grid search is
used to calculate the weights of the predictions of each model. The
weights range from 0 to 1, with increments of 0.05 and their sum is
constrained to be 1. The resulting weight of a redundant model is 0.

Since face models have high accuracy and low false-positive rate
on the positive class, the non-positive predictor, described in [11],
is used in combination with the fine-tuned VGG-FACE and VGG2-
Senet-ft-Face models5 so that weights can be separately assigned to
positive and non-positive classes during grid search. Table 2 shows
the performance gain by adding one model at a time to previously
fused models6.

3.3 Submission Results
The challenge allows 7 submissions in total. For the first submis-
sion, we trained models on the training data only and learned the

4By predictions we mean the probabilities of an image belonging to each class.
5Positive-only predictor was also applied, but the weight of it ended up being 0 after
grid search.
6Note that due to the length limitations of the paper, redundant models have been
removed and are not mentioned in this paper.

Table 3: Submission Results

Sub Training Data Val Test
1 Training Set Only 78.98 64.96
2 Training Set Only 67.21 59.81
3 Training + Val - 64.73
4 Training + Val - 65.86
5 Training + Val - 67.59
6 Training + Val - 67.32
7 Training + Val - 68.08

Table 4: Confusion matrix
of submission 1, with over-
all accuracy being 64.96%
on the testing data.

Neg Neu Pos
Neg 472 167 190
Neu 147 510 259
Pos 164 128 974

Table 5: Confusion matrix
of submission 7, with over-
all accuracy being 68.08%
on the testing data.

Neg Neu Pos
Neg 559 128 142
Neu 156 529 231
Pos 188 116 962

weights of the decision fusion by favoring the highest accuracy on
the validation data. Table 3 shows it overfits the testing set. The
second submission is a single Inception-V2 model on scene. The 3-4
submissions and 5-7 submissions are trained on the combination
of training and validation datasets with and without large-margin
softmax loss, respectively. Confusion matrices of submission 1 and
7 are shown in Table 4 and Table 5, respectively.

4 CONCLUSIONS
In this paper, a hybrid network that combines 8 models for group-
level emotion recognition in the wild is proposed. To the best of our
knowledge, visual attention mechanism is presented and explored
for the group emotion recognition problem for the first time in this
paper. The overall accuracy of the proposed method, which scored
the first place in the EmotiW Group-level Emotion Recognition
Sub-challenge, is 68.08% on the test data.
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