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1. INTRODUCTION

The Level 3 BLAS are a set of computational kernels targeted at matrix-
matrix operations with the aim of providing efficient and portable imple-
mentations of algorithms on high-performance computers. The linear alge-
bra package LAPACK [Anderson et al. 1995], for example, makes extensive
use of the Level 3 BLAS.

This article describes a version of single- and double-precision Level 3
BLAS computational kernels [Dongarra et al. 1990a; 1990b] called the
RISC BLAS, designed to be efficient on RISC processors. It is based on the
use of the matrix-matrix multiplication kernel GEMM. We show that this
implementation is portable and efficient on a range of RISC-based comput-
ers.

This version of the Level 3 BLAS is an evolution of the one described by
Daydé et al. [1994] for MIMD vector processors. They report on experi-
ments on a range of computers (ALLIANT, CONVEX, IBM, and CRAY) and
demonstrate the efficiency of their approach whenever a tuned version of
the matrix-matrix multiplication is available. They conclude by saying that
similar ideas could be used to design a tuned uniprocessor Level 3 BLAS for
computers where the processor accesses data through a cache, since block-
ing would also be beneficial.

The availability of powerful RISC processors is of major importance in
today’s market, since they are used both in workstations and in the most
recent parallel computers. Because of the success of RISC-based architec-
tures, we have decided to study the design of a version of the Level 3 BLAS
that is efficient on RISC processors. This tuned version of the Level 3 BLAS
uses the same blocking ideas as in Daydé et al. [1994], except that the
ordering of loops is designed for efficient reuse of data held in cache. Thus,
all the codes are specifically tuned for RISC processors, and the software
includes a tuned version of GEMM.

Our basic idea in the design of the Level 3 BLAS is to partition the
computations across submatrices so that the calculations can be expressed
in terms of calls to GEMM and operations involving triangular matrices.
All the codes we are using are written in Fortran and are tuned using
blocking, copying, and loop-unrolling. We believe these codes provide an
efficient implementation of the Level 3 BLAS on computers where a highly
tuned version is not available. In this article, the timings for the non-
GEMM blocked kernels are for versions using our own blocked GEMM code.
We note, that, in cases when the vendor supplies a more efficient version of
GEMM, it is trivial for us to use this in these other kernels (see Section 9).
By doing so, we can often do far better than the vendor-supplied versions of
these other kernels. At this time, we are very concerned with portability
and so have only included a few specific tuning techniques that are crucial
on some computers. Additionally, our experiments often use nonideal—
critical—leading dimensions for the matrices involved in the calculations
(e.g., powers of two). On some machines the times would be better for other
values. We would be happy to discuss with users and vendors the possibil-
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ity of designing more highly tuned, but less portable, kernels for specific
machines. We also hope to receive input and comments from users to
improve this software.

The implementation of the kernels using both blocking and loop unrolling
is described in Sections 3 to 8 (examples of codes are included); more details
on this implementation are reported by Qrichi Aniba [1994]. We only
consider the implementation of the real and the double-precision Level 3
BLAS kernels.

This implementation of the Level 3 BLAS is available on anonymous
FTP, and we welcome input from users to improve and extend our BLAS
implementation. More details and more experiments can be found in Daydé
and Duff [1996] and Daydé and Duff [1997].

2. BLOCKED IMPLEMENTATION OF LEVEL 3 BLAS FOR RISC
PROCESSORS

2.1 RISC Processors

Vector processors are commonly used in supercomputers. Recently, very
fast RISC processors, which can also process vectors efficiently, have come
on to the market. They are usually more efficient than vector processors on
scalar applications. The main reason for their success in the marketplace is
their very good cost-to-performance ratio. They are used as a CPU both in
workstations and in most of the current MPPs (DEC Alpha on CRAY T3E,
SPARC on CM5 and PCI CS2, HP PA on CONVEX EXEMPLAR, and
RS/6000 on IBM SP1 and SP2).

We report results from uniprocessor executions on a range of RISC-based
computers (in practice, we have performed experiments on a larger set of
machines):

(1) CRAY T3D (1 node) located at IDRIS

(2) DEC 8400 5/300 located at RAL

(3) HP 715/64 located at ENSEEIHT

(4) IBM SP2 (1 thin node) located at CNUSC

(56) MEIKO CS2-HA (using a HyperSparc processor) located at CERFACS

(6) SGI Power Challenge 10000 using a MIPS R10000 processor located at
CERFACS

(7) SUN UltraSPARC-1 model 140 located at ENSEEIHT

2.2 Efficient Exploitation of the Memory Hierarchy

The ability of the memory to supply data to the processors at a sufficient
rate is crucial on most modern computers. This necessitates complex
memory organizations, where the memory is usually arranged in a hierar-
chical manner. The minimization of data transfers between the levels of the
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memory hierarchy is a key issue for performance [Gallivan et al. 1987,
1988].

Most of the RISC-based architectures have a memory hierarchy involving
a cache. The cache memory is used to mask the memory latency (typically
the cache latency is around 1-2 clocks, while it is often 10 times higher for
the memory). The code performance is high so long as the cache hit ratio is
close to 100%. This may happen if the data involved in the calculations can
fit in cache or if the calculations can be organized so that data can be kept
in cache and efficiently reused. One of the most commonly used techniques
for that purpose is called blocking, and examples of this are reported in the
following sections. Blocking enhances spatial and temporal locality in
computations. Unfortunately, blocking is not always sufficient, since the
cache miss ratio can be dramatically increased in quite an unpredictable
way by memory accesses using a stride greater than 1 [Bodin and Seznec
1994].

Some strides are often called critical because they generate a very high
cache miss ratio (i.e., when referencing cache lines that are mapped into
the same physical location of the cache). These critical strides obviously
depend on the cache management strategy. For example, assuming a(i) is
one word and assuming the cache line length is equal to four words
(assuming that the cache is initially empty), when executing the loop

do i =1,n4
temp = temp + a(i)
enddo
then each read of a(i) causes a cache miss.

Copying blocks of data (e.g., submatrices) that are heavily reused may
help to improve memory and cache accesses (e.g., by avoiding critical
strides). Since it may induce a large overhead, it is, however, not always a
viable technique (e.g., when the number of memory references required by
the copy is the same order as the number of flops involved in the calcula-
tion to be performed). We illustrate copying in our blocked implementation
of the BLAS. Note that blocking and copying are also very useful in limiting
the effect of TLB (Translation Lookaside Buffer) misses or memory paging.

2.3 Motivations and Design of the RISC BLAS

We have previously implemented full and sparse linear solvers on comput-
ers where a tuned version of the BLAS was not available (or was not
available without cost), or where the tuning of some of the BLAS kernels
was not done efficiently. Because the performance of the Level 3 BLAS is
crucial to most of our work, we decided to invest some time in the tuning of
the Level 3 BLAS kernels.

Our main goal when designing the RISC BLAS was to provide reasonable
performance with very simple software, on a range of computers. Our
interest in RISC processors arose from the fact that they are used in
workstations and parallel computers where a well-tuned version of the
BLAS was often not available.
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We considered the blocking of the triangular solver from the Level 3
BLAS—TRSM—in Daydé and Duff [1989]. Then, we developed a blocked
version of the Level 3 BLAS for MIMD vector multiprocessors [Amestoy
and Daydé 1993; Daydé et al. 1994]. At the same time, we also studied the
development of a parallel version of the Level 3 BLAS for Transputers
[Berger et al. 1991]. Some of the ideas in the Transputer parallel version
and in the blocked version for MIMD vector processors were used to design
the serial and parallel versions of the Level 3 BLAS for the BBN TC2000
[Amestoy et al. 1995]. Note that the BBN TC2000 used a RISC processor:
the Motorola 88100. The serial version developed for the BBN was ex-
tended and modified to be portable and efficient on a wide range of RISC
processors [Daydé and Duff 1996; Qrichi Aniba 1994]. The corresponding
software—Version 0—was made available in 1995 and was installed in
various places. The version we refer to in the present article is Version 1.0.

The RISC BLAS differs from the blocked version of the Level 3 BLAS for
MIMD vector multiprocessors in the following ways:

—The loop ordering is dictated by consideration of efficient cache reuse
rather than parallel implementation.

—The codes are now tuned for RISC processors rather than for vector
processors, and, additionally, we provide a tuned GEMM code.

—SYMM and SYR2K are blocked in a different way and only make use of
GEMM (as described in Ling [1993] and suggested implicitly in Sheikh
and Liu [1989)]).

Our basic idea for efficient implementation of the BLAS on RISC processors
is to express all the Level 3 BLAS kernels in terms of subkernels that
either perform GEMM operations on square submatrices of order NB or
perform operations involving triangular submatrices. Additionally, all the
calculations in these subkernels are performed using tuned Fortran codes
with loop-unrolling. Copying is occasionally used. Of course, the relative
efficiency of this approach depends on the availability of a highly tuned
GEMM kernel. Our approach is relatively independent of the computer:
only the NB parameter, corresponding to the block size, and in some cases
the loop-unrolling depth need to be set according to the characteristics of
the target machine. NB is determined by the size of the cache (see Section
3.1) and the loop-unrolling depth by the number of scalar registers. The
value of NB is set within the installation makefile by selecting an architec-
ture name.

Note that Kagstrom et al. [1998a; 1998b] use similar ideas. Using their
terminology, the RISC BLAS is a GEMM-based BLAS. In fact, most of the
manufacturers develop BLAS in that way [Sheikh and Liu 1989].

The main differences between the RISC BLAS and the work by Kagstrom
et al. are the following:

—The RISC BLAS only makes use of Level 3 BLAS operations. These
operations are effected using the tuned Fortran codes included in our
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software. A lot of effort has been made to provide tuned building blocks
(using blocking, copying, and loop-unrolling) for all the kernels including
GEMM.

—The GEMM-based BLAS does not provide a tuned implementation of
GEMM and relies on the one available on the computer. It is based on the
use of GEMM and Level 1 and Level 2-based operations.

—The RISC BLAS is still a on-going effort. Version 2.0 will be delivered
soon: some improvements in the GEMM design (e.g., multilevel blocking)
have been implemented, and complex versions of GEMM will be included.

—We incorporate some specific optimizations in our software that appear
to be crucial on some processors (e.g., we have a version tuned for the
SGI Power Challenge 10000), but we have not included all possible
optimizations, in order to keep the code simple (our intention is not to
provide the best possible implementation on a particular processor but a
good one over a range of processors). We will certainly distribute sepa-
rately tuned versions of the RISC BLAS for specific processors in the
future.

The installation makefile provided in our software offers default options
for a wide range of computers (including those used in our experiments).
Basically, the user has only to select an architecture name (e.g., RS6K64
for an IBM RS6000 Power with a 64KB cache or SPARC10 for SUN
workstations using a SPARC 10 processor), the corresponding organization
of operations (TRIADIC or NOTRIADIC for the IBM RS6000 and the SUN,
respectively) according to the recommendations in the makefile, and the
compiler and linker options (we provide default options). Examples when
using GEMM are included in Section 3.1. We use the C preprocessor as the
main mechanism to generate the version of the RISC BLAS for a particular
processor. Our software has been tested on a wide range of RISC processors
running the UNIX operating system. We have not yet studied extensions
for non-UNIX systems, but generating a Fortran version (without C prepro-
cessor directives) before porting the code is straightforward.

Modifying the software to add a new processor is extremely simple: only
the block size (which depends on the cache size) has to be set using a very
simple calculation rule as explained in Section 3.1. The TRIADIC organiza-
tion of operations is almost always the best choice.

In the following sections, we describe the blocked implementation of the
real and double-precision Level 3 BLAS: GEMM, SYMM, TRSM, TRMM,
SYRK, SYR2K (all these names are prefixed by S or D depending on
whether the routine is single or double precision).

For each kernel there are a number of options, e.g., whether the matrix is
transposed or not. For the sake of clarity, we comment only on one of these
variants of the kernels, and we illustrate our blocking strategy on matrices
that are only partitioned into four blocks. In practice, the matrices are
partitioned into square blocks of order NB where NB is chosen according to
the machine characteristics.
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3. BLOCKED IMPLEMENTATION OF GEMM

3.1 Description of the Blocked GEMM

GEMM performs one of the matrix-matrix operations
C = aop(A) op(B) + BC,

where a and 3 are scalars; A and B are rectangular matrices of dimensions
m X k and k X n, respectively; C is an m X n matrix; and op(A) is A or
AT

We consider the following case (corresponding to op equal to “No trans-
pose” in both cases):

( Cll C12 ) ( All A12 )( Bll BlQ ) ( Cll C12 )
—a +B
C21 C22 A21 A22 BQl B22 C21 CZZ
DGEMM can obviously be organized in terms of a succession of matrix-
matrix multiplication on submatrices as follows:

(1) Cyy <« BCy; + aAy;B;; (GEMM)
(2) Cyy « Cyy + aA 5By, (GEMM)
(3) C1p «— BC1s + aA11B1, (GEMM)
(4) C1y < C1y + aA 5B,y (GEMM)
(5) Cyy — BCyy + aAyBiy (GEMM)
(6) Cyy « Cyy + aAy,B,; (GEMM)
(7) Cyy — BCyy + aAy1B1y (GEMM)
(8) Cyy « Cay + aAyyByy (GEMM)

The ordering of these eight computational steps is determined by consider-
ations on efficient reutilization of data held in cache. The submatrix of A,
because of the access by rows, leads to nonunit strides in the innermost
loops of the calculations. It is then multiplied by « and transposed into a
working array AA. AA is kept in cache as long as required. This is why we
have decided to organize the calculations in order to reuse the submatrices
of A as much as possible (thus, trying to amortize the cost of this copy), and
we perform all operations involving a submatrix before moving to another
one (see Figure 1). For our simple example, it means that we perform the
calculations as follows: Step 1, Step 3, Step 5, Step 7, Step 2, Step 4, Step 6,
and Step 8. This approach is similar to that used by Dongarra et al. [1991].

The blocked code is reported in Figure 1. We use two tuned Fortran codes
to perform calculations on submatrices (see Figure 2):
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* Form C := betaxC

IF( BETA.EQ.ZERO ) THEN
DD 20 J=1, N
DO 10 I =1, M
c( I, J) = ZERO
10 CONTINUE
20 CONTINUE
ELSE
DO 40 J =1,
DD 30 I =
c(1,1
30 CONTINUE
40 CONTINUE
END IF

N
1, M
) = BETA*C( I, J )

* Form C := alpha*A*B + betaxC.

DO 70 L =1, K, NB
LB = MINCK - L + 1, NB)
D060 I =1, M, NB
IB=MINCM -1I+ 1, NB)
D0 62 II =I, I+ 1IB-1
DO 61 LL =L, L +LB -1
AA(LL-L+1,II-I+1)=ALPHA#A(II,LL)
61 CONTINUE
62 CONTINUE
DO 50 J =1, N, NB
JB =MIN(N-J+ 1, NB)
*
* Perform multiplication on submatrices

IF ((MOD(IB,2).EQ.0).AND.(MOD(JB,2).EQ.0)) THEN
CALL DGEMML2X2_NN(IB,JB,LB,AA,NB,B(L,J),LDB,C(I,J),LDC)

ELSE
CALL DGEMML_NN(IB,JB,LB,AA,NB,B(L,J),LDB,C(I,J),LDC)
END IF
50 CONTINUE
60 CONTINUE

70  CONTINUE

Fig. 1. Blocked code for GEMM.
—DGEMML2X2_NN is a tuned code for performing matrix-matrix multipli-
cation on square matrices of even order.

—DGEMML_NN is a tuned code that includes additional tests over
DGEMML2X2_NN to handle matrices of odd order. It is occasionally
slightly less efficient than DGEMML2X2_NN.
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C := alpha*A*B + C.
C := alpha*A*B + C. po70 J=1, N, 2
DO 60 I =1, M, 2
po70 J=1, N, 2 Ti1 = ¢(I,D)
D060 I =1, M, 2 T21 = C(I+1,])
T11 = ¢(I,J) T12 = C(I,J+1)
T21 = C(I+1,J) T22 = C(I+1,J+1)
T12 = C(I,J+1) DOSO L =1, K
T22 = C(I+1,J+1) B1 = B(L,J)
DD SO L=1, K B2 = B(L,J+1)
B1 = B(L,J) Al = ACL,I )
B2 = B(L,J+1) A2 = A(L,I+1)
Al = A(L,I) T1 = Bil*Al
A2 = A(L,I+1) T2 = B1%A2
T11 = T11 + B1*A1 Ul = B2#A1
T21 = T21 + B1*A2 U2 = B2#A2
T12 = T12 + B2*Al Ti1 = T11 + T1
T22 = T22 + B2%A2 T21 = T21 + T2
50 CONTINUE T12 = T12 + Ut
Cc(1,J) = T1t T22 = T22 + U2
C(I+1,J) = T21 50 CONTINUE
C(I,J+1) = T12 Cc(1,J) = T11
C(I+1,J+1) = T22 C(I+1,J) = T21
60 CONTINUE C(I,J+1) = T12
70 CONTINUE C(I+1,J+1) = T22
60 CONTINUE
70 CONTINUE

Fig. 2. Tuned code for GEMM (left: TRIADIC option, right: NOTRIADIC option).

We have used two versions for all the tuned codes:

—the TRIADIC option for computers where triadic operations are either
supported in the hardware (e.g., the floating-point multiply-and-add on
IBM SP2) or are efficiently compiled

—the NOTRIADIC option for other computers.

The use of triadic operations should not normally degrade the performance
severely on processors that do not support these operations, since efficient
code generation can transform them into dyadic operations. However, in
early versions of SPARC compilers, we saw that there was sometimes such
a degradation. Thus we prefer to offer both options.

The tuned code DGEMML2X2_NN using the TRIADIC options is shown
on the left side of Figure 2, while the code corresponding to the NOTRI-
ADIC option is shown on the right side. The selection between the options
is effected using the C preprocessor that generates one of the two codes. All
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the tuned codes described in the rest of this article offer both options. In
Version 1.0 of the RISC BLAS, we use a 2-by-2 and a 4-by-2 unrolling in
double and single precision, respectively. In Version 2.0, the same loop-
unrolling depth will be used in both precisions on 64-bit processors such the
DEC, the IBM, and the MIPS processors.

There is some freedom for selecting an appropriate block size. Since the
elements of the working array AA that are used to store the transpose of
the submatrix of A, and the submatrix of B, are referenced several times in
the innermost computational loops (see Figure 2), NB should be chosen to
guarantee that these subarrays fit in cache. Additionally, the elements of C
that are updated should also fit in cache [Bodin and Seznec 1994; Gallivan
et al. 1988; Hennessy and Patterson 1996; Ling 1993].

If the leading dimension of an array is critical—e.g., a multiple of a
power of two—the effective space in the cache to hold a submatrix of that
array may be drastically reduced (typically, several elements of the subma-
trix are to be stored at the same cache location, increasing the number of
cache misses). It is then useful to detect these critical leading dimensions
[Ling 1993; Kagstrom et al. 1998a; 1998b]. One possibility is to decrease
NB in order to decrease the number of cache misses in an attempt to fit the
submatrix into the cache. Copying these blocks into a working array with a
favorable leading dimension is also very useful (as used in the RISC BLAS).
Note that avoiding powers of 2 as dimensions of a 2D array is not always
sufficient to prevent a catastrophic behavior of caches [Bodin and Seznec
1994].

Similarly to Bell [1991] and Dongarra et al. [1991], NB is selected for the
RISC BLAS in a simple way: it is chosen so that all the submatrices of A,
B, and C required for each submultiplication fit in the largest on-chip
cache, except for the MEIKO CS2-HA because the HyperSparc only pos-
sesses an external cache on that computer. On some machines, access to
off-chip caches has so low latency that we can improve performance by
using a larger block size. This is true, for example, on the SGI Power
Challenge. The most efficient use of multilevel cache machines is outwith
the scope of this article, but some multilevel blocking is implemented in
Version 2.0 of our software. Additionally in Version 2.0, the multiplication
of C by B is effected within the sectioning loops so that the submatrix of C
can be reused more efficiently. The way we manage critical leading dimen-
sions will be improved in future releases of the RISC BLAS.

Since all the computational kernels call GEMM, the block size NB is
always determined as the most appropriate block size for GEMM. That is,
we choose the largest even integer (even—to enhance loop-unrolling by
using the tuned codes such as DGEMML2X2 NN without needing addi-
tional tests to handle matrices with odd order) such that

3(NB)*prec < CS
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Table I. Block Size Used in the Blocked BLAS on the Target Computers

Cache
Characteristics Block Size o

Organization of  Clock Peak

Computer Size Org. Single  Double Operations (MHz) Perf.
CRAY T3D 8KB Direct 24 16 TRIADIC 150 150
DEC 8400 5/300 96KB  3-way 88 60 TRIADIC 300 600
HP 715/64 64KB  Direct 72 52 TRIADIC 64 128
IBM SP2 64KB  4-way 72 52 TRIADIC 66 264
MEIKO CS2-HA  256KB  4-way 140 100 NOTRIADIC 100 100
SGI Power 10000 32KB  Direct 42 36 TRIADIC 195 390
SUN Ultra-1 140 16KB  Direct 36 24 NOTRIADIC 143 286

where prec is the number of bytes corresponding to the precision used (four
bytes for single precision and eight bytes for double precision in IEEE
format), while CS is the cache size in bytes. For example, with a 64KB
cache, NB is set to 52 when using 64-bit arithmetic.

We show the block sizes used in our experiments in Table I. We also
include the cache organization (direct-mapped or set-associative). Note that
the DEC processor (DEC 21164) used on the DEC 8400 5/300 has two levels
of internal cache of size equal to 8KB and 96KB, respectively, and an
external cache of between 1MB and 64MB. We have tuned our codes with
respect to the second level of internal cache, since our experiments show
this is the most efficient. The SGI Power Challenge the using R10000
processor and the UltraSPARC-1 have an external cache of size equal to
1MB and 512KB respectively.

Single-Precision Implementation on the IBM RS/6000 and IBM SP2.
Slight modifications [Dongarra et al. 1991] allow further improvement in
performance on the IBM Power and Power2 processors. The IBM FPU
performs its arithmetic using 64-bit operands. As a consequence, these
processors perform single-precision operations in the following way:

(1) Convert operands from single to double precision.
(2) Perform double-precision computation.
(38) Convert the double-precision result into single precision.

These conversions can be very costly and explain why the IBM is slower in
single precision than in double precision. Therefore, we have slightly
modified the tuned code SGEMML4X2 to convert operands within the
innermost loop once only. The matrix A is copied into a double-precision
working array in the blocked code, and the elements of arrays C and B are
stored in double-precision temporary scalars.

We have used this data conversion only in SGEMM on the IBM, but it
should be used everywhere else. Since IBM provides a tuned BLAS imple-
mentation in its scientific library, we have decided not to spend too much
effort on tuning our code for the IBM.
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Table II. Average Performance in Mflop/s of the Blocked Implementation of DGEMM and
SGEMM on RISC Workstations (using square matrices of order 32, 64, 96, and 128)

op( A), op( B)

Processor DGEMM/SGEMM ‘N’, ‘N’ ‘N, ‘T" T, ‘N’ ‘T, ‘T
CRAY T3D standard /12 /12 /15 /8
blocked /49 /40 /49 /49
library /90 /66 /87 /71
DEC 8400 5/30 standard 95/105 98/108 76/77 61/65
blocked 216/246 208/267 215/239 211/258
library 335/412 327/388 345/416 318/395
HP 715/64 standard 15/18 16/18 20/22 22/24
blocked 29/55 30/59 30/55 34/56
library 52/81 47/63 46/71 51/81
IBM SP2 (thin node) standard 31/32 32/32 51/27 51/27
blocked 132/153 111/167 146/171 135/191
library 189/206 182/197 197/220 161/202
MEIKO CS2-HA standard 39/28 36/33 30/33 27/36
blocked 38/60 45/58 39/69 43/78
SGI Power 10000 standard 79/91 77/95 110/12  90/108
blocked 152/152  197/174 206/247 225/249
blocked (64KB) 206/271 194/261 200/264 186/266
library 136/152 168/173 198/247 209/249
SUN Ultra-1 140 standard 28/42 26/42 33/54 26/45
blocked 67/112 64/116 67/112 63/118

3.2 Numerical Experiments

We show in Table II the performance achieved on CRAY T3D, DEC 8400
5/300, IBM SP2, HP 715, MEIKO CS2-HA, SGI Power Challenge, and SUN
UltraSPARC-1. We also include the performance of the manufacturer-
supplied library version when available (we use -lblas on the SGI and the
HP, ESSL on the IBM SP2, SCILIB on the CRAY T3D, and -ldxml on the
DEC 8400). We only include the single-precision experiments for the CRAY
T3D, since single precision corresponds to 64-bit arithmetic on that ma-
chine (we proceed similarly for the other kernels). “Standard” in column 2
of Tables II, III, V, and VI refers to the standard Fortran version. The
performance reported is the average performance achieved on a set of 4
matrix-matrix multiplications where matrices are square of order 32, 64,
96, and 128. We also report, on the SGI Power Challenge, the performance
achieved using an increased block size corresponding to a cache size equal
to 64KB instead of 32KB (line: blocked (64KB)).

The blocked implementation of GEMM usually provides a gain of more
than 2 over the standard Fortran code when the matrices exceed the cache
size. Note that better performance can be achieved if the matrices are
already located (preloaded) in the cache, which is not the case in our
experiments. On the MEIKO CS2-HA, the KAP preprocessor that we use
performs extremely efficient optimizations (using loop-unrolling), and,
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Table III. Average Performance in Mflop/s of the Blocked Implementation of DGEMM
(SGEMM on CRAY T3D) on RISC Workstations (where C is a square matrix of order 32, 64,
96, and 128 and inner dimension of the product, &, equal to 8 and 16)

k
Processor GEMM (64-bit) 8 16
CRAY T3D standard 15 15
blocked 37 24
library 73 44
HP 715/64 standard 17 16
blocked 23 25
library 38 42
IBM SP2 (thin node) standard 33 17
blocked 87 62
library 85 78
MEIKO CS2-HA standard 33 37
blocked 32 35
SGI Power 10000 standard 91 49
blocked 18 106
library 18 108
SUN Ultra-1 140 standard 32 17
blocked 51 31

since the matrices are relatively small and fit in cache (the size of the
external cache is 256KB), the standard version of DGEMM when arrays are
not transposed is the same as our tuned version (optimization performed by
KAP and by hand are equivalent, since blocking has no effect). On the DEC
8400, the vendor-supplied library routines perform significantly better
than our blocked code, in both single and double precision, probably
because better use is made of the multilevel cache. The vendor-supplied
library GEMM routines on the SGI perform similarly in single precision
and are slightly worse in double precision than our blocked code. However,
if we increase the block size, we can improve the performance of the
blocked codes by more than 60% in some cases even though the submatrices
do not then fit in the on-chip caches (see SGI Power results).

We also report in Table III the average performance of DGEMM
(SGEMM on the CRAY T3D) when the inner dimension of the matrix-
matrix product is small (2 equals 8 and 16), since it is of special interest for
sparse matrix calculations [Amestoy and Duff 1989; Amestoy et al. 1995;
Puglisi 1993]. We only consider the case where A and B are not transposed.

We show in Table IV the performance of the best version of DGEMM and
SGEMM available to us, i.e., we use either our implementation or a tuned
manufacturer-supplied version. We choose the option when both A and B
are not transposed and run on square matrices of order 500 and 1000 in
order to study whether we can get close to the theoretical peak perfor-
mance.
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Table IV. Performance in Mflop/s of the Best Available Implementation of DGEMM and
SGEMM on RISC Workstations (A and B are not transposed)

Size

Processor Version Kernel 500 1000 Peak

CRAY T3D library SGEMM 102 103 150

DEC 8200 5/300 library DGEMM 334 313 600
SGEMM 431 418

HP 715/64 library DGEMM 35 35 128
SGEMM 71 68

IBM SP2 (thin node) library DGEMM 211 212 266
SGEMM 232 234

MEIKO CS2-HA blocked DGEMM 49 49 100
SGEMM 88 88

SGI Power 10000 blocked DGEMM 233 231 388
SGEMM 305 296

SUN Ultra-1 140 blocked DGEMM 66 64 286
SGEMM 124 122

The performance achieved by the tuned versions of GEMM is relatively
far from the peak performance for all the RISC processors except the IBM
SP2. On the IBM SP2, it is possible to reach peak performance by changing
the leading dimensions of the matrices [Agarwal et al. 1994].

4. BLOCKED IMPLEMENTATION OF TRSM

TRSM solves one of the matrix equations

AX =aB, A™X =aB, XA =aB, or XA"=aB

where « is a scalar; X and B are m X n matrices; and A is a unit, or
nonunit, upper or lower triangular matrix. B is overwritten by X.

We consider the following case (corresponding to the parameters “Left,”
“No transpose,” and “Upper,” i.e., we solve for AX = aB where A is not
transposed, and upper triangular):

( Ay Ay )( X X ) _ a( By, By )

0 Ay J\ Xy Xy By By

(1) Solution of Ay,X,; = aBy; and By is overwritten by X,; (TRSM)
(2) Solution of AyyXss = aBss and By, is overwritten by Xy, (TRSM)
(3) By, < aBy; — A1,B,, (GEMM)

(4) By, < aB;s — A13By; (GEMM)

(5) Solution of A;;X;; = B;; and By, is overwritten by X;; (TRSM)
(6) Solution of A{;X;5 = B, and By, is overwritten by X;, (TRSM)
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Therefore, TRSM can be computed as a sequence of triangular solutions
(TRSM) and matrix-matrix multiplications (GEMM). The ordering of com-
putational steps is chosen so that each submatrix A; ; on the diagonal of A,
involved in each solution step, is kept in the cache for as long as it can be
used. As for GEMM, we use two distinct versions of the tuned Fortran code
for the solution step: TRSML2X2 when the order of B is even and TRSML
otherwise.

As soon as the matrices are large enough compared with the block size,
GEMM represents a high percentage of the total number of floating-point
operations required by the blocked version of TRSM. For example, when
the triangular system is “Left,” assuming that NB divides m and n exactly
(so that the number of blocks is m/NB X n/NB), the percentage of opera-
tions spent in GEMM is equal to 1 — NB/m. Note that the blocked
versions of the other kernels behave similarly.

We report, in Table V, the performance achieved on our range of RISC
workstations for all variants when A is unit and the system is left (the
performance is similar when A is nonunit and when the system is right).
The performance gain provided by the blocked implementation of DTRSM
compared with the standard Fortran version is close to a factor of 3 and is
more impressive than that obtained for DGEMM. In both single and double
precision, our blocked code outperforms the vendor code on the DEC 8400,
and would be even faster if we used calls to the vendor-supplied GEMM
routines from within our blocked code.

5. BLOCKED IMPLEMENTATION OF TRMM

TRMM performs one of the matrix-matrix operations
B =aAB, B =oA"B
B = aBA, B = aBAT

or

where « is a scalar, B is an m X n matrix, A is a unit, or nonunit, upper or
lower triangular matrix.

We consider the following case (corresponding to the parameters “Left,”
“No transpose,” and “Upper,” i.e., B = «AB where A is upper triangular):

( By By ) - a( Ay Ag )( By, By, )
By By 0 Ay By By
(1) By; < aA1B;; (TRMM)

(2) B;; < By; + aA,By; (GEMM)

(3) Byy < aA1B, (TRMM)

(4) B,y < By + aA;3By; (GEMM)

(5) By; < aA45B5; (TRMM)

(6) By, < aAyB, (TRMM)
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Table V. Average Performance in Mflop/s of the Blocked Implementations of DTRSM and
DTRMM (STRSM and STRMM on the CRAY T3D) on RISC Processors (using square
matrices of order 32, 64, 96, and 128)

Kernel

TRSM: “Left” TRMM: “Left”
a q; U qQ, Q q; U q;
Processor Version ‘N’ ‘N’ ‘T T ‘N’ ‘N’ ‘T T
CRAY T3D standard 12 12 16 16 12 12 13 13
blocked 38 38 35 34 47 48 36 36
library 87 86 82 81 12 12 16 16
DEC 8400 5/300 standard 40 73 70 72 84 81 74 70
blocked 204 187 199 231 194 180 183 184
library 184 182 176 183 175 174 178 175
HP 715/64 standard 12 12 20 19 16 15 21 20
blocked 30 28 31 31 30 29 33 31
library 33 34 34 31 41 41 41 39
IBM SP2 (thin node) standard 41 45 53 53 31 29 54 55
blocked 113 140 109 123 106 121 116 109
library 155 157 146 147 154 174 155 166
MEIKO CS2-HA standard 13 12 31 30 13 12 31 30
blocked 50 47 43 42 50 47 43 42
SGI Power 10000 standard 67 82 118 116 77 74 117 116
blocked 212 212 261 254 228 224 242 178
library 211 211 259 252 228 224 242 178
SUN Ultra-1 140 standard 22 22 34 33 24 25 34 34
blocked 57 57 57 57 64 64 64 57

TRMM is expressed as a sequence of GEMM and TRMM operations. The
computations of the submatrices of B within the same block row are
independent. The GEMM operations can be combined. We use a tuned
Fortran code called TRMML2X2 for performing the multiplication of diag-
onal blocks of A.

We report in Table V the performance of the blocked version of TRMM in
the case where A is unit and when the system is left. Performance is
similar when the system is right. Our blocked code can be seen to be
usually more than twice as efficient as standard BLAS. Larger blocking on
the SGI does not help much on this kernel except in single precision. On
the DEC 8400, our blocked code performs consistently better than the
vendor code, particularly in single precision. The blocked code would be
even faster if we used the vendor-supplied GEMM routines. TRMM is
obviously not tuned at all in the SCILIB library that we have access to on
the CRAY T3D.

ACM Transactions on Mathematical Software, Vol. 25, No. 3, September 1999.



332 . M. J. Daydé and I. S. Duff

6. BLOCKED IMPLEMENTATION OF SYMM

SYMM performs one of the following matrix-matrix operations

C = aAB + BC
or

C = aBA + BC

where o and B are scalars; A is an m X m symmetric matrix (only the
upper or lower triangular parts are used); and B and C are m X n
matrices.

We consider the following case (corresponding to the parameters “Left,”
“Upper,” i.e., C = aAB + BC where only the upper part of A is refer-

enced):
( Cy Cy, ) ea( A;1 Ay, )( By, By, ) N B( Cy Cy, )
Cy Cy Aiy Ay )\ By By Cy Cy

(1) Cy; < BCy; + aA{B,; (SYMM)
(2) C3 < BCyy; + aA{B, (SYMM)
(3) Cyy < Cy1; + aA 3By (GEMM)
(4) Cyy « C15 + @A ,By (GEMM)
(5) Cyy < BCy + @A yBy (SYMM)
(6) Cyy < BCyy + aAyyByy (SYMM)
(7) Cyy < Cyy + aA],B,; (GEMM)

(8) CZQ < sz + O(A{QBIQ (GEMM)

Therefore, SYMM can be expressed as a sequence of SYMM and GEMM
operations. The SYMM operations are used for the matrix-matrix multipli-
cation involving the blocks A;; (only the upper triangular part is stored,
since the submatrices are symmetric). A straightforward way of avoiding
the multiplication step involving these symmetric submatrices consists in
copying the submatrices A;; into a working array AA where both the upper
and the lower triangular part are stored as described in Ling [1993].
Therefore, instead of using a SYMM operation for multiplications using the
submatrices A;;, we can use a GEMM operation involving AA. The addi-
tional operations that we make are compensated by the performance gain
due to the use of GEMM.

Using this strategy, SYMM is expressed as a sequence of GEMM opera-
tions:

(1) Copy A;; into AA
(2) Cll < BCH + aAA.BH (GEMM)
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(3) Cyy < BCyy + AA.By, (GEMM)
(4) Cy; < Cy; + aA 3By (GEMM)
(5) Ciy < Cqy + aA 3By (GEMM)
(6) Copy A, into AA
(7) Cyy < BCy + aAA.B,; (GEMM)
(8) Cyy < BCyy + aAA.B,, (GEMM)
(9) Cy; < Cyy + aAT,B,; (GEMM)
(10) Cyy « Cyy + aAT,B,, (GEMM)

The GEMM operations on block rows of C can be combined. This allows
us to perform GEMM operations on longer vectors and decreases the
overhead due to subroutine calls.

We present in Table VI the performance of the blocked version of SYMM,
and we compare it with the performance of the standard Fortran version.
We see a big improvement over standard Fortran BLAS when using our
blocked version, usually a factor of 2 but occasionally nearly a factor of 8.
On the SGI, our blocked code and the manufacturer-supplied version
perform similarly. It seems clear that DEC has used a similar device to
ours on the DEC 8400, since the performance of their library code for
SYMM is close to their GEMM performance. SYMM is obviously not tuned
at all in the SCILIB library that we have access to on the CRAY T3D.

7. BLOCKED IMPLEMENTATION OF SYRK
SYRK performs one of the following symmetric rank-£ operations
C = aAA" + BC

or

C = aATA + BC

where a and B are scalars; C is an n X n symmetric matrix (only the upper
or lower triangular parts are updated); and A is a n X k matrix in the first
case and a £ X n matrix in the second case.

We consider the following case (corresponding to “Upper,” and “No
transpose,” i.e., we perform C = aAAT + BC where only the upper trian-
gular part of C is updated):

( Cll CIZ ) ( All A12 )( A{l Agl ) ( Cll Cl2 )
<o 7 ar | TB

0 022 A21 A22 A12 A22 0 C22

(1) Cll < BCll + aAHA’fl (SYRK)

(2) Cll <~ Cll + aAlgATZ (SYRK)
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Table VI. Average Performance in Mflop/s of the Blocked Implementations of DSYMM,
DSYRK, and DSYR2K (SSYMM, SSYRK, and SSYR2K on the CRAY T3D) for RISC
Processors (using square matrices of order 32, 64, 96, and 128)

SYMM SYRK SYR2K

v U ‘R R U U U L U I, U L
Processor Version v v o ON N T T NN T T

CRAY T3D  standard 4 7 11 11 11 11 16 16 7 7 5 5
blocked 45 45 48 48 39 38 44 42 42 42 47 48

library 4 7 11 11 11 11 16 16 7 7 5 5

DEC 840 standard 87 96 91 90 81 82 74 78 83 89 82 82
5/300 blocked 188 183 180 183 172 162 182 189 187 181 191 198
library 315 310 300 300 82 86 100 85 106 103 130 127

HP 715/64 standard 4 4 16 16 17 15 24 24 5 5 2 2
blocked 28 28 30 31 26 23 32 31 33 31 34 35

library 44 45 45 46 16 16 28 27 5 5 3 3

IBM SP2 standard 52 51 34 34 31 30 60 60 42 41 81 89
(thin node) blocked 116 114 113 121 106 99 115 109 113 103 123 128

library 156 165 141 168 169 179 177 174 146 161 169 177

MEIKO standard 15 15 40 38 20 20 37 36 15 17 10 10
CS2-HA blocked 37 36 40 42 44 44 40 40 44 44 46 46
SGI Power standard 44 37 98 97 73 70 139 137 40 37 40 39
10000 blocked 241 237 226 220 192 182 192 184 208 204 219 215
library 241 237 220 214 198 198 199 197 210 216 254 251

SUN Ultra-1 standard 26 25 26 26 24 24 36 36 29 29 26 26
140 blocked 61 61 62 62 61 63 69 70 62 61 64 65

(3) Cyy « BCry + aAp AL, (GEMM)
4) Cyy < Cry + aAp,Al, (GEMM)
(5) Cyy < BCys + aAnAT, (SYRK)
(6) Cgy < Cyy + aAgAT, (SYRK)

The symmetric rank-k£ update is expressed as a sequence of SYRK for
updating the submatrices C;; and GEMM for the other blocks. The updates
of the submatrices of C can be performed independently. The GEMM
updates of off-diagonal blocks can be combined. Note that we could perform
the update of the diagonal blocks of C using GEMM instead of SYRK, at the
price of extra operations.

Note that it is more efficient to perform the multiplication of matrix C by
B before calling GEMM rather than performing this multiplication within
GEMM. In Table VI the performance of the standard Fortran code and of
the blocked implementation are compared for all the variants. For this
kernel, our gains over using standard BLAS are significant, usually by a
factor of close to 2. On the SGI, the vendor code and the blocked version
perform similarly. Using a larger block size on the SGI improves perfor-
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mance by up to 40% in double precision. Our blocked code is substantially
better than the vendor kernel on the DEC 8400 and would be even faster if
we used the vendor-supplied GEMM. The CRAY SCILIB code is obviously
not tuned.

8. BLOCKED IMPLEMENTATION OF SYR2K

SYR2K performs one of the following symmetric rank-2k operations

C = aABT + aBAT + BC
or

C = aA"B + aBTA + BC

where a and B are scalars; C is an n X n symmetric matrix (only the upper
or lower triangular parts are updated); and A and B are n X k matrices in
the first case and £ X n matrices in the second case.

We consider the following case (corresponding to “Upper,” and “No
transpose,” i.e., C = aABT + aBAT + BC where only the upper triangu-
lar part of C is updated):

Cy Cq A, A Bfl B;
( 0 Cuy ) ““( Ay Ay )( BY, Bl )
T T
ol ol an AR ) el S e
(1) C,; < BCy;, + aA;1BT, + aB,AT, (SYR2K)
(2) Cy; < Cy; + aA,BY, + aB,AT, (SYR2K)
(3) Cy, < BCyy + aA,,BY, (GEMM)
(4) C,y < Cy5 + aB,AL (GEMM)
(5) Ciy < C1y + aA,BE, (GEMM)
(6) C1p <« Cyy + aB1,AL, (GEMM)
(7) Cyy <« BCyy + aAsBL, + aBy, AL (SYR2K)

(8) 022 < sz + aA22B%-‘2 + OLB22A%‘2 (SYR2K)

SYR2K is expressed as a sequence of SYR2K for updating the triangular
submatrices C; ;, and GEMM on the other blocks. The update of the
submatrices of C can be effected simultaneously. There is no need to
compute both «AB” and aBAT (since it is the same matrix but transposed).
Thus, only one of the two operations is performed, and the result is stored

into a working array called CC. This can be done using GEMM as described
in Ling [1993].

ACM Transactions on Mathematical Software, Vol. 25, No. 3, September 1999.



336 . M. J. Daydé and I. S. Duff

Using these remarks SYR2K is computed in the following way:

(1) CC < aA,;.BT, (GEMM)

(2) CC < CC + aA,,.BY, (GEMM)

3) C;; < BCy, + CC + CCT

(4) C,y < BCyy + aA,,BY, (GEMM)

(5) Cyy < Cyy + aB,AL, (GEMM)

(6) Cyy < Cyy + A ,BY, (GEMM)

(7) Cy5 < C13 + aB1,AL, (GEMM)

(8) CC « aA,,.BL, (GEMM)

(9) CC < CC + aA,,.Bl, (GEMM)
(10) Cyy < BC,, + CC + CCT

As for SYRK, with a larger number of blocks, the GEMM updates of the
off-diagonal blocks can be combined. We report, in Table VI, the results
obtained using our blocked implementation of SYR2K. Our blocked code is
substantially better than the vendor kernel on the DEC 8400 and would be
even faster if we used the vendor-supplied GEMM. SYR2K is not tuned on
the CRAY T3D.

9. USE OF THE MANUFACTURER-SUPPLIED GEMM

In Table VII, we show the effect of using a tuned version of GEMM—the
manufacturer-supplied version—within our RISC BLAS. We only show the
performance of one of the variants for each Level 3 BLAS kernel. It is
compared with the manufacturer-supplied library kernel.

The performance of the RISC BLAS is substantially increased when
using the tuned vendor code for GEMM within our blocked version. We
achieve better performance than the manufacturer-supplied library on the
HP except for SYMM and TRMM. On the IBM SP2, we are still far from the
ESSL performance on TRSM, TRMM, and SYRK, while we outperform the
vendor code for SYMM and the single-precision SYR2K. On the CRAY T3D,
except for TRSM which is tuned in the manufacturer-supplied library, we
outperform the vendor codes.

10. CONCLUSION

We have described an efficient and portable implementation of the Level 3
BLAS for RISC processors.

The Level 3 BLAS are expressed as a sequence of matrix-matrix multipli-
cations (GEMM) and operations involving triangular blocks. The combina-
tion of blocking, copying, and loop unrolling allows efficient exploitation of
the memory hierarchy, and only the blocking parameter and the loop-
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Table VII. Comparison of the Average Performance in Mflop/s of the RISC BLAS Using the
Manufacturer-Supplied GEMM with the Manufacturer-Supplied Library (using square
matrices of order 32, 64, 96, and 128)

64 32

Computer Kernel Variant Version Bits Bits
CRAY T3D TRSM  “Left,” “Upper,” “No transpose,” “Unit” blocked 57 —
SCILIB 87 —

SYMM  “Left,” “Upper” blocked 87 —

SCILIB 4 —

TRMM  “Left,” “Upper,” “No transpose,” “Unit” blocked 54 —

SCILIB 12 —

SYRK  “Upper,” “No transpose” blocked 42—

SCILIB 11 —

SYR2K  “Upper,” “No transpose” blocked 58 —

SCILIB 7T —

HP 715/64 TRSM  “Left,” “Upper,” “No transpose,” “Unit” blocked 41 54
-lblas 35 53

SYMM  “Left,” “Upper” blocked 40 69

-lblas 46 79

TRMM  “Left,” “Upper,” “No transpose,” “Unit” blocked 35 54

-lblas 43 64

SYRK  “Upper,” “No transpose” blocked 30 58

-1blas 16 20

SYR2K  “Upper,” “No transpose” blocked 41 68

-lblas 5 5

IBM SP2 TRSM  “Left,” “Upper,” “No tranpose,” “Unit” blocked 114 115
ESSL 155 223

SYMM  “Left,” “Upper” blocked 175 209

ESSL 156 193

TRMM  “Left,” “Upper,” “No transpose,” “Unit” blocked 129 127

ESSL 154 178

SYRK  “Upper,” “No transpose” blocked 117 90

ESSL 169 185

SYR2K  “Upper,” “No transpose” blocked 163 175

ESSL 146 192

unrolling depth are machine dependent. Both the performance of GEMM
and the performance of the kernel dealing with triangular matrices are
crucial.

We have shown here that significant Megaflop rates can be achieved,
only using tuned Fortran kernels. Although our primary aim is not to
outperform the vendor-supplied libraries, our portable implementation
compares well with the manufacturer-supplied libraries on the IBM SP2,
the HP 715/64, the DEC 8400 5/300, and the SGI Power Challenge. It is
interesting that, although the vendor-supplied GEMM routines are better
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than our blocked version of GEMM on the DEC 8400 5/300 and the CRAY
T3D, many of our blocked versions of the other kernels are better than the
vendor-supplied equivalents, sometimes by a large margin. We have also
demonstrated that the availability of a highly tuned version of the matrix-
matrix multiplication kernel GEMM improves the performance figures of
our blocked code substantially. For example, when using the manufacturer-
supplied version of DGEMM within our blocked version of DTRSM, we
achieve a close or marginally better performance than that of the DTRSM
kernel available in the vendor-supplied library on the HP 715/64. It is the
same for DSYMM on the IBM SP2. We suggest that some vendors could
easily increase the performance of their non-GEMM Level 3 BLAS kernels
by using the techniques described in this article. Finally, for some ma-
chines, performance could be enhanced by judiciously selecting appropriate
leading dimensions of the matrices (e.g., avoiding powers of 2), although we
do not consider this because it is dependent on the machine architecture
and cache management strategy.

We demonstrated in Daydé et al. [1994] how this blocked version could be
used to parallelize the Level 3 BLAS. A preliminary version was success-
fully used for developing both serial and parallel tuned versions of the
Level 3 BLAS for a 30-node BBN-TC2000 [Amestoy et al. 1995; Daydé and
Duff 1995]. We are currently experimenting on other shared and virtual
shared memory machines in order to develop tuned serial and parallel
implementations for them.

11. AVAILABILITY OF CODES

The codes described in the present article are available using anonymous
FTP at ftp.enseeiht.fr. The software is located in pub/numerique/BLAS/
RISC. A compressed tarfile called blas_risc.tar.Z contains the following
codes:

—A set of test routines that check the correct execution and compute the
Megaflop rates of the blocked implementation compared with the stan-
dard version of the Level 3 BLAS.

—The blocked implementation of the Level 3 BLAS.

We advise the user to check the availability of tuned serial codes (manufac-
turer-supplied library) before using our blocked implementation.
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