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1 INTRODUCTION AND SPECIFIC PROBLEMS

The augmented reality systems, in which computer graphics and multiple mobile robots are cooperatively con-

trolled, are useful for an intuitive understanding of complicated information because users can touch and operate

information directly through robots [10, 18]. The swarm user interfaces using cooperatively controlled multiple

mobile robots are also a useful approach [11]. These systems express various modalities utilizing the assembly

and distribution of robots; however, they cannot realize a collaboration between computer graphics and robots.

Therefore, the system, in which computer graphics and multiple mobile robots seamlessly cooperate, can be

expected to expand the domain of the swarm user interfaces.

Two problems remain in terms of ensuring a seamless collaboration between computer graphics and multiple

mobile robots. First, previous methods use external measurement systems for localization that use the computer

vision technology. However, the camera positions must be corrected and calibrated, and the spatial position of

the robot in the camera images must be computed. Localization methods without computer vision may depend

on a laser, sonar, or visible light communication [13]. However, these approaches have limited accuracy because

of the resolution of each sensor. Augmented Coliseum [10] approaches this issue using a display-based measure-

ment control system (DMCS) [19]. This technology eliminates the need for position-measuring devices and can

support multiple robots on display. However, a prior initialization of tracking robots by marker-pattern images

is necessary. Therefore, we cannot add or remove robots.
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Second, the system load proportionally increases with the number of robots, which presents a scalability

problem for controlling robots, because independent control signals via wireless or wired communication are

often required in conventional methods. Other approaches, such as a simple direction control using multiple

light sources [1], can navigate robots, but cannot guide them to an exact position. Thus, realizing a responsive

control system for a large number of mobile robots without camera calibration while avoiding the system load

problem is not trivial.

We have been studying the pixel-level visible light communication (PVLC) [9] by implementing the visible

light communication technology with a high-speed projector. We can embed imperceptible information in each

pixel of projected images using PVLC. By controlling multiple mobile robots using PVLC, we can solve the

abovementioned three problems and realize the swarm user interfaces with the collaborative control of graphics

and multiple robots. However, the image expression (color gradation, contrast) was poor, and the spatial res-

olution of the embedded information was low in the previous PVLC systems. The projector device for PVLC

was large, and its portability was low. Furthermore, we needed to develop an information embedding method

suitable for this to realize robust robot control against disturbance, such as displacement of robots by the users’

touch.

2 RELATED WORK

We briefly reviewed herein robot localization methods, robot control methods, and methods that combined both

localization and control using projected light patterns for communication.We also reviewed the PVLC technique

utilized in the proposed method.

Localizationmethods using projected structured light and photosensors are conventional in the context of user

interfaces and motion capture systems. RFIG Lamps [17] and Lee et al. [12] localized an object with photosensors

using striped pattern Gray-code images. Prakash [16] utilized a unique projection device with transparent glass

slides of Gray-code patterns and multiple LEDs that can flicker at a very high frequency. In all these methods,

a receiver can estimate its two-dimensional position from spatial light patterns; however, directly adding more

information, such as control commands for robots or images other than signal patterns, which are meaningless

to the human eyes, is not trivial.

Robot control is usually performed after the robot is localized, but various methods use projected light for

direct path guidance without localization. Fujiwara et al. [3] interactively controlled line-follower robots by

letting users draw lines with hand gestures. Line-follower robots do not know their location, but instead run

along a path that is visually defined. Hara et al. [4] proposed the dynamic path control of a single robot using a

narrow laser beam. VisiCon [8] proposed a robot manipulation method using a hand-held projector. However,

these approaches are not suitable for multiple robots.

Several methods implement both the localization and control of multiple mobile robots. Liu et al. [13] per-

formed this task using visible light communication (VLC). Their system sends position information using gen-

eral data communication, and feedback to the central system is not required. However, the localization accuracy

is not very high because the position is estimated from the incident angle of the light.

Meanwhile, DMCS [19] achieves both localization and control. It consists of a conventional display device and

multiple mobile robots with several photosensors evenly spaced on a robot’s surface. DMCS does not require

position measurement devices, such as color or depth cameras, and can support an unlimited number of robots

on display. This initialization is necessary whenever a robot is added to the projection area, and it takes several

seconds for each robot; thus, adding or removing robots is not possible.

We utilize PVLC to achieve an initialization-free and marker-free method that both localizes and controls an

unlimited number of robots [9].
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Fig. 1. Principle of PVLC. A PVLC system can su-

perimpose data patterns on pixels using human-

imperceptible high-speed flicker.

PVLC is a method that superimposes data patterns on pixels

with human-imperceptible flicker using a very high-speed digital

light processing (DLP) projector. PVLC can display a visual image

containing superimposed data as bit patterns that are decodable

by receiver circuits. When two inverted patterns are alternately

displayed at a high frequency, the human eyes only see a flat

gray image because of the persistence of a vision effect. Although

the human eyes cannot distinguish each image, a receiver with a

photosensor can detect the images as different signals. The em-

bedding algorithm for determining the on and off periods must

be carefully designed to maintain luminance and avoid flicker.

3 METHODOLOGICAL APPROACHES AND THE KEY IDEAS

We propose herein the projection-based localization and control method of multiple mobile robots using PVLC

to solve the problems mentioned in the previous section. In our proposed robot control method, the positional

displacement between projected images and robots does not occur in principle because robots use projected

coordinates of a projector to control themselves (Figure 2). We realize the robot control method, which is robust

against disturbance, and can freely add and remove robots by superimposing the information of velocity vector

fields on the projected images. This feature can be realized because robots can acquire the projected position

and control information with the same cycle as the control cycle of robots. Furthermore, we can intuitively

manipulate multiple robots by moving the coordinate system itself to be controlled. Our proposed method has

two main characteristics: swarm control concept and real-time controllability.

3.1 Swarm Control Concept

We explain the position of our proposed method in robot swarm control. Two kinds of control methods can be

used for multiple mobile robots, and these are roughly divided into centralized control and distributed control.

In the centralized control system, a central computer measures the state of robots and controls them indi-

vidually by communicating with each robot. With this system, we can individually and precisely control each

robot by sending individual instructions to each robot. However, the scalability problem occurs as the number

of robots increases, in which the communication load of the system proportionally increases.

Fig. 2. Coordinates of the

projection-based robot control

system.

Fig. 3. Concepts of control methods for a swarm of robots. Our proposed method

has the characteristics of both centralized control and distributed control.
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In the distributed control system, each robot communicates or senses each other to measure an environment

and control itself. The scalability problem does not occur in this system because the problem of the communica-

tion load does not occur in principle. However, sending systematic control commands to each robot is impossible

because no central computer is used.

Our proposed method can be regarded as a method combining features of both centralized control and dis-

tributed control. The information corresponding to a position is embedded in the projected images in this

method, and the system broadcasts it to each robot. Our method cannot send control instructions for each robot

unlike in centralized control; however, it can realize control as a swarm by sending the instructions according

to a position. The scalability problem does not occur because the communication load of light communication

is irrelevant to the number of robots. However, it cannot be controlled unless robots can physically fit within a

projected image. Figure 3 shows the concept of these three control methods.

3.2 Real-time controllability

Fig. 4. Comparison of the processing time charts of themicro-

computers between the conventional methods and our pro-

posed methods from the viewpoint of real-time control. The

processes indicated in yellow are updated by external com-

munication, while those in light blue are executed by micro-

computers.

The significant difference between our proposed

method and conventional projection-based robot con-

trol is the real-time controllability. In the field of auto-

matic control, the real-time performance can be clas-

sified into four types: non-RT, soft-RT, hard-RT, and

isochronous-RT [2, 15]. Isochronous-RT has a control

cycle of 1 ms or less and is used for precise motion

control. Hard-RT has a control cycle of 1 to 10 ms and

is used for general control. Soft-RT has a scalable con-

trol cycle of approximately 100 ms and is used in a

factory floor and process automation. Non-RT has a

control cycle exceeding 100 ms.

In the computer vision-based localization method

used in conventional systems, measurement takes

several tens of ms, and data transmission by wire-

less communication takes more than 20 ms [14]. This

method can be regarded as insufficient for robot con-

trol because this process corresponds to soft-RT. In our proposed method, the update of information for local-

ization and control is completed within 10 ms because the information is transmitted by light communication.

As a result, the microcomputers of robots can use the received information in each cycle of the hard-RT control.

Figure 4 shows a comparison of the processing time charts of the microcomputers between the conventional

methods and our proposed method. In the conventional method, general instructions, such as target points,

are not updated for several control cycles. Moreover, robots are controlled based on these instructions and the

localization performed by themselves. Meanwhile, in our proposed method, the information for localization

and control is transmitted from the central system, and the job of the microcomputers is only to control the

robot actuators based on this information. Consequently, sensors, such as rotary encoders and gyro sensors,

for position measurement become unnecessary for robots, and we can inexpensively, compactly, and efficiently

design robots.

4 RESEARCH CONDUCTED AND PLANNED AHEAD

We conducted the following three projects to enhance the interactivity of the swarm robot interfaces by realizing

robot localization and control method using PVLC: (1) Fundamental development of PVLC for improvement
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of the image expression and the spatial resolution of information. (2) Phygital Field: a localization and control

system of multiple mobile robots to realize direct touch operation of robots. (3) NavigaTorch: an interface system

that operates multiple mobile robots by illuminating robots with the projected images of a handheld PVLC

system.

4.1 Fundamental Development of Pixel-level Visible Light Communication

We designed and implemented a new PVLC projector capable of high-speed data transfer to improve the image

expression and the spatial resolution of embedded information [7]. The key idea of this research is the use

of the difference between the maximum blinking frequency of digital micromirror devices (DMD), which is a

pixel control element of a projector and light-source LEDs. We can efficiently transmit data by blinking LEDs in

synchronization with the control of DMD. Our proposed system can be used on general PCs because the PVLC

data are transferred from the PC to the projector using the HDMI interface. We designed and implemented a

light-receiving sensor circuit compatible with this high-speed blinking light. This circuit can separate ambient

disturbance light and signal light using a high-pass filter circuit. In evaluation experiments, we clarified the

trade-off and performance limit of our proposed system, that is, the optimum blinking frequency is 48 kHz for

the light source, and it is 3 kHz for the DMD.

4.2 Phygital Field

We proposed Phygital Field, a localization and control system of multiple mobile robots for realizing direct

touch operation [5, 6]. Robots must be robustly controlled against the interference of PVLC information and

disturbance caused by users to realize the interaction in which bodies of users directly touch robots. We propose

a stable localization method by embedding the position coordinate information considering interference and a

movement control method by embedding velocity vector field information. We also demonstrate these methods

by developing a new PVLC projector and small robot swarms. In the evaluation experiments, we have confirmed

that robots can localize their positions with errors within a few mm from ground truth, and that the target point

tracking control of robots is possible by updating the velocity vector fields.

4.3 NavigaTorch

We proposed NavigaTorch, a robot operation interface by illuminating robots with the light of our developed

projector. We built a portable PVLC system using a compact and lightweight DLP projector. Projecting the PVLC

video using the previous PVLC method was impossible because the built-in memory capacity of this projector

was small. We implemented a PVLC system using this projector by implementing the new encoding algorithm

of the PVLC data. Specifically, we successfully reduced the amount of transfer data by decoding the image part

of the PVLC data as normal image data instead of binary data and projecting it as it is. As a result, the image

represented by N binary images in the previous method can be represented by log2(N ) images. In the evaluation,

we projected a PVLC video at a refresh rate of 60 Hz and confirmed that robots could be controlled and operated.

5 CONTRIBUTION IN THE FIELD OF UBIQUITOUS COMPUTING

The expected contribution of this research is to propose a method, which realizes a collaborative control of com-

puter graphics and robots, and implement applications using the method. Specifically, we realize the localization

and control method using PVLC, which has both the merits of a centralized control system and a distributed

control system, and the real-time controllability matching the control cycle of robots. When we regard our pro-

posed system as a lighting device instead of a video-projecting device, it can be expected to be applied to various

fields requiring indoor localization.
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