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1 INTRODUCTION

Information Retrieval (IR) is a discipline that has been strongly rooted in experimentation since its
inception. Experimental evaluation has always been a strong driver for IR research and innovation,
and these activities have been shaped by large-scale evaluation campaigns such as Text REtrieval

Conference (TREC)1 in the US, Conference and Labs of the Evaluation Forum (CLEF)2 in Europe, NII

Testbeds and Community for Information access Research (NTCIR)3 in Japan and Asia, and Forum

for Information Retrieval Evaluation (FIRE)4 in India.
IR systems are becoming increasingly complex. They need to cross language and media barriers;

they span from unstructured, via semi-structured, to highly structured data; and they are faced
with diverse, complex, and frequently underspecified (ambiguously specified) information needs,
search tasks, and societal challenges. As a consequence, evaluation and experimentation, which has
remained a fundamental element, has in turn become increasingly sophisticated and challenging.

1https://trec.nist.gov/.
2http://www.clef-initiative.eu/.
3http://research.nii.ac.jp/ntcir/index-en.html.
4http://fire.irsi.res.in/.

Authors’ addresses: N. Ferro, Department of Information Engineering, University of Padua, Via G. Gradenigo 6/B, 35131

Padova, Italy; email: ferro@dei.unipd.it; N. Fuhr, University of Duisburg-Essen, Campus Duisburg, Working group “In-

formation Systems”, Department of Computational and Cognitive Sciences, Faculty of Engineering Sciences, D-47048

Duisburg, Germany; email: norbert.fuhr@uni-due.de; A. Rauber, Institute of Information Systems Engineering, Vienna

University of Technology, Favoritenstraße 9-11/194-01, A-1040 Vienna, Austria; email: rauber@ifs.tuwien.ac.at.

Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee

provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and

the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses,

contact the owner/author(s).

2018 Copyright is held by the owner/author(s).

1936-1955/2018/10-ART9

https://doi.org/10.1145/3268408

ACM Journal of Data and Information Quality, Vol. 10, No. 3, Article 9. Publication date: October 2018.

https://doi.org/10.1145/3268408
https://trec.nist.gov/
http://www.clef-initiative.eu/
http://research.nii.ac.jp/ntcir/index-en.html
http://fire.irsi.res.in/
https://doi.org/10.1145/3268408
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3268408&domain=pdf&date_stamp=2018-10-11


9:2 N. Ferro et al.

Replicability and reproducibility of the experimental results are becoming a primary concern in
many areas of science [8, 12] and, in particular, in computer science as also witnessed by the recent
ACM policy on Artifact Review and Badging.5

Also the IR research community is increasingly focused on issues concerned with the replica-
bility and reproducibility of the experimental results [1, 4, 5, 9, 11, 13]. We now commonly find
questions about the extent of reproducibility of the reported experiments in the review forms
of all the major IR conferences, such as ACM SIGIR Conference on Research and Development
in Information Retrieval (SIGIR), ACM SIGIR Conference on Human Information Interaction and
Retrieval (CHIIR), ACM SIGIR International Conference on the Theory of Information Retrieval
(ICTIR), and European Conference on Information Retrieval (ECIR), as well as journals, such as
ACM TOIS. We also witness the raise of new activities aimed at verifying the reproducibility of
results: For example, the “Reproducibility Track” at ECIR since 2015 hosts papers that replicate,
reproduce, and/or generalize previous research results while CLEF/NTCIR/TREC REproducibility6

(CENTRE) is a new joint evaluation activity, started in 2018, to assess and quantify the extent of
replicability and reproducibility of our experimental results [7].

Nevertheless, it has been repeatedly shown that best TREC systems still outperform off-the-
shelf open source systems [1–3, 10, 11]. This is due to many different factors, such as using default
configuration instead of tuning on a specific collection or lack of the specific and advanced com-
ponents and resources adopted by the best systems. It has been also shown that additivity is an
issue, since adding a component on top of a weak or strong base does not produce the same level
of gain [3, 10]. This poses a serious challenge when off-the-shelf open source systems are used
as stepping stone to test a new component on top of them, because the gain might appear bigger
starting from a weak baseline.

Moreover, as it also emerged from a recent survey within the SIGIR community [6], while there is
a very positive attitude towards reproducibility and it is considered very important from a scientific
point of view, there are many obstacles to it such as the effort required to put it into practice, the
lack of rewards for achieving it, the possible barriers for new and inexperienced groups, and, last,
the (somehow optimistic) researcher’s perception that their own research is already reproducible.

Overall, the above considerations stress the need and urgency for a systematic approach to
reproducibility in IR. Indeed, repeatability, reproducibility, and generalizability of experiments and
results cannot be taken for granted. We need to emphasize these aspects as key requirements if
we wish to continue to reliably and durably advance research and technology in the field. In turn,
we need to actively pursue them as a core part of our experimental methodology and practice.

In this special issue of JDIQ, we aspire to provide an overview of innovative research at the
intersection of information retrieval and data quality, from theory to practice, with a focus on
challenges, solutions, and experiences in reproducibility of IR experimental results.

The special issue is split into two parts, each one containing four articles. The first part con-
cerns evaluation campaigns, experimental collections, the way they are built, and the methodology
we adopt to analyse the experimental results from the perspective of the challenges posed by re-
producibility. The second part deals with tools and infrastructures to ease the reproducibility of
experiments in IR.

Several of the articles included in this part of the special issue refer in one form or another to
the organisation of evaluation campaigns, investigating possible improvements of the methods
currently applied.

5https://www.acm.org/publications/policies/artifact-review-badging.
6http://www.centre-eval.org/.
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Moffat et al. in “Estimating Measurement Uncertainty for Information Retrieval Effectiveness
Metrics” deals with the reliability of the pooling methodology and with the problem of the approx-
imation introduced by not judged documents, showing how to estimate the measure uncertainty
introduced by these factors to improve the reproducibility of experimental results.

Roitero et al. investigate in “Reproduce. Generalize. Extend. On Information Retrieval Evaluation
without Relevance Judgments” various methods for reducing the effort for relevance assessments,
as this is the most “expensive” step in evaluation campaigns. They reproduce previous work in this
area, analyze the effect of various parameters on the quality of this method, and also generalize it
to semi-automatic evaluation.

The article “Reproduce and Improve: An Evolutionary Approach to Select a Few Good Topics
for Information Retrieval Evaluation” by Roteiro et al. tackles another core issue in building ex-
perimental collections that is the selection of the topics used to evaluate systems. Usually a large
number of topics is used and this then requires a great amount of effort to create the ground truth.
Roteiro et al. show how to select a smaller subset of topics in a more efficient way than before,
opening the way for a wider adoption of this approach, and they reproduce and generalize previous
findings in this area of research.

Finally, most evaluation campaigns are restricted to either system-oriented evaluations lacking
any user-system interaction or perform lab experiments with a limited number of users who solve
predefined tasks. In contrast, living labs allow researchers for experimentation with real users of
a live website. “OpenSearch: Lessons Learned from an Online Evaluation Campaign” by Jagerman
et al. presents such platform along with the experiment results obtained.

Last, we express our thanks to the authors and reviewers, without whose input the special issue
would not have been possible.
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