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ABSTRACT 
Besides motorists, also motorcyclists need safer user interfaces to 
interact with useful applications on the road. In this paper, 
distraction effects of in-vehicle tasks conducted with a head-up 
display (HUD) for motorcyclists were compared to smartphone 
tasks with 24 participants in a driving simulator. 

Compared to the smartphone tasks, the head-up display tasks 
decreased the percentage of inappropriately long glances by 45 
percent. The head-up display tasks were also experienced as less 
demanding than the smartphone tasks. Additionally, the use of 
head-up display for navigation did not lead to gaze concentration 
effects compared to baseline driving. 

The head-up display is concluded to be a safer option for the tested 
tasks for motorcyclists than a smartphone. Based on earlier 
research, we assume that the use of peripheral vision allowed 
drivers to better maintain situational awareness during the head-up 
display tasks compared to the head-down smartphone tasks. In 
addition, the easy-to-learn haptic design of the head-up display 
handlebar controller could be used without vision. 

CCS CONCEPTS 
• Human-centered computing~User studies   • Human-centered 
computing~Laboratory experiments   • Human-centered 
computing~Touch screens   • Human-centered computing~Haptic 
devices   • Human-centered computing~Empirical studies in HCI 

KEYWORDS 
Driver distraction, visual demand, visual occlusion, occlusion 
distance, head-up display, head-down display, head-mounted 
display. 

1 Introduction 
Driver distraction and especially visual distraction has been 
extensively studied in recent years. Several studies have shown that 
visually demanding in-vehicle tasks cause visual distraction and 
therefore are associated with high risk of safety-critical incidents, 
such as near crashes and crashes (e.g., [6, 12, 26, 33]). 

Existing research in this field has been limited to study visual 
distraction effects of in-car tasks and user interfaces (UIs) for car 
drivers (e.g., [1, 13, 22]). However, not only car drivers but also 
motorcycle drivers need, for instance, navigating aids while driving. 
Therefore, this study focuses on motorcycle drivers and the visual 
distraction associated with in-vehicle devices that are used by 
motorcyclists. 

Compared to driving a car, driving a motorcycle is even more 
complex task that requires great motor skills and coordination [24]. 
Also, motorcyclists are one of the most vulnerable road user group. 
For example, in 2000, they made up less than one percent of the road 
traffic in the UK but suffered 14 percent of deaths and serious 
injuries [5].  

Truong, De Gruyter and Nguyen [32] found out that 
motorcyclists use smartphones while driving to call, text and find 
information. Also, Phommachanh, Ichikawa, Nakahara, Mayxay 
and Kimura [27] reported that motorcyclists dial, receive calls and 
send text messages while operating a motorcycle. 

When we add the reported phone usage to the complexity of 
motorcycle driving, while knowing that motorcyclists are in great 
risk in general in traffic, the consequences of distraction can be 
serious. Because of this, it is important to study the visual distraction 
potential of in-vehicle devices that are designed for motorcyclists 
and to design better user interfaces also for them to access safer the 
services they need on the road. It is also important that 
motorcyclists experience the user interfaces – designed for them – 
easy to use, in order to make them prefer the safer UIs over 
smartphones. 

In this paper, we study tasks conducted with a novel motorcycle 
helmet-mounted head-up display (HUD) manufactured by Nuviz 
Inc. (https://www.ridenuviz.com/) and compare those to similar 
tasks with identical goals conducted with a Samsung Galaxy A3 
smartphone. A novel distraction testing method introduced by 
Kujala and Mäkelä [17] – that categorizes in-vehicle glances to 
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appropriate or inappropriate glances dependent on the visual 
demand of the road point – was used to assess the visual distraction 
potential of the tasks. According to several studies (see Related 
work), HUDs can be less distracting for drivers than head-down 
displays (HDD). However, HUD could cause attention capture and 
gaze concentration effects [34]. With this in mind, we measure also 
the horizontal gaze activity of the drivers during the HUD 
navigation tasks.  

Accordingly, the three research questions for the study were: 
RQ 1: Are there significant differences in the visual distraction 

potential between in-vehicle tasks conducted with the Nuviz head-
up display and with the Android smartphone? 

RQ 2: Are there significant differences in experienced workload 
between the Nuviz head-up display and the Android smartphone 
tasks? 

RQ 3: Are there gaze concentration effects in the Nuviz head-up 
display tasks compared to baseline driving? 

2 Related work 

2.1 Head-up displays, head-down displays and 
head-mounted displays 

Head-up displays for in-vehicle use have been studied previously as 
well but this is the first study that compares distraction effects 
between a HUD designed for motorcyclists and a smartphone. 
Head-up displays may have significant potential for reducing visual 
distraction by in-vehicle tasks compared to head-down displays 
(HDD). For example, Weinberg, Harsham and Medenica [36] 
compared three systems – head-down display, head-up display and 
auditory display – for presenting textual lists. They found out that 
the number of in-vehicle glances was doubled when using HDD 
compared to HUD. In their study, the HUD was operated with a 
steering wheel-mounted controller. 

Villalobos-Zúñiga, Kujala and Oulasvirta [35] studied a text 
entry method that consisted of a physical 3x4 keypad in the steering 
wheel and a HUD and compared it to a touchscreen QWERTY 
keyboard in the center console. The results showed that the physical 
keypad and HUD combination allowed drivers to maintain more 
visual attention on the road (up to 64 %). There were also less lane 
deviations when using the HUD combination compared to a 
touchscreen keyboard. 

Smith, Gabbard and Conley [29] also compared HDD and HUD. 
During the experiments, participants were required to conduct 
visual search tasks while driving. They noticed that performing 
tasks with HUD caused less severe decrements in driving 
performance than with HDD. Interestingly, they also found out that 
HUD affected more negatively the glance patterns on the NHTSA 
metrics [25] than HDD. Since there were no significant decrements 
on driving performance while using HUD, they concluded that 
people could use different visual search methods with HUDs than 
with HDDs. Therefore, the NHTSA guidelines [25] may not be the 
best practice to assess the visual distraction of in-vehicle HUDs. 

Lauber, Böttcher and Butz [21] compared HUDs and head-
mounted displays (HMD). HMDs have the same features as HUDs 
but because they are head-mounted, the information showed is 

always available regardless of head position. Lauber et al. [21] 
concluded that their study could not show any significant 
differences in driving performance between the tested interaction 
techniques. In this study, the Nuviz HUD is helmet-mounted, and 
thus the tested HUD is also an HMD. 

Smith, Streeter, Burnett and Gabbard [30] point out that HUD 
interfaces should be carefully designed. HUD tasks that do not 
support resumability may cause even greater problems than 
traditional head-down displays. In general, it is wise to remember 
that HUDs and HMDs can also be distracting and impair driving 
performance [9, 10]. Even if HUDs and HMDs may allow the driver 
to keep peripheral vision available to serve the goals of the driving 
task, these may cause negative gaze concentration effects [34] 
compared to driving without any secondary tasks. 

2.2 Visual distraction - operationalization and 
measurement 

For instance, Foley, Young, Angell and Domeyer [7] (p. 63) have 
defined visual distraction as follows: “Visual distraction is any 
glance that competes with activities necessary for safe driving”. 
Among others, Klauer, Dingus, Neale, Sudweeks and Ramsey [12] 
have reported in their naturalistic driving study that over two 
seconds eyes-off-road durations – that is, visual distraction – were 
associated with near-crash and crash risk. 

In this study, we used a novel distraction testing method that 
was introduced by Kujala and Mäkelä [17], to evaluate the visual 
distraction potential of the Nuviz HUD tasks and the smartphone 
tasks. One benefit of the method is that the in-vehicle glances made 
during the testing can be categorized to appropriate (green) or 
inappropriate (red) glances dependent on the visual demands of the 
road point where the glance begins. 

The method follows the idea of Victor et al. [33] regarding the 
high change rate of the driving situation and Kircher and 
Ahlstrom’s [11] idea about the timing of the off-road glance. Victor 
et al. [33] have noticed that many crashes occur because of a 
combination of a relatively short glance and high rate at which the 
dynamics of the driving situation changed during that glance – not 
because the off-road glance was too long as such. Also, Kircher and 
Ahlstrom [11] have suggested that all off-road glances are not 
equally distracting but timing of the off-road glance is critical. 

In this study, glances towards the HUD view are interpreted as 
off-road (i.e., in-vehicle) glances since at least the driver's focal 
visual attention is then on the HUD. The appropriateness of an in-
vehicle glance is determined here based on the visual demands of 
the route point and not solely based on the glance duration. Thus, 
the method may be more suitable to assess if the HUD affects 
drivers' situational awareness and glance timing than the NHTSA 
[25] recommended practice with static driving scenario and static 
glance acceptance criteria (see [29]). 

HUD technology could cause a phenomenon called tunnel vision 
where the gaze is concentrated on too narrowly to the HUD and/or 
the road center [34], sacrificing observations for unexpected events 
in the road environment. Because of this, it is important to study 
also gaze concentration effects as a form of visual distraction 
particularly significant for HUDs. Victor, Harbluk and Engström 
[34] used a metric called percent road centre to measure these types 
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of effects with in-vehicle tasks. This metric can tell if driver’s field 
of view decreases compared to baseline driving. In this study, we 
analyze the gaze concentration effects by standard deviation of gaze 
in x-coordinates, which is another traditional measure used for 
analyzing differences in visual search patterns between novice and 
experienced drivers (e.g., [4]). The driving scenarios we utilized 
include turns in junctions, which stress the importance of horizontal 
observations for crossing traffic. 

3 Method 
For measuring the visual distraction potential of the in-vehicle 
tasks, we used a method by Kujala and Mäkelä [17]. The same 
method has been previously applied to study visual distraction 
potential of audio-visual route guidance [15] and different text 
entry methods [14]. This method utilizes visual occlusion technique, 
originally introduced by Senders, Kristofferson, Dietrich and Ward 
[28]. Visual occlusion refers to a condition where the driver’s vision 
is occasionally occluded and the duration of the self-selected 
occlusion is measured. This is later referred as occlusion distance or 
OD. In this context, visual occlusion is used to measure the distance 
that is driven during the occluded period, not time. This enables the 
driver to freely control the driving speed during the measurement 
of the visual demands of driving. 

The testing method is based on an experiment where 97 drivers’ 
occlusion distances on simulated highway and suburban roads were 
measured [18]. These occlusion distances were mapped on the test 
routes and used during the distraction testing: the highway routes 
for participant sample validation and the suburban roads for the 
actual distraction testing. The participant sample validation by 
using their occlusion distances driven during an occlusion trial 
ensure that the driver sample includes both, “short-glancers” and 
“long-glancers”. This validation is an important part of the testing 
method since previous studies have indicated that drivers have 
individual off-road glance duration tendencies [2, 16] and these 
individual differences in glance durations could affect the results of 
the distraction testing [3, 23]. 

During the distraction testing, the in-vehicle glance distances 
are measured. An in-vehicle glance refers to a glance that is directed 
to an in-vehicle device. Thus, an in-vehicle glance distance refers to 
a distance in meters that is driven during the in-vehicle glance. 
These in-vehicle glances can be categorized as green or red glances 
based on the original 97 drivers’ occlusion data [18]. 

The categorization of the in-vehicle glances is based on the 
distance driven during a glance from a particular route point where 
the glance begins. A green glance refers to an in-vehicle glance 
length that is at or below the baseline data’s median occlusion 
distance for the route point and therefore can be considered as an 
appropriate glance. The verification threshold for green glances has 
in previous studies [14, 15] been set to 68 % (min) of all the in-
vehicle glances made during the task. To pass the verification 
criterion, the task should have 68 % or more of green glances. The 
verification criterion is based on the median percentage of the 
occlusion distances of the 97 drivers in the study of Kujala, Mäkelä, 
Kotilainen and Tokkonen [18]. 

A red glance refers to an in-vehicle glance length that exceeds 
the 85th percentile of the original 97-driver sample’s occlusion 
distance on the route point. Red glances can thus be considered as 
inappropriately long in-vehicle glances in relation to the visual 
demand of the given driving situation. At these occasions, the in-
vehicle task has caught the driver’s attention for longer time than 
what the majority of the 97 drivers would have preferred to drive 
without vision on that route point. The verification threshold for red 
glances has been set to 6 % (max) [14, 15] of all the in-vehicle 
glances made during the task. If the task’s red glances exceed 6 %, 
the task fails the verification criterion. The verification criterion is 
based on the 85th percentile of the occlusion distances of the 97-
driver sample in the study of Kujala et al. [18]. 

3.1 Design of the study 
The experimental design for the distraction testing was a within-
subjects 2 x 3. The independent variables were the in-vehicle device: 
a helmet-mounted head-up display or a smartphone, and the in-
vehicle task type: navigation, song search or phone call. For 
studying the gaze concentration effects of the Nuviz HUD (RQ3), 
the design was a within-subjects 2 x 1 (baseline driving versus 
route-following with the HUD). The design for NASA-TLX [8] was 
a within-subjects 4 x 1 the trial as an independent variable (baseline, 
Nuviz HUD tasks, smartphone tasks, occlusion). 

3.2 Participants 
The selection of the participants followed the NHTSA [25] 
recommendations regarding the driver sample for testing 
distraction of in-vehicle electronic devices, as precisely as possible. 
Convenience sampling was used to recruit participants via the 
University of Jyväskylä’s mailing lists and connecting local 
motorcycle clubs. Altogether there were 24 participants (17 males 
and 7 females). The age of the participants varied from 19 to 72 
years (M = 38.7; SD = 14.3). Six participants were 18 to 24 years old, 
seven were 25 to 39 years old, seven were 40 to 54 years old and 
four of the participants were older than 55 years. The driving 
experience varied from 1.5 years to 54 years (M = 20.6; SD = 15.0) 
and the driven kilometers per year from 6 000 to 40 000 (M = 16 542; 
SD = 10 283). 

3.3 Apparatus 
The experiments took place in a driving simulator laboratory of the 
University of Jyväskylä. A car simulator was used to conduct the 
experiment although this study is about testing a device that is 
designed for motorcycle drivers. The driving simulator (see Figure 
1) is a medium-fidelity simulator with a motion platform (CKAS 
Mechatronics 2-DOF). The simulator has automatic transmission, 
force-feedback steering wheel and pedals (Logitech G27), and the 
seat is longitudinally adjustable. Eepsoft’s (www.eepsoft.fi) 
professional driving simulator software was used for simulating the 
driving and saving driving log data at 10 Hz. 

The simulator has three 40” LED screens (Samsung, 95.6 cm x 
57.4 cm) with resolution of 1440 x 900 per screen. The screens 
display the driving scene as well as the rear-view mirror and side 
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mirrors. We used a separate 7” tablet (Lenovo TB3-730X) above the 
steering wheel to display a speedometer to make the position of the 
meter resemble the meter position in a motorcycle. The tablet 
received the speed data in near real-time from the simulator 
software via a Wi-Fi network and the MockGeoFix Android 
application and displayed the speed to the participants with the 
Speedometer application available in PlayStore. 

During the distraction testing, we used Samsung Galaxy A3 
smartphone (4.5”, Android 6.0.1), Nuviz head-up display that was 
mounted to a motorcycle helmet and a controller that was attached 
to the left side of a steering wheel (see Figure 1).  The controller was 
positioned so that it could be used with the left-hand thumb without 
taking hands off the steering wheel. The controller is intended to be 
used in a similar manner when attached to a handlebar of a 
motorcycle. The smartphone was placed in a holder next to a 
steering wheel (see Figure 1). A laptop was used to mirror the Nuviz 
HUD image to ensure that the experimenter saw the same HUD 
view as the participants. 

The Nuviz Android application was running in the same 
Samsung smartphone, with which the smartphone tasks were 
conducted. The application communicated with the Nuviz head-up 
display via a Bluetooth connection. The user interface of the Nuviz 
HUD can be seen in Figure 2. The functionalities shown in the upper 
and lower corners at the left side of the views could be selected by 
the right-hand buttons of the controller. The view (i.e., application 
or menu position) could be switched up or down by the central scroll 
button in the controller. 

We recorded the eye movements with Ergoneers’ Dikablis 
Essential 50 Hz head-mounted eye-tracking system and 
synchronized the driving simulator data with the eye-tracking data 
using LAN bridge. 

For the occlusion trial, the steering wheel was outfitted with two 
levers behind the wheel that reveal the driving scene for 500 
milliseconds per pull. If a lever is pulled repeatedly, the driving 
scene is visible all the time. The time of 500 milliseconds is based on 
the pioneering research on the occlusion method of Senders et al. 
[28]. 

During the trials, we used four predefined routes that simulate 
actual Finnish suburban roads in the Helsinki metropolitan area. All 
the routes used during the distraction testing were suburban roads 
without traffic. The same roads were used also in the study of Kujala 
and Mäkelä [17]. For the occlusion trial, we used a predefined 
highway route without any traffic. The driven route was same as 
for the baseline sample (N = 97) [18]. There were three speed limits:  
60 kilometers, 80 kilometers and 120 kilometers per hour. The speed 
limit changed exactly at the same point for each participant. 

3.4 Procedure 
Demographic data was collected before the experiment via email. 
After arrival, the participants signed an informed consent form. At 
first, each participant adjusted the simulator’s seat as close to the 
steering wheel as possible. This was done to make the HUD image 
appear above the road environment displayed on the middle screen. 
The distance between the seat and the steering wheel varied from 
32 centimeters to 56 centimeters, mean being 45 centimeters. 

 

After adjusting the seat, the participants practiced driving with 
the simulator as long as they wanted. The practice driving scene 
was an artificial city environment with other road users. The 
average practice time was 4.19 minutes. When they started to be 
familiar with the simulator, they started to practice for the occlusion 
trial. The purpose of this practice was to get the participants familiar 
with driving occasionally without vision but still safely. The practice 
took place in the same artificial city environment with other traffic. 
The occlusion practice time was on average 6.67 minutes. 

The first trial after the two practices was an occlusion trial. The 
occlusion trial is an important part of the participant sample 
validation in the testing method. In the occlusion trial all the screens 

Figure 1: Experimental setup and the position of the devices. 
The orange arrow points to the steering wheel-mounted 
controller and the green arrow points to the smartphone. 

 

Figure 2: On top: Nuviz HUD user interfaces (navigation and 
music). On bottom: Nuviz HUD user interface (calls) and Nuviz 
HUD device with the controller. NB. During the distraction 
testing the controller did not have any labelling on it. 
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were blank by default and by pulling either of the steering wheel’s 
levers, participants were able to see the driving scene for 500 
milliseconds per pull. During the trial, each participant was 
instructed to obey the traffic rules, to drive safely - but at the same 
time to try to drive without any visual information of the road 
(vision occluded) as long as they can.  

An extra movie ticket was promised to those six participants 
who were able to drive the longest distances vision occluded but still 
accurately. This was done in order to get the participants to focus 
on the driving task but still trying to maximize the period when they 
drive without vision. After the trial, each participant filled out the 
NASA Task Load Index (TLX) questionnaire [8]. 

After the occlusion trial, the distraction testing started. At this 
point, the motorcycle helmet with the eye-tracker was put on and 
the eye-tracker was adjusted and calibrated.  

After these preparations, the participants received general 
driving instructions: to prioritize driving task, to obey the traffic 
rules and to drive safely. They were also advised that the speed limit 
is 50 kilometers per hour but they were reminded that they may 
adjust the speed if needed.  

All participants conducted three tasks with the smartphone and 
with the Nuviz HUD as well as a baseline drive where the task was 
to follow the verbal navigation instructions provided by the 
simulator software. The order of the tasks and the routes were 
counterbalanced in order to avoid learning effects. The baseline 
drive was always driven between the in-vehicle task trials. The 
visual demands of each used route were as similar as possible and 
there were no other road users or red traffic lights in the driving 
scenarios. 

Each participant practiced to conduct the tasks with similar 
mock-up tasks before the actual task. The smartphone tasks were: 
1) to follow the driving instructions to a destination, provided by 
Google Maps for a pre-defined route, 2) to find a target song from a 
list of unordered music and to start playing the song using 
Samsung’s native music player (3 songs), and 3) to find a contact 
information from a list of contacts and to make a call using 
Samsung’s native Contacts application and its call feature (3 calls). 
Neither of the latter tasks required typing, only scrolling the lists 
and selecting the correct song or contact information and to tap the 
call function. 

The Nuviz HUD tasks were: 1) to follow the driving instructions 
to a destination provided by the Nuviz’s user interface utilizing a 
predefined route on HERE maps installed on the Samsung phone, 2) 
to find a target song from a list of unordered music and to start 
playing the song using Nuviz’s user interface that activated the 
Samsung’s native music player (3 songs), and 3) to find a contact 
information from a list of contacts and to make a call using Nuviz’s 
user interface that utilized the Samsung’s contact information and 
call feature (3 calls). All the Nuviz tasks were conducted using the 
physical steering wheel controller that controlled the view in the 
head-up display. In other words, no typing was required, only 
scrolling the lists with the central scroll button and making 
selections by clicking an appropriate button in the corners of the 
controller. 

After each task the participants filled out a reduced NASA-TLX 
questionnaire without weighting [8]. Finally, each participant was 
rewarded with a movie ticket. 

3.5 Analyses 
The main dependent variables for the distraction testing (RQ1) were 
the percentages of green and red in-vehicle glances and for the 
analysis of experienced task demands (RQ2) the total NASA-TLX 
score for each trial. We also report the total number of in-vehicle 
glances, as well as the total and mean glance duration, and the 
percentage of over-2-second in-vehicle glances, to provide 
comparable data with the NHTSA recommended verification 
criteria [25]. 

For the analysis of gaze concentration effects of the HUD (RQ3), 
we compared the standard deviation of the pupil’s x-coordinate in 
eye camera pixels (i.e., horizontal gaze activity) as provided by the 
Ergoneers' D-Lab software (version 2.5), between the baseline 
driving and the navigation task with the Nuviz HUD. 

The in-vehicle glance lengths were scored following the 
definition by SAE-J2396 [31]. However, the gaze transition time 
back to the driving scene was added to a glance duration to provide 
a 'full' off-road glance length. For the smartphone tasks, glances to 
the smartphone were counted as in-vehicle glances. For the Nuviz 
HUD tasks, glances to the HUD and the controller were counted as 
in-vehicle glances. During the testing, the in-vehicle glances were 
scored in real-time automatically with a script that recognized 
pupil’s x and y coordinates provided by the Dikablis eye-tracking 
system. The coordinates were synchronized with the driving 
simulator’s location data. All the automatically scored glances were 
manually reviewed from synchronized videos (25 fps) using Noldus 
XY software and all the inaccuracies were corrected frame-by-
frame. 

To ensure that our driver sample is compatible with the original 
driver sample [18], the range of the occlusion distances as well as 
median distances were measured. This was done is order to make 
sure that the use of the baseline occlusion data is appropriate and 
that there is no overrepresentation either in “short-glancers” or 
“long-glancers”. Medians were chosen over means because of the 
non-Gaussian OD distributions. For controlling the effects of 
accelerations and decelerations in the beginning of the trial, in the 
junctions and in the end of the trial, only occlusion distances that 
were driven over 72 kilometers per hour (20 m/s) were included in 
the data. 

Since the distributions of the green and red glances were also 
non-Gaussian, one-sample sign test was used to test the equality of 
the green and red glance percentages’ medians to the verification 
thresholds (min 68 % green and max 6 % red). The differences 
between the Nuviz and smartphone tasks were analyzed with 
Wilcoxon signed-rank test. The non-parametric Wilcoxon signed-
rank test was used also to compare the horizontal gaze activity 
between the baseline driving and the Nuviz HUD navigation task. 
For multiple pairwise comparisons, Bonferroni corrections were 
applied. Differences between the NASA-TLX scores were analyzed 
with Wilcoxon signed-rank test because most of the distributions 
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were non-Gaussian. Where applicable, Cohen's d is reported as a 
measure of effect size. 

4 Results 

4.1 Occlusion distances 
Due to technical problems in one trial, N of occlusion distances is 
23. The occlusion distance varied from 9.0 to 37.4 meters (range 28.4 
m), median being 20.7 meters. The equivalent range and median of 
the baseline data [18] are 3.2 - 41.9 meters (38.7 m) and 13.7 meters. 
Out of interest, there was a strong inverse correlation between 
occlusion distance and age: r = -.50. 

4.2 Mean number of in-vehicle glances 
Table 1 indicates that there were enough glances per task type for 
meaningful statistical testing. The mean numbers of glances for the 
song search and call tasks in Table 1 can be multiplied by three to 
get the total number of glances analyzed in the distraction testing. 
 

Device Navigation  Song search  Call 

Nuviz HUD 74.50 (36.90) 19.24 (8.50) 8.78 (5.70) 

Samsung 
smartphone 46.96 (21.47) 14.74 (11.65) 12.99 (7.97) 

Table 1: Mean number of in-vehicle glances per task type. 
Standard deviation in parentheses. The song search and call 

tasks are averaged over three tasks. 

4.3 Green in-vehicle glances 
The verification threshold for green glances was set to 68 % (min) 
[14, 15]. According to one-sample sign test, the Nuviz HUD task 
passed the verification criterion for green glances (see Figure 3), the 
percentage being 68.64 (p = .376). The smartphone tasks did not pass 
the criterion since the median was 42.26 % (p < .001). Wilcoxon 
signed-rank test indicated that there is a significant difference in the 
green glance percentages between the Nuviz HUD and smartphone 
tasks: Z = 3.49, p < .001. The effect is large (d = 0.90). 

Wilcoxon signed-rank test indicated that at task-level only 
statistically significant difference in green glance percentages 
between the devices, in favor of Nuviz HUD, was with the song 
search task: Z = 3.71, p < .001, d = 1.39 (large effect), with a 
Bonferroni-corrected alpha level of .017 (see Table 2). For the other 
two tasks, the pairwise differences were not statistically significant 
after Bonferroni-correction: navigation Z = 2.29, p = .022, d = 0.75; 
call Z = 2.23, p = .026, d = 0.53. 

 

 

Figure 3: Percentage of green in-vehicle glances, verification 
threshold at 68 %. 

Device Navigation  Song search  Call 

Nuviz HUD 56.6 73.6 68.3 

Samsung  
smartphone 

32.8 36.2 54.0 

Table 2: Percentage of green in-vehicle glances (median) per 
input method and task type. 

4.4 Red in-vehicle glances 
The verification threshold of red glances was set to 6 % (max) [14, 
15]. According to one-sample sign test, both – Nuviz HUD and 
smartphone – tasks passed the set verification criterion (see Figure 
4). Nuviz’s median red glance percentage was 3.41 (p = .511) and 
smartphone’s 6.20 (p = .162). The smartphone’s red glance 
percentage does not differ significantly from the threshold (6 %) and 
therefore passed the test. 

According to Wilcoxon signed-rank test, there is also a 
significant difference in the red glance percentages between the 
Nuviz HUD and smartphone tasks: Z = 2.74, p = .006. The effect is 
of medium size (d = 0.62). 

Wilcoxon signed-rank test indicated that there was a significant 
difference between the devices (see Table 3), in favor of Nuviz HUD, 
in the song search task (Z = 2.66, p = .008, d = 0.82 [large effect]) 
and in the navigation task (Z = 2.40, p = .016, d = 0.57 [medium 
effect]), with the Bonferroni-corrected alpha level of .017. No 
difference was found in the call task (Z = .501, p = .616). 
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Figure 4: Percentage of red in-vehicle glances, verification 
threshold at 6 %. 

Device Navigation Song search Call 

Nuviz HUD 3.8 2.0 4.1 

Samsung 
smartphone 9.1 8.0 3.2 

Table 3: Percentage of red in-vehicle glances (median) per 
input method and task type.  

4.5 Durations of in-vehicle glances (NHTSA, 2013) 
For enabling comparison between studies, also the NHTSA [25] 
recommended metrics are reported in Tables 4-6. 
 Navigation  Song search Call  

Device 
M 

(SD) 
85th 
%ile 

M 
(SD) 

85th 
%ile 

M 
(SD) 

85th 
%ile 

Nuviz HUD 56.29 
(17.69) 

74.88 14.30 
(3.21) 

17.06 6.88 
(2.32) 

10.23 

Samsung 
smartphone 

50.56 
(20.67) 

77.65 16.22 
(9.21) 

26.12 11.41 
(4.02) 

15.87 

Table 4: Total duration of in-vehicle glances (s). Standard 
deviation in parentheses. The song search and call tasks are 

averaged over three tasks. 

 Navigation  Song search  Call 

Device Md 85th %ile Md 85t 
%ile Md 85th 

%ile 

Nuviz HUD 0.0 3.5 0.0 2.1 0.0 5.8 

Samsung 
smartphone 0.0 5.9 8.6 25.3 4.7 12.8 

Table 5: Percentage of over-2-second in-vehicle glances 
(median). Percentages calculated for three tasks per task type 

for the song search and call tasks. 

 Navigation Song search Call 

Device 
M 

(SD) 
85th 
%ile 

M 
(SD) 

85th 
%ile 

M 
(SD) 

85th 
%ile 

Nuviz HUD 0.86 
(0.27) 

1.13 0.81 
(0.23) 

1.09 0.87 
(0.25) 

1.14 

Samsung 
smartphone 

1.13 
(0.22) 

1.33 1.23 
(0.35) 

1.60 1.00 
(0.35) 

1.38 

Table 6: Mean in-vehicle glance durations (s). Means calculated 
for three tasks per task type for the song search and call tasks. 

4.6 Experienced task workload - NASA-TLX 
According to Wilcoxon signed-rank test, all the differences between 
the trials were significant with a = .008, except the difference 
between occlusion trial and smartphone tasks (p = .158, see Figure 
5): baseline vs. Nuviz HUD tasks, Z = 3.42, p = .001, d = 0.73; 
baseline vs. occlusion, Z = 4.17, p < .001, d = 2.20; baseline vs. 
smartphone tasks, Z = 4.26, p < .001, d = 1.78; Nuviz HUD tasks vs. 
occlusion, Z = 3.93, p < .001, d = 1.36; and Nuviz HUD tasks vs. 
smartphone tasks, Z = 3.33, p = .001, d = 1.02. All the effect sizes are 
large, except between baseline driving and Nuviz HUD tasks the 
effect size is medium. 
 

 

Figure 5: Experienced task workload measured with NASA-TLX. 
Maximum is 100. Error bars: 95 % CI. 

4.7 Horizontal gaze activity 
The horizontal gaze activity was measured with standard deviation 
of pupil’s x-coordinate in eye camera pixels (see Figure 6). 
According to Wilcoxon signed-rank test, there was no significant 
difference in horizontal gaze activity between the baseline driving 
and the Nuviz HUD navigation task (p = .349). 
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Figure 6: Standard deviation of pupil’s x-coordinate in eye 
camera pixels. 

5 Discussion 
This was the first study comparing visual distraction effects 
between tasks conducted with a helmet-mounted HUD for 
motorcyclists and with a smartphone. The distraction potential of 
these two devices were assessed with red and green in-vehicle 
glances as defined by Kujala and Mäkelä [17]. The verification 
threshold for green glances was set to 68 % (min) and for red glances 
maximum to 6 % (max) [14, 15]. Overall, the Nuviz HUD tasks 
passed the set verification criterion for green glances, the 
percentage of green glances being 68.6. The smartphone tasks did 
not pass this criterion with the percentage of 42.3. When compared 
per task type, the song search task conducted with Nuviz HUD had 
significantly higher green glance percentages than the similar task 
with a smartphone (here, higher is better).  

Both - Nuviz HUD and smartphone tasks - passed the set 
verification criterion for the inappropriately long red glances. The 
overall percentage for the Nuviz HUD tasks was 3.4 and for the 
smartphone tasks 6.2. The smartphone tasks passed the criterion as 
well because the difference between the percentage and the 
verification threshold is not significant. However, the difference in 
red glance percentages between the Nuviz HUD and smartphone 
tasks is significant. When compared per task type, the song search 
and navigation tasks had significantly lower red glance percentages 
when conducted with the Nuviz HUD.  

Based on these findings, the studied Nuviz HUD tasks seem to 
have lower distraction potential than the tasks with the same goals 
conducted with an Android smartphone (RQ1). Compared to the 
smartphone tasks, the Nuviz HUD tasks increased the percentage of 
green in-vehicle glances by 62 % and decreased the percentage of 
red in-vehicle glances by 45 %. Also, there was no 
overrepresentation of “short-glancers” or “long-glancers” in the 
participants' occlusion distance distribution. Based on that, the 
sample can be considered comparable with the baseline 97-driver 
sample [18] and the green and red glance metrics as reliable.  

The experienced task workload was reported highest during the 
occlusion trial and second highest during the smartphone tasks. No 
significant difference between these two trials were found. The 
baseline drive was experienced as the least demanding and the 
Nuviz HUD tasks were experienced as second least demanding. 
There was a significant difference between baseline driving and 
Nuviz HUD tasks as well as between Nuviz HUD tasks and 
smartphone tasks. The Nuviz HUD tasks were experienced less 
demanding than the smartphone tasks (RQ2). 

We found no difference in horizontal gaze activity between 
baseline driving and the navigation task conducted with the Nuviz 
HUD. It can be interpreted that using HUD for navigation while 
driving did not cause gaze concentration in this study (RQ3). The 
possible gaze concentration effects of HUDs should be further 
studied also with other types of in-vehicle tasks than navigation.  

Due to confounding factors, we cannot pinpoint the exact design 
factors explaining the advantage of the tasks with the Nuviz HUD 
over the similar tasks with a smartphone. However, based on earlier 
research, we assume that the HUD enabled use of peripheral vision 
to maintain better situational awareness of the demands of the 
driving environment during the HUD tasks compared to the head-
down phone tasks. In addition, the easy-to-learn haptic design of 
the HUD controller could be used without vision. We noticed that 
glances directed to the steering wheel-mounted HUD controller 
were very rare, from a few to none. This is a positive sign towards 
the haptic design of the controller. 

Previous studies (e.g., [35, 36]) have found similar results 
concerning HUDs operated with physical controllers and 
touchscreen HDDs. However, the tested Nuviz HUD differs from 
those since it is designed to be used while driving a motorcycle and 
the HUD is helmet-mounted, ensuring that the HUD view is visible 
for the driver in all head positions. This is not the case with 
windshield HUDs [35, 36]. Windshield HUDs [35, 36] cannot be 
used in a motorcycle context since motorcycles are missing car-like 
windshields and that is why a different HUD solution is needed. 

As an example of UI design differences at the software level, 
both music search tasks required scrolling a list of music to find the 
target song(s). With the Nuviz HUD the participant could scroll the 
list song-by-song by a single press of a physical button in the 
steering wheel controller. With the smartphone, the participant had 
to point the touchscreen and scroll the music player menu by means 
of kinetic scrolling, which has been found to be one of the most 
visually distracting activities with touchscreen in-vehicle devices 
[19, 20]. In addition, the participant did not have to look down, far 
away from the driving environment, to see the selected song in the 
HUD. 

The navigation, song search, and call tasks had equivalent or 
even higher mean number and total duration of in-vehicle glances 
conducted with the Nuviz HUD than with the smartphone (Table 1). 
Despite that, the Nuviz HUD tasks had higher green glance 
percentages and lower red glance percentages than the tasks 
conducted with the smartphone. This finding suggests, that these 
metrics of visual demand may suit poorly for measuring visual 
distraction. This is the case, in particular, if visual distraction is 
operationalized as a calibration failure between the situational 
visual demands of driving and the off-road glance length. Similarly, 
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Smith, Gabbard and Conley [29] found out that HUD affected more 
negatively the NHTSA glance metrics [25] than HDD. Depending 
on the user interface, the task length may not be as critical factor 
for appropriate timing of the in-vehicle glances and distraction than 
other task features. The finding stresses the importance of in-
vehicle user interface and task design to mitigate visual distraction 
and the importance of using proper metrics suitable for a user 
interface design in distraction testing. The green and red glance 
percentages observed in this study are well in line with previous 
findings [14, 15]. This gives credibility to the used distraction 
testing method as similar task designs seem to produce similar 
results.  

Nonetheless, there are some limitations concerning this study. 
The car simulator used in this study cannot simulate driving with a 
motorcycle. In addition, in this study the Nuviz controller was 
attached to the steering wheel (see Figure 1). When driving a 
motorcycle, the controller would be attached to a handlebar.  
However, the study was designed to enable comparative analysis of 
the visual distraction effects of device used while driving (a 
simulated car) in a controlled environment. Motorcycling can be 
argued to be more demanding than driving a car [24], and thus, the 
absolute distraction effects may be even larger while riding a 
motorcycle than what measured here. Naturally this applies to both 
smartphone tasks and HUD tasks. The measured visual distraction 
effects of the in-vehicle tasks cannot be generalized to provide 
estimates of the absolute distraction effects while driving a 
motorcycle, but we argue that the observed relative effects between 
the devices and tasks are reliable. In fact, the generalization of any 
driving performance or glance data measured in a simulator to real 
conditions has to be done with caution.  

Road surface roughness was absent because the simulator's 
motion platform has only two degrees of freedom. This factor could 
favor the Nuviz HUD with the thumb-controller even more in real 
traffic conditions. All the in-vehicle tasks in this study, also with the 
smartphone, were relatively easy due to low number of task steps. 
This was due to the fairly limited Nuviz HUD functionalities at the 
time of testing. With more complex in-vehicle tasks the distraction 
effects of both smartphone and HUD tasks could be worse. One 
should also keep in mind the usability-distraction paradox: the 
overall distraction effects in a driver population may be increased 
by safer and easier-to-use in-vehicle user interfaces, if these 
increase the frequency of use of these devices on the roads. 

6 Conclusion 
This was the first research comparing visual distraction effects of a 
HUD designed for motorcyclists to distraction effects of smartphone 
usage. The distraction effects were evaluated with a novel method 
that classifies in-vehicle glances to appropriate and inappropriate 
glances dependent on the situational driving demands. Compared to 
the smartphone tasks, the Nuviz HUD tasks increased the 
percentage of acceptable in-vehicle glances by 62 % and decreased 
the percentage of inappropriately long in-vehicle glances by 45 %. 
Based on the results, the tested HUD tasks seem to be safer for 
motorcyclists than similar tasks with a smartphone while driving.  

The tasks conducted with the HUD where also reported less 
demanding than the tasks conducted with the smartphone. The use 
of the HUD for navigation guidance did not cause gaze 
concentration effects compared to baseline driving. However, these 
effects are something to be studied more carefully in the future with 
other types of in-vehicle tasks. 

The study had some limitations since a car simulator was used 
instead of a motorcycle simulator. On the other hand, driving a 
motorcycle is more complex task than driving a car and that is why 
the distraction effects can be even larger than what reported while 
riding a motorcycle. 
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