
55

Closed Forms for Numerical Loops∗

ZACHARY KINCAID, Princeton University, USA

JASON BRECK, University of Wisconsin, USA

JOHN CYPHERT, University of Wisconsin, USA

THOMAS REPS, University of Wisconsin, USA and GrammaTech, Inc., USA

This paper investigates the problem of reasoning about non-linear behavior of simple numerical loops. Our

approach builds on classical techniques for analyzing the behavior of linear dynamical systems. It is well-known

that a closed-form representation of the behavior of a linear dynamical system can always be expressed using

algebraic numbers, but this approach can create formulas that present an obstacle for automated-reasoning

tools. This paper characterizes when linear loops have closed forms in simpler theories that are more amenable

to automated reasoning. The algorithms for computing closed forms described in the paper avoid the use of

algebraic numbers, and produce closed forms expressed using polynomials and exponentials over rational

numbers. We show that the logic for expressing closed forms is decidable, yielding decision procedures for

verifying safety and termination of a class of numerical loops over rational numbers. We also show that the

procedure for computing closed forms for this class of numerical loops can be used to over-approximate the

behavior of arbitrary numerical programs (with unrestricted control flow, non-deterministic assignments, and

recursive procedures).
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1 INTRODUCTION

Many programs exhibit non-linear behavior, whether explicitlyÐe.g., scientific or cyber-physical
applicationsÐor implicitlyÐe.g., time or space usage of nested loops or recursive procedures. This
paper addresses a problem in the basic science of program analysis: how can we systematically

(i.e., rather than heuristically) reason about non-linear behavior? We consider a simplified model
of numerical loops with linear and polynomial assignments. We identify conditions under which
it is possible to exactly characterize the behavior of such a loop with a logical formula involving
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while (∗) do
int xold = x ;

int yold = y;

x = 2xold + yold;

y = xold + 2yold;

while (∗) do[
x

y

]
=

[
2 1

1 2

] [
x

y

] while (∗) do
int xold = x ;

x = y;

y = −xold;

while (∗) do[
x

y

]
=

[
0 1

−1 0

] [
x

y

]

(a) (a′) (b) (b ′)

Fig. 1. Examples used to illustrate the challenges of finding summaries of linear loops.

exponenentials and polynomials over the rationals, and show that this logical fragment is decidable.
As a consequence, we obtain decidability results for safety and termination problems for a simple
program model that can exhibit non-linear behavior.

Example 1.1. The loops shown in Fig. 1 (a) and (b) are linear loops: non-deterministic loops that
consist of a sequence of affine assignmentsÐor, equivalently loops that can be written in the form
while (∗) do { x = Ax } (Fig. 1 (a′) and (b ′)), where (∗) denotes a non-deterministic exit condition.
In loop (a), the values of x and y produce the following sequence, as a function of their initial values
x0 and y0: (

x0
y0

)

,

(

2x0 + y0
x0 + 2y0

)

,

(

5x0 + 4y0
4x0 + 5y0

)

,

(

14x0 + 13y0
13x0 + 14y0

)

, · · ·

The behavior of linear loops is well-studied in the field of dynamical systems (and in program
analysisÐsee, e.g., analysis of termination of linear loops in [Braverman 2006; Tiwari 2004] and
acceleration of linear loops in [Boigelot 2003; Jeannet et al. 2014]). The classical method for obtaining
a closed-form representation of the behavior of a linear loop of the form while (∗) do { x = Ax } is
by symbolically exponentiating the matrix A (see ğ3 for more information). Using symbolic matrix
exponentiation, we can characterize the values of x and y that arise at the head of the loopÐand
thus also the values on exit from the loopÐas a function of the number of iterations k via the
following formula:

(

x ′ = (3k + 1)x0/2 + (3k − 1)y0/2
)

∧
(

y ′ = (3k − 1)x0/2 + (3k + 1)y0/2
)

Now consider loop (b). In (b), x and y produce the following sequence:
(

x0
y0

)

,

(

y0
−x0

)

,

(

−x0
−y0

)

,

(

−y0
x0

)

,

(

x0
y0

)

, · · ·

Symbolic matrix exponentiation yields the following formula that captures the behavior of this
loop:

(

x ′ = x0 (i
k/2 + (−i )k/2) + y0 ((−i )ik/2 + i (−i )k/2)

)

∧
(

y ′ = x0 (i
k/2 − i (−i )k/2) + y0 (ik/2 + (−i )k/2)

)

.
(1)

Notice that this formula makes use of the imaginary unit i: powers of i and −i are used as a kind of
switching network to include/exclude x0 and y0 for selected powers of k . □

Classical symbolic matrix exponentiation produces a closed-form formula that involves polyno-
mials and exponentials over the eigenvalues of the matrix for the loop. In general, these eigenvalues
are algebraic numbers. For instance, the eigenvalues of the matrix for loop (b) are i and −i (see ğ3),
and the closed-form representation is Eqn. (1). Unfortunately, exponential-polynomial expressions
over algebraic numbers are difficult to reason about. For instance, the problem of determining
whether such an expression has a root in the natural numbers is equivalent to Skolem’s problem
for linear recurrence sequences. The question of whether that problem is decidable has been open
since the 1930s [Ouaknine and Worrell 2015].

An alternative to symbolic matrix exponentiation is given in [Kincaid et al. 2018]. Kincaid et al.
[2018] express a closed-form representation of linear loops using additional function symbols in
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for (i = 0; i < N ; i + +)

for (j = 0; j < N ; j + +)

C[i][j] = A[i][j] + B[i][j];

while (∗) do

i

j

a

n

1


=



1 0 0 0 0

0 1 0 0 1

0 0 1 0 3

0 0 0 1 0

0 0 0 0 1





i

j

a

n

1



while (∗) do

i

j

a

n

1


=



1 0 0 0 0

0 0 0 1 0

0 0 1 3 0

0 0 0 1 0

0 0 0 0 1





i

j

a

n

1


(a) (b) (c )

Fig. 2. A nested loop that exhibits non-linear behavior

place of exponentials of algebraic numbers. This approach is advantageous because it enables
heuristic reasoning about non-linear behavior using SMT solvers (treating the additional function
symbols as uninterpreted function symbols), but does not allow systematic reasoning: if the function
symbols are interpreted, then the logic is just as expressive as exponential-polynomial arithmetic
over algebraic numbers, and suffers from the same intractability.

This paper gives conditions under which a closed-form representation of a loop can be expressed
in weaker logics that are more amenable to automated reasoning. In particular, we seek closed forms
in decidable logics that avoid the use of algebraic numbers. For instance, our method produces an
alternative closed-form representation for loop (b) by making a case distinction on whether the
loop iteration is even or odd:

(

k ≡ 0 mod 2 ∧ x ′ = (−1) ⌊k/2⌋x0 ∧ y′ = (−1) ⌊k/2⌋y0
)

∨
(

k ≡ 1 mod 2 ∧ x ′ = (−1) ⌊k/2⌋y0 ∧ y′ = −(−1) ⌊k/2⌋x0
)

.
(2)

Although the logical fragment we use to express closed forms of loops is weaker than exponential-
polynomial arithmetic over algebraic numbers, it is still very expressive, allowing us to capture
polynomial and exponential behavior. We show that, despite the high degree of expressivity, the
satisfiability problem for this logic is decidable. As a consequence, we obtain decision procedures
for problems related to safety and termination of linear loops that meet certain efficiently checkable
technical conditions (to be described in ğ5). For instance, we can automatically prove the validity
of the Hoare triple ł{x = 1 ∧ y = 1} Fig. 1(b) {x ≤ 1}ž by proving that the formula łx = 1 ∧ y =
1 ∧ Eqn. (2) ∧ x ′ > 1ž is unsatisfiable.

Although our concern in this paper is with a simplified program model, using the abstraction
techniques of Kincaid et al. [2018, ğ5] our results have immediate applications, as illustrated in the
following example.

Example 1.2. Consider the matrix addition routine in Fig. 2(a). Suppose that we wish to count
the number of memory accesses made by this routine. By introducing (in the innermost loop) a
synthetic variable a that is incremented by 3 (the number of memory accesses in one iteration in
the innermost loop), we can extract (automatically, using [Kincaid et al. 2018, ğ5]) the linear model
of the inner loop shown in Fig. 2(b). The closed form we compute of the inner loop is

∃k ∈ N.i ′ = i ∧ j ′ = j + k ∧ a′ = a + 3k ∧ n′ = n ,
which combined with the precondition and post-condition of the innermost loop (see ğ6.3) yields
the following representation of the action of the innermost loop:

∃k ∈ N.i ′ = i ∧ j ′ = n ∧ a′ = a + 3n ∧ n′ = n .
Again employing the abstraction technique of [Kincaid et al. 2018, ğ5] (and using the above formula
to summarize the inner loop), we extract the linear model of the outer loop shown in Fig. 2(c), and
compute the closed form

∃k ∈ N.i ′ = i + k ∧ j ′ = n ∧ a′ = a + 3n2 ∧ n′ = n , (3)
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from which we see that the number of memory accesses in the addition routine is exactly 3n2. □

Contributions. Our work makes contributions in three main areas:
(1) We present algorithms that solve the problem of obtainingÐin a decidable logicÐclosed-form

formulas of the kind given in Eqns. (2) and (3), namely, loop summaries that capture the iterated
behavior of a linear loop (or an over-approximation thereof).
• We observe that if a matrix has periodic rational eigenvalues (i.e., each eigenvalue is an nth

root of a rational number for some n), then a closed-form representation of its behavior can
be expressed using polynomials and exponentials over rational numbers. We give polytime
algorithms for testing whether a loop has periodic rational eigenvalues and determining its
closed-form representation. Our algorithms are straightforward to implement, and make no
use of algebraic numbers (ğ5).
• We identify special cases in which our algorithm can be used to compute closed forms in
polynomial arithmetic and linear arithmetic (ğ5.2). In the linear-arithmetic case, our result
coincides with that of Boigelot [2003]; however, our method is polytime, improving upon
Boigelot’s exponential-space algorithm.
• We show how to compute, for any linear loop, a linear loop with periodic rational eigenvalues
that best approximates its behavior (ğ6.1).
• We extend the results for linear loops to the class of solvable polynomial loops with periodic-
rational eigenvalues (ğ8).

(2) We show that the satisfiability problem for the logical fragment that we use to express closed
forms is decidable over the rationals (ğ7). The result yields decision procedures for safety and
termination for a class of linear loops.

(3) We demonstrate that the technique is effective in practice, by using it verify safety properties
of a suite of integer programs. Compared to state-of-the-art software model checkers on this
suite of benchmarks, our abstract interpreter proves the safety of more assertions and is more
consistently performant (ğ9).

ğ2 presents some additional examples to provide intuition. ğ3 provides background needed for
understanding the paper’s results. ğ4 defines a logic of closed forms, and formulates the problems
that the paper addresses. ğ10 discusses related work.

2 OVERVIEW

A central theme of this paper is the intuition that it is easier to reason about rational numbers than
algebraic numbers. Although there are many powerful techniques for computing with algebraic
numbers, basic questions about the behavior of non-linear functions over algebraic numbers remain
open [Ouaknine and Worrell 2015], and reasoning about algebraic numbers incurs a substantial
implementation overhead.
Functions involving exponentials and polynomials over rational numbers are well-behaved in

comparison: rational numbers are totally ordered, and this order yields insight into the asymptotic
behavior of exponential-polynomial termsÐlarge exponential bases dominate smaller ones, and high-
degree polynomials dominate low-degree polynomials (these properties also hold for exponential-
polynomials over algebraic reals; see ğ7.1). This fact, along with quantifier-elimination techniques,
allows us to obtain a decidability result for a logic with exponentials and polynomials over the
rationals and reals (ğ7 and ğ8.1).

This decidability result motivates the question of when it is possible to express the behavior of a
loop using only rational numbers. This question is tied to the nature of the eigenvalues of linear
transformations. For example, the eigenvalues of Fig. 1(a) are rational (1 and 3), and so the loop
admits a closed-form representation over the rationals. The eigenvalues of loop (b) are non-rational
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while (∗) do
int aold = a;

int fold = f ;

a = b + d ;

b = c − b − aold;
f = −c − d − e − fold;
c = d ;

d = e;

e = fold;



a′

b ′

c ′

d ′

e ′

f ′


=



0 1 0 1 0 0

−1 −1 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1

0 0 −1 −1 −1 −1





a

b

c

d

e

f


Fig. 3. Loop with periodic behavior, and its associated transition matrix.

(i and −i), which means that symbolic matrix exponentiation gives a closed-form representation
involving non-rational numbers (Eqn. (1)). However, the use of non-rational numbers is not essential

because the matrix representing the execution of the loop twice,
(
0 1
−1 0

)2
=

(−1 0
0 −1

)

, has only

rational eigenvalues (i.e., −1 with multiplicity 2). The squared matrix captures the periodic nature
of the loop in Fig. 1(b), enabling us to capture the behavior of the loop with a formula over the
rationals by case-splitting on whether the loop iteration is even or odd.

Thus, we can capture the behavior of a linear loopwhile (∗) do {x = Ax} using rational arithmetic
as long as some power Ap of A has all rational eigenvalues. This observation raises the question of
how high the power p may be required to make all eigenvalues of a matrix A rational. We prove a
bound on the power (as a corollary to Lem. 5.3), but as illustrated by the following example, p may
be exponential in the size of A.

Example 2.1. Consider the loop and corresponding transition matrix shown in Fig. 3. The matrix
has six distinct eigenvalues, none of which are rational. However, the matrix raised to the 15th

power is the 6 × 6 identity matrix. Following the pattern of Fig. 1(b), one can create a disjunction
with 15 cases, as follows:

((k ≡ 0 mod 15) ∧ (a′ − c ′ = a − c ) ∧ (b ′ = b) ∧ (c ′ = c ) ∧ (d ′ = d ) ∧ (e ′ = e ) ∧ ( f ′ = f ))

∨ · · ·

∨
(

(k ≡ 14 mod 15) ∧ (a′ − c ′ = −(a − c ) − b) ∧ (b ′ = a − c ) ∧ (c ′ = −c − d − e − f )
∧ (d ′ = c ) ∧ (e ′ = d ) ∧ ( f ′ = e )

) (4)

We observe that although the total period of the loop is 15, its behavior can be decomposed
into two smaller periods, 3 and 5. This idea leads to the following more compact formula that also
summarizes the behavior of the loop in Fig. 3:

*......,

(k ≡ 0 mod 5 ∧ c ′ = c ∧ d ′ = d ∧ e ′ = e ∧ f ′ = f )

∨ (k ≡ 1 mod 5 ∧ c ′ = d ∧ d ′ = e ∧ e ′ = f ∧ f ′ = −c − d − e − f )
∨ (k ≡ 2 mod 5 ∧ c ′ = e ∧ d ′ = f ∧ e ′ = −c − d − e − f ∧ f ′ = c )
∨ (k ≡ 3 mod 5 ∧ c ′ = f ∧ d ′ = −c − d − e − f ∧ e ′ = c ∧ f ′ = d )
∨ (k ≡ 4 mod 5 ∧ c ′ = −c − d − e − f ∧ d ′ = c ∧ e ′ = d ∧ f ′ = e )

+//////-
∧ *.,

(k ≡ 0 mod 3 ∧ a′ = c ′ + a − c ∧ b ′ = b)
∨ (k ≡ 1 mod 3 ∧ a′ = c ′ + b ∧ b ′ = −(a − c ) − b)
∨ (k ≡ 2 mod 3 ∧ a′ = c ′ − (a − c ) − b ∧ b ′ = a − c )

+/-

(5)

□

Ex. 2.1 motivates the periodic rational spectral decomposition (ğ5.1), a device that enables the
description of the behavior of a loop in terms of its component periods. The periodic rational
spectral decomposition makes the description of a loop additive rather than multiplicative in the
factors of its component periods, yielding a polynomial-time algorithm for computing a closed-form
representation of the behavior of a loop with periodic rational behavior.
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Finally, we may ask how these results may be applied to real programs, which do not simply
implement linear transformations. The work of Kincaid et al. [2018, ğ5] shows how to approximate
loops by linear transformations, but these linear transformations may not fall into the class that
can be defined using exponentials and polynomials over rationals. The periodic rational spectral
decomposition provides an answer to this question as well: we can obtain a best approximation of a
linear transformation as a linear transformation that can be described in exponential-polynomial
rational arithmetic (ğ6).

3 BACKGROUND

We begin by reviewing some basic facts and notations for polynomials, matrices, and linear maps.
We use Q to denote the field of rationals. For a field K , we use K[x1, ...,xn] to denote the

ring of polynomials over the variables x1, ...,xn with coefficients in K . A univariate polynomial
anx

n
+ an−1x

n−1
+ · · · + a0 ∈ K[x] is said to be monic if an = 1. An algebraic number is a

complex number that is a root of some polynomial inQ[x]. We useQ to denote the field of algebraic

numbers, and |a + bi | def
=

√
a2 + b2 to denote the norm of an algebraic number. Any univariate

polynomial p ∈ Q[x] of degree n splits into n linear factors over Q: p = (x − α1)· · · (x − αn ) for
some α1, ...,αn ∈ Q (not necessarily all distinct). Each algebraic number α ∈ Q is associated with
a unique minimal polynomial µα ∈ Q[x], which is the monic polynomial of least degree such

that µα (α ) = 0. For any univariate polynomial p ∈ Q[x] and any algebraic number α ∈ Q such that
p (α ) = 0, we have that µα divides p (i.e., there is some q ∈ Q[x] such that p = qµα ).

We use Q[k, (−)k ] to denote the ring of exponential polynomials in a (single) variable k with
coefficients in Q:

e, e1, e2 ∈ Q[k, (−)k ] ::= λ | k | λk | e1e2 | e1 + e2 where λ ∈ Q

Similarly, we use Q[k, (−)k ] to denote the ring of exponential-polynomials in a variable k with

coefficients in Q.

Let A ∈ Qn×n be a square matrix with rational entries. For any λ ∈ Q and any v ∈ Qn such
that vTA = λvT (using vT denote the row vector obtained by transposing v), we say that v is a
(left) eigenvector of A and λ is an eigenvalue of A. A rank-r generalized (left) eigenvector

of A is a vector v such that vT (A − λI )r = 0 (in particular, rank-1 generalized eigenvectors
are exactly eigenvectors). The generalized eigenspace of λ is the vector space spanned by the
generalized eigenvectors of λ. The characteristic polynomial of a matrix A ∈ Qn×n is defined to

be pA (x )
def
= det (xI −A); it is a monic polynomial of degree n whose roots are exactly the eigenvalues

of A. The algebraic multiplicity of an algebraic number λ ∈ Q is the number of times (x − λ)
divides pA; its geometric multiplicity is the dimension of the vector space of eigenvectors of λ.
Let n ∈ N be a natural number. The body of a (deterministic) numerical loop with n variables

can be understood as a function f : Qn → Qn . We say that f is linear if there exists some
matrix A ∈ Qn×n such that f (x) = Ax; f is affine if there exists A ∈ Qn×n and b ∈ Qn such that
f (x) = Ax + b. The behavior of an affine map f : Qn → Qn can be understood by analyzing the

behavior of the linear map д(y) =

[
A b

0 1

]
y on the subspace of Qn+1 in which the last coordinate

is 1. Note that in converting from the affine case to the linear case, the algebraic multiplicity of 1
increases by one; in the remainder of the paper, we present results in terms of linear maps unless
the result is not robust under such a change. For any i ∈ {1, ...,n}, we use fi : Qn → Q to denote
the map f projected onto the ith coordinate.
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Let f : Qn → Qn be a function. Define f (−) : N→ (Qn → Qn ) to be a function that maps each
natural number k ∈ N to the k-fold composition of f :

f (k )
def
= f ◦· · · ◦ f

︸      ︷︷      ︸
k times

.

That is, if f is a function representing the behavior of a loop, then f (k ) is function representing the
behavior of iterating that loop.

Note that if f (x) = Ax is a linear function, then f (k ) (x) = Akx. Thus, describing the iterated
behavior of a linear or affine map reduces to describing matrix exponentiation symbolically. A
useful tool for describing matrix exponentiation is the Jordan normal form. Every matrixA has a
Jordan normal form A = P JP−1, where J is almost diagonal. More specifically, J is a block-diagonal
matrix, where each block along the diagonal is a Jordan block. Each Jordan block of A has some
eigenvalue of A as its diagonal elements, ones on the superdiagonal, and zeros everywhere else.
The algebraic multiplicity of the eigenvalue determines the size of the Jordan block. The geometric
multiplicity of an eigenvalue determines the number of Jordan blocks with that eigenvalue on the
diagonal.
Our interest in Jordan normal form stems from the fact that a matrix A in Jordan normal form

can easily be exponentiated symbolically: Ak = P JkP−1. For example, let A be a 5 × 5 matrix with
two eigenvalues, λ1 and λ2, of geometric multiplicity 1. Suppose that the algebraic multiplicity of
λ1 is 3, and the algebraic multiplicity of λ2 is 2. We have Ak = P JkP−1, where

Jk =



λ1 1 0 0 0
0 λ1 1 0 0
0 0 λ1 0 0
0 0 0 λ2 1
0 0 0 0 λ2



k

=



λk1

(
k
1

)

λk−11

(
k
2

)

λk−21 0 0

0 λk1

(
k
1

)

λk−11 0 0

0 0 λk1 0 0

0 0 0 λk2

(
k
1

)

λk−12

0 0 0 0 λk2


Given a block-diagonal matrix of Jordan blocks, J ∈ Kn×n , and variable symbol k , we use exp(J ,k )

to denote the matrix with exponential-polynomial entries such that for any natural number c ≥ n,
we have exp(J ,k ) (c ) = J c , where exp(J ,k ) (c ) denotes the matrix obtained by evaluating each
exponential-polynomial entry of exp(J ,k ) at c .

The ability to exponentiate symbolically is useful for characterizing an iterated linear map, which

we illustrate using the transition matrix A =
(
0 1
−1 0

)

from Fig. 1(b). A’s eigenvalues are i and −i .

Consequently, f (k ) (x)
def
= Akx equals

(

f
(k )
1 (x0)

f
(k )
2 (x0)

)

=

(

i −i
1 1

) (

−i 0

0 i

)k ( −i
2

1
2

i
2

1
2

) (

x0
y0

)

=
*,

ik

2 +
(−i )k
2

−i∗ik
2 +

i∗(−i )k
2

i∗ik
2 −

i∗(−i )k
2

ik

2 +
(−i )k
2

+-
(

x0
y0

)

.

from which one obtains the formula in Eqn. (1).
This example is an illustration of the following well-known fact about the coefficient functions

of an iterated linear map:

Theorem 3.1. Let f (x) = Ax be a linear map. Let λ1, ..., λm be the eigenvalues of A. Then for each

i , there exist vectors p1 (k ), ..., pm (k ) ∈ Q[k]n of polynomials with algebraic coefficients such that

f
(k )
i (x) = λk1 (p1 (k ) · x) +· · · + λkm (pm (k ) · x) (6)

for all k ≥ n. Moreover:

• If each eigenvalue of A is rational, then each pi (k ) has rational coefficients.

• If each eigenvalue of A is either 0 or 1, then f
(k )
i (x) is a polynomial.
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• If each eigenvalue of A is either 0 or 1 and A is diagonalizable, then f
(k )
i (x) is a linear function.

4 PROBLEM STATEMENT

We first define the language EPRA of exponential-polynomial rational arithmetic formulas,
which we use to represent the behaviors of numerical loops. Let k denote a distinguished variable
symbol (intuitively, the iteration count of a loop). The syntax of EPRA is as follows:

λ ∈ Q
m,n ∈ N
x ∈ Var ={x1, ...,xn }

s, t ∈ Term ::= λ | k | x | λk | st | s + t
ϕ,ψ ∈ Formula ::= s < t | s ≤ t | s = t | k ≡m mod n

| ϕ ∨ψ | ϕ ∧ψ | ¬ϕ

Observe that Term is equal to (Q[k, (−)k ])[x1, ...,xn]Ðthe set of polynomials over the variables
x1, ...,xn with coefficients drawn from the ring Q[k, (−)k ] of exponential-polynomials in k . We
say that a term t is linear over Q[k, (−)k ] if it can be written as a linear term with coefficients
in Q[k, (−)k ]; that is, t = e1x1 + ... + enxn , where each ei ∈ Q[k, (−)k ]. Similarly, we say that a
term is linear over Q[k] if it can be written as a linear term with coefficients in Q[k]. We say that a
term is linear over Q (or Z) if it can be written as t = c0k + c1x1 + ... + cnxn with each ci ∈ Q (or
Z); note that such terms may involve k . We say that a formula is linear over Q[k, (−)k ] (or Q[k],
Q, or Z) if all terms in the formula are linear over Q[k, (−)k ] (Q[k], Q, Z, respectively). Note that
the formulas that are linear over Q (or equivalently, Z) are exactly the formulas that are in linear
integer arithmetic. We use EPRAlin, PRAlin, and LRA to denote the fragments of EPRA that use
terms that are linear over Q[k, (−)k ], Q[k], and Q, respectively.

We can extend the syntax of EPRA to admit terms of the form ⌊k/n⌋ and λ ⌊k/n ⌋ (for n ∈ N). We
use a + superscript to denote the extension (e.g., EPRA+ is EPRA extended with such terms). Note
that λ ⌊k/n ⌋ denotes a function of sort N → Q (in contrast to λk/n , which is not rational-valued).
The extension does not change the expressive power of the logic (in a sense formalized in the
following lemma)Ðour interest in the extension is due to the fact that it allows formulas to be more
succinct, which we will take advantage of in ğ5.

Lemma 4.1. There is an effective procedure to compute from any formula ϕ ∈ EPRA+, a formula

ψ ∈ EPRA that is satisfiable if and only if ϕ is satisfiable. Moreover, (∃k ∈ N.ϕ) and (∃k ∈ N.ψ ) are
equivalent.

Proof. Let ϕ be an EPRA+formula, and let n be the least common multiple of all n such that

⌊k/n⌋ or λ ⌊k/n ⌋ appears in ϕ. Take ψ =
∨n−1

r=0 ϕ[k 7→ nk + r ] (where ϕ[k 7→ nk + r ] denotes

the formula ϕ with the term nk + r substituted for k). Observe that for every term λ ⌊k/n ⌋ in ϕ,

λ ⌊k/n ⌋[k 7→ nk + r ] simplifies to λ ⌊r /n ⌋ (λn/n )k (with λ ⌊r /n ⌋ and λn/n both rational numbers). For
every divisibility predicate k ≡ m mod n in ϕ, we let d = gcd(n,n), and let qn and qn be such
that n = dqn and n = dqnÐif d divides r +m, then (k ≡ m mod n)[k 7→ nk + r ] simplifies to
k ≡ z (r +m)/d mod qn , where z is the multiplicative inverse of qn modulo qn ; if d fails to divide
r +m, then (k ≡m mod n)[k 7→ nk + r ] simplifies to false. □

Definition 4.2. A function f (−) : N → (Qn → Qn ) is definable in a language L (e.g., EPRA,
PRA, ...) if there exists a formula ϕ ∈ L in 2n + 1 free variables such that for all k ∈ N, x ∈ Qn ,
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and y ∈ Qn , we have ϕ (k, x, y) if and only if f (k ) (x) = y. If this holds, we say that the formula ϕ
defines f .

In general, what one obtains via Eqn. (6) is difficult for a verification tool to work with because
of the presence of complex numbers. Boigelot investigated the use of weaker logics to express the
closed form of a linear loop, and obtained the following result:

Theorem 4.3 ([Boigelot 2003]). Let f (x) = Ax + b be an affine function. If there exists some

p ≥ 1 such that Ap is diagonalizable and all of its eigenvalues are either 0 or 1, then f (−) is definable
in linear arithmetic.

In this paper, our interest lies in the gap between Thm. 3.1 and Thm. 4.3. The primary goal of the
work is as follows:

Given the transition matrix M for a linear loop, find a succinct formulaÐin a decidable
logicÐthat defines the iterated behavior ofM (in the sense of Defn. 4.2).

Toward this end, a secondary goal is to establish that EPRA is decidable (see ğ7).

5 LINEAR LOOPS

This section describes a method for computing succinct formulas that define (in the sense of
Defn. 4.2) the behavior of linear loops. ğ5.1 describes a procedure to compute an EPRAlin+ formula
that defines the iteration of a linear map that meets certain conditions. ğ5.2 extends the result of
Boigelot [2003], and shows how the algorithms of this section produce representations in even
weaker logics in certain cases.

5.1 Logical Exponential-Polynomial Closed Forms

We begin by formalizing the class of matrices in which we are interested, based on properties of
their eigenvalues.

Definition 5.1. Let λ ∈ Q be an algebraic number. We say that λ is a periodic rational if λp ∈ Q
for some p ∈ N with p > 0. If λ is a periodic rational, we define its rational period to be the least
p > 0 such that λp ∈ Q.

Periodic rationals are precisely the roots of polynomials of the form bxp − a, where a and b are

integers. Examples include i , 3
√
2, and i 3

√
2 which have rational periods of 2, 3, and 6 respectively.

In the remainder of this sub-section, we prove the following result:

Proposition 5.2. Let f (x) = Ax be a linear map. There is a polytime algorithm for determining

whether each eigenvalue of A is a periodic rational, and if so, computing an EPRAlin+ formula that

defines f (−) .

As a first step towards Prop. 5.2, we would like to show that it is possible to test whether a given
matrix has periodic rational eigenvalues. Given a matrix A with periodic rational eigenvalues, we
can enumerate powers A1,A2,A3, ... until we find a power Ap with all rational eigenvalues (p is the
least common multiple of the rational periods of the eigenvalues of A), but if A does not have all
rational eigenvalues, this process would go on forever. The following lemma is sufficient to show
that there is an upper bound on the powers of A that we need to test to reveal its periodic rational
eigenvalues.

Lemma 5.3. Let A ∈ Qn×n . If λ is a periodic rational eigenvalue of A with rational period k , then

k ≤ n3.
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Proof. Let pA (x ) be A’s characteristic polynomial, and let µλ be the minimal polynomial of λ.
Since λ is a periodic rational, there is some k ∈ N, and a,b ∈ Z such that λk = a

b
, and thus λ is a

root of the polynomial bxk − a. It follows that µλ divides bxk − a and every root of µλ is a root of
bxk − a. Since the roots of bxk − a are all of the form rζ where r = |λ | and ζ is a root of unity, it
follows that µλ can be written as (x − rζ1)· · · (x − rζm ) with each ζj a root of unity and such that

rζ1 = λ. In the following, we use ζ to denote ζ1 =
λ
r
.

Let q be the rational period of r and let m = deg(µλ ). Since the constant coefficient of µλ =
(x − rζ1)· · · (x − rζm ) is (−1)mΠm

j=1rζj and must be rational, rm must be rational, and thus q (the

rational period of r ) dividesm and so q ≤ m. Because λ is a root of pA, we have that µλ divides
pA and so deg(µλ ) ≤ deg(pA). Summarizing, we have q ≤ m = deg(µλ ) ≤ deg(pA) = n, and thus
q ≤ n.

Let µλq be the minimal polynomial of λq , and let pAq be the characteristic polynomial of Aq .

Reasoning as above, λq is a root of bx
k
q − a and so µλq can be written as (x − rqζ ′1 )· · · (x − rqζ ′m′ )

with ζ ′1 = ζ
q . Then

µλq (r
qx ) = (rqx − rqζ ′1 )· · · (rqx − rqζ ′m′ ) = r

qm′ (x − ζ ′1 )· · · (x − ζ ′m′ )

is a rational polynomial with ζ q as a root. Since ζ qj is not real for any j < k
q
, ζ q is a primitive d th

root of unity for some d ≥ k
q
≥ k

n
. Distinguish two cases:

• Case d > 6. Since ζ q is a primitive d th root of unity, we have that Φd divides µλk (r
qx ), where Φd is

the d th cyclotomic polynomial. Since µλq divides pAq , we must have n = deg(pAq ) ≥ deg(µλq ) ≥
deg(Φd ). Since the degree of Φd is at least

√
d for d > 6, we have n ≥

√
d , and thus n2 ≥ d . Since

d ≥ k
n
, we conclude k ≤ n3.

• Case d ≤ 6. Since k
n
≤ d ≤ 6, we have k ≤ 6n and thus k ≤ n3, except when n = 2. When n = 2,

then (reasoning as above) we must have q ∈ {1, 2} and d ∈ {1, 2, 3, 4, 6}. The case q = 2 and d = 6
is not possible by the assumption that ζ qj is not real for j < d (if ζ 2 is a primitive 6th root of
unity, then ζ 6 must be real). All other cases have k = qd ≤ 8 ≤ n3. □

As a corollary of this lemma, we see that if A ∈ Qn×n has all periodic rational eigenvalues, then
there is some least power p such that Ap has all rational eigenvalues, and p is bounded by the least
common multiple of {1, ...,n3}. By Thm. 3.1, we can symbolically exponentiate Ap and define the
iterated behavior of A via a formula of the form:

ϕ (k, x, y) =
*.,

n∨

j=1

k = j ∧ y = Ajx
+/- ∨

*.,k > n ∧
p−1
∨

j=0

(k ≡ j mod p) ∧ y = Ajexp(Ap ,
⌊

k/p
⌋

)x
+/- .

However, this approach takes exponential space: it requires p case distinctions, and in the worst
case, p is exponential in the size of A. The essential issue is illustrated by the matrix from Ex. 2.1
(Fig. 3), which we will refer to as A. The eigenvalues of A are all primitive 3rd and 5th roots of unity,
which have rational periods of 3 and 5. The least power p such that Ap has all rational eigenvalues
is 15. However, as we will see in this section, it is possible to describe the iterated behavior of A
by describing the iterated behavior of A3 and A5 on their rational eigenvectors without having to
enumerate the 15 case distinctions needed to describe the iterated behavior of A in terms of A15.

Our strategy for computing a succinct formula that defines the iterated behavior of a linear map
with periodic rational eigenvalues is based on a novel technical device: the periodic rational spectral
decomposition (PRSD). In the following, we will present our strategy in three parts: first, we define
PRSD and state some of its properties; then, we show how to compute a PRSD of a matrix; and
finally, we show how to compute a formula defining the iterated behavior of a map, given a PRSD.
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5.1.1 Periodic Rational Spectral Decomposition (PRSD). A periodic rational spectral decomposition
of a matrix A identifies the (generalized) eigenvectors of powers of A that correspond to rational
eigenvalues. For matricesA such thatAp has all rational eigenvalues, the PRSD serves a similar role
to the Jordan normal form of Ap = P−1 JP (noting that the rows of P−1 are generalized eigenvectors
of Ap ). However, unlike with Jordan normal form, the generalized eigenvectors in a PRSD are not
required to synchronize on a single period, which allows for a PRSD to be computed in polytime.

Definition 5.4. Let A ∈ Qn×n be a square rational matrix. A periodic rational spectral decom-

position of A is a set of triples

{(p1, λ1, v1), ..., (pm , λm , vm )} ⊂ N × Q × Qn

such that
(1) The set {v1, ..., vm } is linearly independent
(2) For all i , vi is a generalized eigenvector of Api corresponding to λi (i.e., there exists some r ∈ N

such that vTi (A
pi − λI )r = 0).

(3) The set is maximal in the sense that for any vector u for which there exists a rational number λ
and natural numbers p and r such that uT (Ap − λI )r = 0 (i.e, u is a generalized eigenvector of
some power of A corresponding to a rational eigenvalue), u ∈ span(v1, ..., vm ).

For example, a PRSD of the matrix from Ex. 2.1 (Fig. 3) is as follows:
{(3, 1, v1), (3, 1, v2), (5, 1, v3), (5, 1, v4), (5, 1, v5), (5, 1, v6)}Ðthe vectors v1 and v2 are (left)
eigenvectors of A3 corresponding to the eigenvalue 1 (i.e., v1A

3
= v1 and v2A

3
= v2), and v3

through v6 are eigenvectors of A
5 corresponding to the eigenvalue 1.

vT1 =

[
−1 0 1 0 0 0

]
vT2 =

[
0 1 0 0 0 0

] vT3 =

[
0 0 1 0 0 0

]
vT4 =

[
0 0 0 1 0 0

] vT5 =

[
0 0 0 0 1 0

]
vT6 =

[
0 0 0 0 0 1

]
While any matrix has a (possibly empty) periodic rational spectral decomposition, conditions 1

and 3 together imply that if all of the eigenvalues of A are periodic rational, then its PRSD spans
Qn . As a result, describing the iterated behavior of A on each vector in its PRSD is sufficient to
describe the iterated behavior of A.

5.1.2 Computing a Periodic Rational Spectral Decomposition.

Proposition 5.5. Alg. 1 is a polytime algorithm for computing a periodic rational spectral decom-

position of a matrix.

Proof. Let {(p1, λ1, v1), ..., (pm , λm , vm )} be the set returned by Alg. 1. Conditions 1 and 2 of
Defn. 5.4 hold trivially. We prove condition 3. Let v ∈ Qn , p, r ∈ N such that vT (Ap − λI )r = 0. We
must prove that v ∈ span(v1, ..., vm ).
First, a lemma:

Lemma 5.6. Let A ∈ Qn×n be a square algebraic matrix, let k ∈ N, and let λ be an

eigenvalue of Ak . The generalized eigenspace of Ak corresponding to λ is exactly the span

of the generalized eigenspaces of A corresponding to the eigenvalues α of A such that

αk = λ.

Proof. Let α1, ...,αd ∈ Q be the eigenvalues ofA, and letU1,...,Ud be the corresponding

generalized eigenspaces of A. Let λ1, ..., λe ∈ Q be the eigenvalues of Ak , and let P1,
..., Pe be the corresponding generalized eigenspaces of Ak . For any i let {ji,1, ..., ji,дi }
be the set of indices such that αkji,1 = · · · = α

k
ji,дi
= λi . We must prove that for all i ,

Pi = span(Uji,1 , ...,Uji,дi
).
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First, we prove that Pi must contain Uj for any j such that αkj = λi . It is sufficient to

prove that for all u ∈ Qn , α ∈ Q and r ∈ N, uT (A−αI )r = 0 implies uT (Ak −αk I )r = 0.
We proceed by induction on r .
• Base case r = 1. uT (A − αI ) = 0 implies uTA = αuT and so uTAk = αkuT and
uT (Ak − αk I ) = 0

• Induction step. By the induction hypothesis, we have that for all v, vT (A − αI )r = 0

implies vT (Ak − αk I )r = 0. Suppose uT (A − αI )r+1 = 0. By induction on k , we can
show that uTAk = αkuT + zT , where zT (Ak − αk I )r = 0:
ś Base case k = 1 Ð trivial.
ś Inductive step. By the induction hypothesis, uTAk = αkuT + zT for some z such
that zT (Ak − αk I )r = 0. Then

uTAk+1 = uTAkA

= (αkuT + zT )A

= αkuTA + zTA

= αk (uTA + αuT − αuT ) + zTA

= αk (αuT + uT (A − αI )) + zTA

= αk+1uT + (αkuT (A − αI ) + zTA)

We now must show that (αkuT (A − αI ) + zTA) (Ak − αk I )r = 0. We consider the
two parts of the sum separately:
∗ Since (uT (A − αI )) (A − αI )r = 0, we have by the (outer) induction hypothesis
that (uT (A − αI )) (Ak − αk I )r = 0, and thus (αkuT (A − αI )) (Ak − αk I )r = 0

∗ Since zT (Ak − αk I )r = 0, we have zTA(Ak − αk I )r = zT (Ak − αk I )rA = 0A = 0.
Since uTAk = αkuT + zT , we have uT (Ak − αk I ) = zT and so

uT (Ak − αk I )r+1 = uT (Ak − αk I ) (Ak − αk I )r = zT (Ak − αk I )r = 0 .

Since Pi must containUj for any j such that αkj = λi , we have Pi ⊇ span(Uji,1 , ...,Uji,дi
)

for all i . Since

n = dim(U1) +· · · + dim(Ud ) = dim(P1) +· · · + dim(Pe ) ,

we have that for all i , Pi is exactly span(Uji,1 , ...,Uji,дi
). □

Let α1, ...,αd ∈ Q be the eigenvalues of A such that α
p
1 = · · · = α

p

d
= λ, and let U1, ...,Ud be

the generalized eigenspaces of A corresponding to α1, ...,αd . From the above lemma, we have
that the generalized eigenspace of Ap corresponding to λ is equal to span(U1, ...,Ud ), and thus
v ∈ span(U1, ...,Ud ). Let p1, ...,pd be the rational periods of α1, ...,αd . For each j,Uj belongs to the

eigenspace of Apj corresponding to α
pj
j ; since (by Lem. 5.3) pj is bounded above by n3, we have

thatUj is contained in span(v1, ..., vm ), and therefore v ∈ span(U1, ...,Ud ) ⊆ span(v1, ..., vm ).
Clearly the number of iterations of each loop is bounded by a polynomial. On line (3), the set of

rational eigenvalues of Ap (over which the iteration is performed) can be computed in polytime
by computing its characteristic polynomial [Keller-Gehrig 1985] and subsequently factoring it
[Lenstra et al. 1982]. □
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Algorithm 1: PeriodicRationalSpectralDecomposition(A)

Data: A ∈ Qn×n a square rational matrix
Result: Periodic rational spectral decomposition of A

1 D ← ∅;
2 for p ← 1 to n3 do

3 for each rational eigenvalue λ of Ap do

4 B ← basis for the generalized left eigenspace of A corresponding to λ;

5 for b ∈ B do

6 if b is not a linear combination of vectors in D then

7 D ← D ∪ {(p, λ, b)},
8 return D

5.1.3 Closed Forms from Periodic Rational Spectral Decompositions. Finally, we can prove Prop. 5.2.
Suppose that f : Qn → Qn is a linear map with f (x) = Ax. We may use Alg. 1 to compute (in
polytime) a periodic rational spectral decomposition {(p1, λ1, v1), ..., (pm , λm , vm )}. Ifm is not equal
to n, then A has eigenvalues that are not periodic rationals, so we report failure. Otherwise,m = n

and {v1, ..., vn } spans Qn . For any 1 ≤ i ≤ n, define дi (k, x)
def
= vTi A

k (x) (in the terminology of

loops: дi (k, x) represents the value of the linear term vTi x as a function of the initial values of the
variables x and the iteration number k). Since {v1, .., vn } spans Qn , we can compute a formula that

defines the iterated map f (k ) by computing formulas that define each of the дi (in the terminology
of loops: the value of any variable can be recovered from the values of the linear terms vT1 x,...,v

T
nxn ).

Supposing that for each i , ϕi (k, x,y) is a formula that defines дi , then the following formula defines

f (k ) :

ϕ (k, x, y)
def
=

n∧

i=1

ϕi (k, x, v
T
i y) .

We now address how to compute, for a given i , a formula ϕi (k, x,y) that defines дi (k, x) =
vTi A

k (x). By assumption, vi is a generalized eigenvector of Api corresponding to the eigenvalue λi ,

so there is some r such that vTi (A
pi − λi I )r = 0. We can compute the least such r by taking

u1
def
= vi , u2

def
= (Api − λI )T u1, u3

def
= (Api − λI )T u2, ...

until we reach a number r such that ur+1 = 0 (the sequence u1, ..., ur is known as the Jordan

chain of vi ). LetU ∈ Qr×n be the matrix whose rows are u1, ..., ur . Then the sequence of equations
defining the sequence u1, ..., ur can be rearranged into the equationUApi = JU , where J ∈ Qr×r is
a Jordan block with λi on the diagonal. Let e1 =

[
1 0 ... 0

]T
. For any k ∈ N, there exists q and

s such that k = qpi + s and 0 ≤ s < pi , and we have

дi (k, x) = vTi A
qpi+sx = eT1UA

qpi+sx = eT1 J
qUAsx

It follows that the formula

ϕi (k, x,y)
def
=

*.,
r∨

j=0

k = j ∧ y = vTi A
jx

+/-∨
*.,k > r ∧

pi−1∨

s=0

k ≡ s mod pi ∧ y = eT1 (exp(J ,
⌊

k/pi
⌋

)UAsx
+/-

is an EPRAlin+ formula that defines дi (k, x).

5.2 Polynomial and Linear Closed Forms

In the preceding sections, we showed that a linear loop can be expressed in exponential-polynomial
arithmetic using just rational numbers, provided the transformation matrix has eigenvalues that are
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all periodic rational. In some applications it may be desirable to express loops in weaker theories,
such as polynomial arithmetic (supported by the NIRA theory in SMTLIB) or linear arithmetic. Both
cases can be handled using essentially the same technique presented previously in this section.

First, we consider the polynomial arithmetic case. Let f (x) = Ax be a linear map. Supposing that
the eigenvalues of A are either 0 or a root of unity, then ğ5.1 computes an exponential-polynomial

formula that defines f (−) . Every sub-term that is an exponential will be of the form 0k , 1k , or (−1)k ,
which can be simplified to 0, 1, and a case split between 1 and -1, respectively. The following result
follows:

Corollary 5.7. Let f (x) = Ax be a linear map. There is a polytime algorithm for determining

whether each eigenvalue of A is a root of unity, and if so, computing a PRAlin+ formula that defines

f (−) .

The question of when an iterated linear map can be expressed in linear arithmetic was resolved

by Boigelot (Thm. 4.3). However, Boigelot’s construction of a formula that defines f (k ) requires
exponential space, because it constructs the power Ap for which A has all eigenvalues in {0, 1}.
By employing the periodic rational spectral decomposition, it is possible to improve on Boigelot’s
result, and construct a linear arithmetic formula in polytime:

Corollary 5.8. Let f (x) = Ax + b be an affine function. There is a polytime algorithm for

determining whether there exists some p ≥ 1 such that Ap is diagonalizable and all of its eigenvalues

are either 0 or 1, and if so, computing an LRA formula that defines f (−) .

6 APPROXIMATING GENERAL LOOPS

The last section showed how to obtain closed-form representations of a simple class of loops
of the form while (∗) do {x = Ax}, where A is a square rational matrix with periodic rational
eigenvalues. In this section, we show how these results can be put to practical use in program
analysis. In particular, we discuss how to obtain formulas that over-approximate the behavior of
linear loops with arbitrary eigenvalues, general loops (with conditional branching, nested loops,
etc.) and recursive procedures, and loops with guards.

6.1 Approximating General Linear Maps

ğ5 showed how to compute closed forms for iterated linear maps that satisfy certain conditions. In
this sub-section, we ask: what can we do with a linear map that does not satisfy these conditions?
We will show that it is possible to compute a best abstraction of a linear map that does satisfy these
conditions, which can be used to over-approximate the iterated behavior of the original map.
The key idea is the observation that if the procedure outlined in ğ5.1 is allowed to continue

(instead of reporting failure) when given an input matrix that has eigenvalues that are not periodic
rationals, it will produce some formula ϕ (k, x, y). The formula always over-approximates the
behavior of the iterated linear map (and captures its behavior exactly when all the eigenvalues are
periodic rationals). The nature of this over-approximation is formalized in the following.
Let f : Qn → Qn be a linear map, and let A be a class of linear maps (e.g., linear maps with

rational eigenvalues). A linear abstraction of f in A consists of a pair of functions α : Qn → Qm
and f ♯ : Qm → Qm such that α ◦ f = f ♯ ◦ α and f ♯ ∈ A. Any linear abstraction of a function
over-approximates its behavior; we are interested in the abstraction that is best (most precise).

We say that a linear abstraction (α , f ♯ ) of f in A is a best abstraction if for any other linear
abstraction (β,д) of f in A, there is some linear transformation α so that α ◦ α = β .1

1In the language of category theory: let LDS be the category of linear dynamical systems, where the objects are linear maps

from a rational vector space to itself and arrows are linear simulations: we have an arrow α : f → f ♯ iff α ◦ f = f ♯ ◦ α . We
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Proposition 6.1. The class of linear maps with rational eigenvalues admits best abstractions.

Proof. Let f (x) = Ax be a linear map of dimension n and let {(p1, λ1, v1), ..., (pm , λm , vm )} be a
periodic rational spectral decomposition of A. Let V be the matrix whose rows are vT1 , ..., v

T
m .

First, we show that there exists a unique square matrixU ∈ Qm×m such that VA = UV . Let P be
the algebraic vector space spanned by the generalized eigenvectors of periodic rational eigenvalues
of A:

P = span{v : ∃λ ∈ Q.∃p ≥ 1.∃r ≥ 1.λp ∈ Q ∧ vT (A − λI )r = 0} .
It is easy to check that for all v ∈ P we have vTA ∈ P . By Lem. 5.6, {v1, ..., vm } is a basis for P , so
for all i ∈ {1, ...,m} there exists a unique ui such that vTi A = uTi V . TakingU to be the matrix whose

rows are uT1 , ..., u
T
m , we have VA = UV .

Next, we show that U has periodic rational eigenvalues. Suppose that w is a nonzero vector
and that wTU = λwT for some λ. Then wTUV = λwTV , and since UV = VA we have (wTV )A =

λ(wTV ). It follows that either wTV is 0 or wTV is a left eigenvector of A with corresponding
eigenvalue λ. Since the rows of V are linearly independent, and w is nonzero, wTV is nonzero.
Since wTV is a left eigenvector of A with corresponding eigenvalue λ and is in P , we have that λ
must be periodic rational.
Finally, we show that (V ,U ) is a best abstraction. Suppose that (W ,T ) is another abstrac-

tion of A (i.e., TW = WA and T has periodic rational eigenvalues) with dimension m′. Let
{(q1,α1, s′1), ...(qm′,αm′, sm′ )} be a PRSD ofT , and let S be the matrix whose rows are s1, ..., sm′ . By

assumption the eigenvalues of T are periodic rational, so its generalized eigenvalues span Qm
′
and

S is invertible. Observe that for every q, r , and α , we have

(T q − αI )rW = *,
r∑

i=0

(

r

i

)

T qi (−α )r−i+-W =
r∑

i=0

(

r

i

)

WAqi (−α )r−i =W (Aq − αI )r .

We construct a matrix Z such that for each row zTi we have zTi V = sTi W as follows. For each si ,

there is some r such that sTi (T
qi − αi I )r = 0. From the above argument, we have that sTi W (Aqi −

αi I )
r
= sTi (T

qi − αi I )rW = 0, and so sTi W is either 0 or a generalized periodic eigenvector of A. In

the former case define zi to be 0, and in the latter define zi to be the unique solution to zTi V = sTi W .

We have ZV = SW , and so by takingW = S−1Z we haveWV = S−1ZV = S−1SW =W . □

Example 6.2. Consider the linear loop

while (∗) do

w

x

y

z


=



1 −1 −2 0

3 1 2 2

−1 0 0 −1
4 1 1 2


︸                    ︷︷                    ︸

A



w

x

y

z


(7)

This loop differs from the loops in Fig. 1(a), Fig. 1(b), and Fig. 3, in that its transformation matrix has
eigenvalues that are not periodic rational. That is, there is no power p for which the eigenvalues of

A
p

Eqn . (7)
are rational. However, the transformation matrix of Eqn. (7) does exhibit some periodic

rational behavior. In particular, the four eigenvalues of A4
Eqn . (7)

=
*.,
−4 0 0 0
66 −28 −66 24
−33 12 29 −12
78 −33 −78 29

+/- are −4,

say that a subcategory of LDS admits best abstractions if the inclusion functor into LDS has a left adjoint. See [Kincaid

2018] for more details on this view.
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with multiplicity 2, and non-rationals that are approximately 33.9706 and 0.0294373. In other words,

for p = 4 some of the eigenvalues of A
p

Eqn . (7)
are rational, and some are not.

The eigenvalues of AEqn . (7) are 1 ± i and 1 ±
√
2. While 1 + i and 1 − i are periodic ratio-

nals, 1 +
√
2 and 1 −

√
2 are not. The periodic rational spectral decomposition of AEqn . (7) is

{(4,−4,
[
1 0 0 0

]
), (4,−4,

[
0 1 2 0

]
)} from which we see that the best linear abstraction

of AEqn . (7) is

( [
1 0 0 0

0 1 2 0

]
,

[
1 −1
1 1

])
, which can be realized as the loop

while (∗) do[
w

x + 2y

]
=

[
1 −1
1 1

] [
w

x + 2y

]
(8)

This abstraction of Eqn. (7) yields the following over-approximation of Eqn. (7)’s behavior:
(

k ≡ 0 mod 4 ∧w ′ = (−4)
⌊
k
4

⌋
w ∧ (x ′ + 2y′) = (−4)

⌊
k
4

⌋
(x + 2y)

)

∨
(

k ≡ 1 mod 4 ∧w ′ = (−4)
⌊
k
4

⌋
(w − x − 2y) ∧ (x ′ + 2y′) = (−4)

⌊
k
4

⌋
(w + x − 2y)

)

∨
(

k ≡ 2 mod 4 ∧w ′ = (−4)
⌊
k
4

⌋
(−2x − 4y) ∧ (x ′ + 2y′) = (−4)

⌊
k
4

⌋
(2w )

)

∨
(

k ≡ 3 mod 4 ∧w ′ = (−4)
⌊
k
4

⌋
(−2w − 2x − 4y) ∧ (x ′ + 2y′) = (−4)

⌊
k
4

⌋
(2w − 2x + 4y)

)

.

(9)

Eqn. (9) expresses an overapproximation of the behavior of Eqn. (7) because Eqn. (8) tracks only
the values of variablew and the expression x + 2y. Moreover, because Eqn. (8) is the best linear-
loop abstraction of Eqn. (7), Eqn. (9) is the best closed form for Eqn. (7) that is expressible in
exponential-polynomial rational arithmetic. □

6.2 Control Flow and Recursive Procedures

We now discuss how we may analyze the behavior of general programs. First, we consider a simple
structured programming language. Let X denote a finite set of program variables, and define the
syntax of programs as follows:

s, t ∈ Expr ::= x ∈ X | n ∈ Z | s + t | st
c ∈ Cond ::= s ≤ t | s = t | s ≤ c1 ∧ c2 | c1 ∨ c2 | ¬c

P ∈ Program ::= x := t | P1;P2 | if c then P1 else P2 | while c do P

A transition formula is a formula (in the language defined in ğ4, extended with existential quantifi-
cation) over the program variables X and a set of primed copies X ′, representing the values of the
program variables before and after executing some program. Our goal is to compute, for any given
program P , a transition formula TFJPK that over-approximates its behavior. Such a formula can be
computed by recursion on the program’s syntax:

TFJx := eK
def
= x′ = e ∧

∧

y,x∈X
y′ = y

TFJif c then P1 else P2K
def
= (c ∧ TFJP1K) ∨ (¬c ∧ TFJP2K)

TFJP1;P2K
def
= ∃X ′′.TFJP1K[X ′ 7→ X ′′] ∧ TFJP2K[X 7→ X ′′]

TFJwhile c do PK
def
= loop(c ∧ TFJPK) ∧ (¬c[X 7→ X ′])

where loop is a function that over-approximates the transitive closure of a transition formula. Thus,
the essential problem is to design the function loop.
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We now show how to use the results of the previous section to implement a function loop

that over-approximates transitive closure. Let F be a transition formula. Using the algorithm
from [Kincaid et al. 2018, ğ5.3], we may compute an affine transformation that simulates F , in the
following sense. The algorithm computes a (simulation) matrix S ∈ Qn×|X | , a (transformation) matrix
A ∈ Qn×n , and a vector b ∈ Qn such that F (X ,X ′) |= Sx′ = A(Sx) + b, where x and x′ are column
vectors containing the variablesX andX ′, respectively. The entailment F (X ,X ′) |= Sx′ = A(Sx)+b
can be understood as saying that for every transition of the formula F , there is a corresponding
transition of the affine map f (y) = Ay + b, where the correspondence between the state-spaces of
F and f is given by the simulation matrix S . We may represent the affine transformation f as a
linear transformation by adding a dimension: define

Â
def
=

[
A b

0 1

]
Ŝ

def
=

[
S 0

0 1

]
x̂

def
=

[
x

1

]
x̂′

def
=

[
x′

1

]

Let {(p1, λ1, v1), ..., (pm , λm , vm )} be a periodic rational spectral decomposition of Â. By the results
of the previous section, for each i ∈ {1, ...,m}, we can compute a formula ϕi (k, y, z) such that

ϕi (k, y, z) holds exactly when z = vTi Â
k (y). Finally, we take:

loop(F )
def
= ∃k ∈ N.

m∧

i=1

ϕi (k, Ŝ x̂, v
T
i Ŝ x̂

′) .

Thus we have shown that the techniques introduced in the last section can be used to analyze
programs in a simple structured programming language. Following [Farzan and Kincaid 2015], this
analysis can be extended to programs with arbitrary control flow (e.g., goto) using the framework
of algebraic program analysis [Tarjan 1981a,b]. Following [Kincaid et al. 2017], this analysis can
extended to a languagewith recursive procedures (using the same function loop to analyze recursion)
using a tensor-product construction [Reps et al. 2016].

Example 6.3. Consider loop (a) given below:

while (∗) do
int tmp = x + z − y;
if (∗) x = x + y;
else z = z + y;

y = tmp;

while (∗) do[
x + z

y

]
=

[
1 1

1 −1

] [
x + z

y

]

(a) (b)

(10)

We cannot characterize the value-sequences of x and z because of the nondeterministic branch
in the loop body; however, we can characterize the value-sequence of the sum x + z. In particular,
the sequence for x + z and y is

(

x0 + z0
y0

)

,

(

x0 + z0 + y0
x0 + z0 − y0

)

,

(

2x0 + 2z0
2y0

)

,

(

2x0 + 2z0 + 2y0
2x0 + 2z0 − 2y0

)

,

(

4x0 + 4z0
4y0

)

,

(

4x0 + 4z0 + 4y0
4x0 + 4z0 − 4y0

)

, . . .

In essence, we can track the values produced by the alternative, non-branching loop (b). From this
loop, we obtain the three-part formula

((x ′ + z′ = x0 + z0) ∧ (y′ = y0) ∧ (k = 0))

∨
(

(x ′ + z′ = 2 ⌊k/2⌋ (x0 + z0)) ∧ (y′ = 2 ⌊k/2⌋y0) ∧ (k > 0) ∧ (k ≡ 0 mod 2)
)

∨
(

(x ′ + z′ = 2 ⌊k/2⌋ (x0 + z0) + 2 ⌊k/2⌋y0)
∧ (y′ = 2 ⌊k/2⌋ (x0 + z0) − 2 ⌊k/2⌋y0) ∧ (k ≡ 1 mod 2)

) (11)

Proc. ACM Program. Lang., Vol. 3, No. POPL, Article 55. Publication date: January 2019.



55:18 Zachary Kincaid, Jason Breck, John Cyphert, and Thomas Reps

6.3 Approximating Loop Guards

The methods that we have developed so far have assumed that loops have nondeterministic guards.
However, the guard of a loop is typically crucial to reasoning about its behavior. In this section, we
explain how to approximate loop guards.
Given a transition formula F (X ,X ′) representing the action of the loop, we can recover infor-

mation about the pre-condition of the loop with the formula ∃X ′.F (X ,X ′) and we can recover
information about the post-condition of the loop with the formula ∃X .F (X ,X ′). We may then
strengthen the formula loop(F ) with the conjunct k = 0 ∨ ((∃X ′.F (X ,X ′)) ∧ (∃X .F (X ,X ′))).

The strengthened formula ensures that the pre-condition of the loop holds in the initial state (and
the post-condition holds in the final state). Ideally, we would like to have a formula that ensures
that the pre-condition holds at every intermediate state. As shown by Finkel and Leroux [2002],
such a formula can be computed in the case that F is a linear formula and its reachability relation is
definable in Presburger arithmetic, by employing quantifier elimination for Presburger arithmetic.
Using the periodic rational spectral decomposition, we obtain a formula that is equivalent for loops
that satisfy the above condition, and produces an over-approximation for loops that do not.

Let F (X ,X ′) be a transition formula, let f (y) = Ay+b be an over-approximating affine map with

simulation matrix S , and let Â, Ŝ , x̂, and x̂′ be as above. Let {(p1, λ1, v1), ..., (pm , λm , vm )} be a PRSD
of Â. For any i , we say that vTi Âx̂ is a Presburger-definable term if its dynamics are governed by

a Presburger arithmetic formula (i.e., ϕi (k, Ŝ x̂, v
T
i Ŝ x̂

′) is in Presburger arithmetic, or equivalently

λi ∈ {−1, 0, 1} and vTi Â
p
= λiv). Let L be the set of indices of Presburger-definable terms:

L
def
= {i ∈ {1, ...,m} : λi ∈ {−1, 0, 1} ∧ vTi Â

p
= λiv

T }

Let Flin be a linear formula that over-approximates F [Farzan and Kincaid 2015, ğIV]. Define a
formula P to be the formula Flin projected onto the space spanned by the Presburger-definable
terms of F :

P
def
=

*,∃X ,X
′. *,Flin (X ,X

′) ∧
∧

i ∈L
zi = vTi Âx̂

+-+-
where the zi ’s are fresh variables introduced to represent each Presburger-definable term. Define
a formula G that constrains the Presburger-definable terms of F to satisfy the guard P at every
iteration before k :

G
def
= ∀ℓ ∈ N.ℓ < k ⇒ *,*,

∧

i ∈L
ϕi (ℓ, Ŝ x̂, v

T
i Ŝ x̂

′)+- ∧ (P[zi 7→ vTi Âx̂
′]i ∈L )+- .

The formula G is in Presburger arithmetic, and its quantifiers may be eliminated. Finally, we may
strengthen loop(F ) with G:

loop(F )
def
= ∃k ∈ N.G ∧

m∧

i=1

ϕi (k, Ŝ x̂, v
T
i Ŝ x̂

′) .

Example 6.4. Consider the following loop:

while (i , 10 ∧ x < 100) do

i = i + 1;

x = x + i;
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The term i is Presburger-definable, while x is not (i.e., the technique of [Finkel and Leroux 2002]
does not apply). Following the construction above, we obtain

G = ∀ℓ ∈ N.ℓ < k ⇒ i + ℓ , 10 ≡ i > 10 ∨ i + k ≤ 10

loop(F ) = ∃k ∈ N.G ∧ i ′ = i + k ∧ x ′ = i (i + 1)/2 .
As a result, we can prove that if this loop is executed in a state satisfying the precondition i = 0∧x =
0, then the loop will take exactly 10 iterations and terminate in a state satisfying i = 10∧x = 55. That
is, we see that (for this particular example) having exact information about the Presburger-definable
term i allows us to recover exact information about the term x that has non-linear dynamics.

7 DECISION PROCEDURES FOR LINEAR LOOPS

This section establishes decision procedures for fragments of the logic EPRA defined in ğ4, and as
a consequence, proves decidability of some problems related to program verification. The main
technical result of this section is that the logical fragment required to express closed forms of
iterated maps with periodic rational eigenvalues is decidable:

Theorem 7.1. The satisfiability problem for EPRAlinis decidable over the rationals. That is, there

is a procedure that, given a formula ϕ (k, x) ∈ EPRAlin inm free variables x plus the distinguished

variable k , determines whether there exists somem ∈ N and v ∈ Qn such that ϕ (m, v) holds.

From this theorem and the results of last section (Prop. 5.2), the following two corollaries are
immediate:

Corollary 7.2. The following problem is decidable: given linear arithmetic formulas P and Q and

a matrix A with periodic rational eigenvalues, determine whether the Hoare triple

{P } while (∗)do x := Ax {Q }
is valid.

Corollary 7.3. The following problem is decidable: given a rational vector x0, a linear arithmetic

formula C , and a matrix A with periodic rational eigenvalues, determine whether the program

while (C ) do x := Ax

terminates starting from x0.

The proof of Thm. 7.1 proceeds in two steps:
(1) we show how to obtain an equi-satisfiable formula in which the only free variable is the

distinguished variable k
(2) we show that it is possible to compute a cut-off value N such that testing satisfiability of the

original formula can be reduced to testing satisfiability of a Presburger formula and checking
all values less than N .

(1) Eliminate variables. Given a formula ϕ and a variable x (not the distinguished variable
k), it is possible to compute a quantifier-free formula equivalent to ∃x ∈ Q.ϕ. The method is
essentially the same as [Loos and Weispfenning 1993], adapted to the setting of exponential-
polynomials. The idea behind virtual substitution-based quantifier elimination is that although
existential quantification conceptually corresponds to an infinite disjunction of substitution in-
stances, (∃x .ϕ) ≡ ∨

t ∈Term ϕ[x 7→ t], it is possible to represent the infinite disjunction with a finite
disjunction of virtual substitution instances. That is, rather than the infinite set Term of terms,
we take the disjunction over a finite set of virtual terms that do not belong to the syntax of our
language, but nonetheless substitution can be defined.
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Let A(ϕ,x ) denote the set of atomic subformulas of ϕ in which the variable x appears. Without
loss of generality, suppose that each atom in ϕ that contains x is written as ex < s or ex = s (x not
in s in either case). There are three virtual terms of interest: the quotient (s/e ), with e assumed to
be positive; the quotient (s/e ) − ϵ , offset by an infinitesimal and e assumed to be positive; and∞.
Define the virtual substitution of a virtual term v for x , denoted [x//v], recursively as follows:

(ϕ ∨ψ )[x//v] def
= (ϕ[x//v]] ∨ψ [x//v])

(ϕ ∧ψ )[x//v] def
= (ϕ[x//v]] ∧ψ [x//v])

(ẽx = t )[x//(s/e )]
def
= (ẽs = et )

(ẽx < t )[x//(s/e )]
def
= (ẽs < et )

(ẽx = t )[x//(s/e − ϵ )] def
= (ẽ = 0 ∧ t = 0)

(ẽx < t )[x//(s/e − ϵ )] def
= (ẽ ≤ 0 ∧ ẽs < et ) ∨ (0 < ẽ ∧ ẽs ≤ et )

(ẽx = t )[x//∞] def
= (ẽ = 0 ∧ t = 0)

(ẽx < t )[x//∞] def
= ((ẽ = 0 ∧ 0 < t ) ∨ ê < 0)

atom[x//v]
def
= atom for any atom not containing x

Suppose thatM is a model of ϕ. Then there are three cases:
(1) There is some ex = s ∈ A(ϕ,x ) such thatM |= ex = s and JeKM , 0. If JeKM > 0, then we must

haveM |= ϕ[x//(s/e )]; otherwise, we haveM |= ϕ[x//((−s )/(−e ))].
(2) There is some ex < s ∈ A(ϕ,x ) such that M |= ex < s and JeKM > 0. Suppose further that

ex < s is selected so that JsKM/JeKM is least among all other atoms satisfying this property (i.e.,
if e ′x < s ′ ∈ A(ϕ,x ), M |= e ′x < s ′, and Je ′KM > 0, then JsKM/JeKM ≤ Js ′KM/Je ′KM . Then we
haveM |= ϕ[x//s/e − ϵ].

(3) None of the above cases hold. Then we haveM |= ϕ[x//∞].
Thus, we may take

ψ
def
=

*.,
∨

(ex=s )∈A(ϕ,x )
(e > 0 ∧ ϕ[x//(s/e )]) ∨ (e < 0 ∧ ϕ[x//((−s )/(−e ))]+/-

∨ *.,
∨

(ex<s )∈A(ϕ,x )
(e > 0 ∧ ϕ[x//(s/e − ϵ )])+/-

∨ ϕ[x//∞]

By the above,ψ is equivalent to ∃x .ϕ.
By applying this procedure to every variable symbol other than the distinguished variable k , we

have reduced the problem of deciding satisfiability of an EPRAlin formula to deciding satisfiability
of an EPRAlin formula in which the only variable is k .

(2) Bound solutions. We further reduce the problem to the case that each exponential term λk has
λ > 0 by observing that if λ < 0 we have the following equivalence:

ψ ≡ (k ≡ 0 mod 2 ∧ψ [λk 7→ |λ |k ]) ∨ (k ≡ 1 mod 2 ∧ψ [λk 7→ −|λ |k ]) .
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So suppose w.l.o.g. that the exponential terms ofψ have positive base. We further suppose that each
atom in ψ is either a divisibility predicate or a comparison written in the form e (k ) ▷◁ 0 (where
▷◁∈ {=, <}).

We will now show that for each comparison atom e (k ) ▷◁ 0 inψ , there exists some N (atom) ∈ N
such that either atom is true for all k ≥ N (atom) (łatom is ultimately truež) or atom is false for
all k ≥ N (atom) (łatom is ultimately falsež). Let Ultimate(ψ ) denote the (Presburger arithmetic)
formula obtained by replacing each comparison atom with its ultimate truth value, and leaving
the divisibility predicates unchanged. Letting N (ψ ) be the maximum among N (atom) for all atoms
appearing inψ , we have thatψ is satisfiable if and only if Ultimate(ψ ) is satisfiable orψ [k 7→m]

holds for somem ≤ N (ψ ). So provided that N (atom) is computable, decidability of EPRAlin follows.
Non-trivial exponential-polynomial functions are continuous and have finitely many roots. For

any comparison atom e (k ) ▷◁ 0, it is sufficient to choose N (e (k ) ▷◁ 0) to be any upper bound on
the roots of e (k ) (since thereafter e (k ) does not change sign, and the truth value of e (k ) ▷◁ 0 does
not change). Alg. 2 gives an algorithm for finding an upper bound on the roots of an exponential-
polynomial. The algorithm is not newÐe.g., it is a special case of bounding roots of an exponential-
polynomial over the algebraic numbers with a dominant exponential term (see, e.g., [Halava et al.
2005])Ðwe present it here for the sake of completeness and because the rational case is simpler and
more accessible. The idea behind the algorithm is that the behavior of an exponential polynomial

e (k ) = a1λ
k
1k

d1
+ · · · + anλknkdn

is eventually dominated by the term amλ
k
mk

dm such that (1) λm is greatest among all exponential
bases and (2) the degree di is greatest among all terms with exponential base λm . The function
e (k ) tends to ±∞, depending on the sign of the coefficient ai . Suppose that ai is positive (and e (k )
tends to +∞)Ðthe other case is symmetric. Since multiplying a function by an exponential does
not change its sign, it is sufficient to bound the roots of (1/λm )k (e (k )). We have

(1/λm )k (e (k )) =

n∑

i=1

ai (λi/λm )kkdi

≥ amkdm +
*...,

n∑

i=1
ai<0

ai (λi/λm )kkdi
+///-

= amk
dm
+

*...,
n∑

i=1
ai<0,λi=λm

aik
di

+///-
︸                              ︷︷                              ︸

polynomial, eventually ≥1

+

*...,
n∑

i=1
ai<0,λi,λm

ai (λi/λm )kkdi
+///-

︸                             ︷︷                             ︸
tends to 0

Let ê (k ) denote the exponential polynomial above and let p (k ) denote the polynomial term on
the left-hand side of the sum. We have that p (k ) tends to∞ unless dm = 1 (in which case p (k ) is
the constant 1 polynomial), and each term ai (λi/λm )kkdi is negative on the domain k ∈ [0,∞)

(since ai < 0) and tends to 0 (since λi/λm < 1). We may bound the roots of e (k ) by finding a
number B such that p (k ) and each a(λi/λm )kkdi is increasing on the domain k ∈ [B,∞), and then
subsequently finding a constant N such that ê (N ) is positive: e may have no roots larger than N .

For the polynomial termp (k ), we may find a bound Bp such thatp (k ) is positive and increasing on
k ∈ [Bp ,∞) by bounding the roots of p and its first derivative; e.g., Cauchy’s bound gives Bp = 1 −
aj/am , where aj is the smallest (negative) coefficient in p (line (7)). For each exponential-polynomial

term ai (λi/λm )kkdi we can compute a bound Bi as follows. Consider the term ai (λi/λm )kdi as a
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sequence
(

ai (λi/λm )kkdi
)∞
k=0

. The difference between consecutive terms of this sequence is given

by the exponential polynomial

ai (λi/λm )k+1 (k + 1)di − ai (λi/λm )kkdi = ai (λi/λm )k ((λi/λm ) (k + 1)di − kdi )

= ai (λi/λm )k
*.,((λi/λm ) − 1)kdi +

di−1∑

j=0

(

di

j

)

k j
+/- .

Multiplying the consecutive difference by the exponential (λm/λi )
k gives a polynomial that has the

same sign as the consecutive difference. Again applying Cauchy’s bound, we have that the sequence

is negative and increasing on k ∈ [Bi ,∞) where Bi = 1 +
(

di
⌊di /2⌋

)

/(1 − (λi/λm )) (line (9)). Taking B

to be the maximum among Bp and all Bi , we have that ê (k ) is increasing on k ∈ [B,∞). We may
then do a linear search starting from B for a value N such that ê (N ) is positive (lines (10)ś(12)).

Algorithm 2: RootBound(e)

Data: e (k ) = a1λ
k
1k

d1 +· · · + anλnkdn , each λi > 0

Result: Upper bound on the set {z ∈ N : e (z) = 0}
/* m is the dominant term index */

1 m ← index such that λm = {λ1, ..., λn } and the degree dm is maximal;

2 ê (k ) ← amx
dm
+

n∑

i=1
sign(ai ),sign(am )

ai (λi/λm )kkdi ; /* Sufficient to bound zeros of ê */

/* Find interval [B,∞) on which ê is increasing */

3 B ← 0;

4 for i = 1 to n do

5 if ai and am have unequal sign then

6 if λi = λm then

7 B ← max(B, 1 + |ai/am |);
8 else

9 B ← max(B, 1 +
(

di
⌊di /2⌋

)

/(1 − (λi/λm )));

/* Find N ≥ B with ê (E) has the same sign as am */

10 N ← B;

11 while ê (N ) has the same sign as am do

12 N ← N + 1;

13 return N

7.1 Discussion

The key properties of the field of rational numbers that are exploited in our decision procedure
are that (1) all field operations are effective, and (2) rationals are totally ordered. The procedure
(and Thm. 7.1) extends immediately to the field of real algebraic numbers, and Cors. 7.2 and 7.3
extend to the field of periodic real algebraic numbers (algebraic numbers λ such that λp ∈ R for
some p ∈ N with p ≥ 1). Although periodic real algebraic numbers generalize periodic rationals,
there are several reasons to prefer periodic rationals: (1) rationals are conceptually simpler, (2)
rationals impose significantly lower implementation burden, and (3) eigenvalues that are periodic
real algebraic but not periodic rational are rare in our experience (see ğ9).
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8 SOLVABLE POLYNOMIAL MAPS

This section generalizes the results of ğ5 to solvable polynomial maps. Solvable polynomial maps,
introduced by Rodríguez-Carbonell and Kapur [2004], are polynomial maps that satisfy certain
syntactic conditions (Defn. 8.1) that imply that their dynamics can be captured by a linear map
of higher dimension. This property makes solvable polynomial maps amenable to analysis using
linear techniques [de Oliveira et al. 2016; Rodríguez-Carbonell and Kapur 2004].

Intuitively, a polynomial map f : Qn → Qn is solvable if the dimensions {1, ...,n} can be arranged
into strata so that dimensions have non-linear dependencies only upon dimensions of lower strata.

Definition 8.1 ([Rodríguez-Carbonell and Kapur 2004]). A function f : Qn → Qn is a solvable
polynomialmap if there exists S1, ..., Sm ⊆ {1, ...,n} such that {S1, ..., Sm } is a partition of {1, ...,n}
and for all 1 ≤ i ≤ m we have

fSi (x) = AixSi + pi (xp1, ...,pi−1 )

where fSi (x) denotes f (x) projected onto the coordinates Si , xSi denotes x projected onto the coor-

dinates Si , Ai ∈ Q |Si |× |Si | , and pi (xS1, ...,Si−1 ) is a column vector (of dimension |Si |) of polynomials
over the variables x j with j ∈ S1 ∪· · · ∪ Si−1. The eigenvalues of a polynomial map are defined
to be the eigenvalues of A1, ...,Am .

The dynamics of solvable polynomial map can be captured by a linear map by introducing
new dimensions to represent non-linear terms [de Oliveira et al. 2016], as shown in the following
example.

Example 8.2. Consider the map

f (w,x ,y, z) = (w + y,−w + x + 2y,x − y, z +wy) .

Observe that f is solvable:

f1,2,3 (w,x ,y) =


1 0 1

−1 1 2

0 1 −1



w

x

y

 f4 (w,x ,y, z) = z + xy

The function f4 contains a non-linear term xy. The dynamics of the term xy is given by the
product of the terms corresponding to x and y:

f2 (w,x ,y) f3 (w,x ,y) = (−w + x + 2y) (x − y) = (−wx +wy + x2 + xy − 2y2)

Similarly, we can compute the dynamics of each degree-2 monomial inw , x , and y, and thereby
linearize the polynomial map f :

f (k ) (w,x ,y, z) =



e1
e2
e3
e4





1 0 1 0 0 0 0 0 0 0

−1 1 2 0 0 0 0 0 0 0

0 1 −1 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 1 0

0 0 0 0 1 0 1 0 0 1

0 0 0 0 −1 1 1 1 0 2

0 0 0 0 0 1 −1 0 1 1

0 0 0 0 1 −2 −4 1 4 4

0 0 0 0 −1 1 3 0 −1 −2
0 0 0 0 1 0 −2 0 0 1



k 

w

x

y

z

w2

wx

wy

x2

xy

y2


where e1, e2, e3, e4 are standard basis vectors. □
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The representation of a solvable polynomial map by a linear transformation means that our
techniques from ğ5 apply. The gap is that we must show that if the eigenvalues of a solvable
polynomial map are periodic rational, then so are the eigenvalues of its associated linear map. This
is indeed the case, yielding the following theorem:

Theorem 8.3. Let f : Qn → Qn be a solvable polynomial map. There is an algorithm for determin-

ing whether each eigenvalue of f is a periodic rational, and if so, computing an EPRA+ formula that

defines f (−) .

Proof. Let f : Qn → Qn be a solvable polynomial map. Consider the ring of polynomials
Q[x1, ...,xn] as an (infinite dimensional) vector space over Q. Then f (and indeed, any polynomial

map) can be extended to be a linear transformation f̂ on this space by defining

f̂ *,
∑

i

aix
di,1
1 · · · x

di,n
n )+- =

∑

i

ai f1 (x)
di,1 · · · fn (x)di,1 .

The distinguishing feature of solvable polynomial maps is that there is a finite-dimensional invariant

subspace that contains x1, ...,xn , so that f̂ can be understood as a linear transformation on that finite-
dimensional subspace. More precisely, define M ⊆ Q[x1, ...,xn] to be the least set of monomials

that contains x1, ...,xn and such that ifm ∈ M , thenM contains all monomials that appear in f̂ (m).
Since f is solvable, we have thatM is finite.

Enumerate M as m1 = x
d1,i
1 · · · x

d1,i
n , ..., m |M | = x

d |M |,1
m · · · xd |M |,nn , and let m be the vector of

monomials
[
m1 · · · m |M |

]T
. Define B ∈ Q |M |× |M | to be the matrix such that row i of B contains

the unique vector bi such that f1 (x)
di,1 · · · fn (x)di,n = bTi m. LetU be the matrix such that row i ofU

contains the unique vector ui such that xi = uTi m. Then we have that f (k ) (x) = UBkm. Supposing

that all eigenvalues of B are periodic rational, then by Prop. 5.2 there is an EPRAlin+ formula

ϕ (k, z, z′) that defines the iterated linear map д(−) where д(z) = Bz. The formula ψ (k, x, y)
def
=

(∃z.y = U z ∧ ϕ (k, z, z′))[z′ 7→ q] is an EPRA+ formula (since the existential quantifier can be

eliminated) and defines f (−) .
It remains only to show that all eigenvalues of B are periodic rationals. Let A1, ...,Am . and

y1, ..., ym be as in Defn. 8.1. We show that the eigenvalues of B are products of eigenvalues
of A1, ...,Am ; since periodic rationals are closed under products we have the result. We now

consider f̂ as a linear transformation on the vector space of polynomials with algebraic coefficients

Q[x1, ...,xn]. Intuitively, the matrix B is the representation of f with respect to a particular basis
for a particular subspace. We may just as well represent f with respect to another basis, which

we construct as follows. For i ∈ {1, ..,m}, let V = {v1, ..., v |Ai | } be a basis for Q
|Ai |

consisting
of generalized eigenvectors of Ai , and take Pi to be the set of polynomials (in fact, linear terms)
Pi = {vTj yi : j ∈ {1, ..., |Ai |}. Let Q be the set of all finite products of polynomials in P , and observe

that Q is a basis for Q[x1, ...,xn].
Let p1, ...,pn be an enumeration of P in order of increasing Pi , and within each group Pi ordered

by the rank of the eigenvector (with lower rank appearing earlier in the enumeration). For any i , let

λi be the eigenvalue associated with pi . and define a total order ⪯ on Q by: pd11 · · ·p
dn
n ⪯ pe11 · · ·p

en
n

iff dn · · ·d1 is lexicographically less than or equal to en · · · e1. From the fact that each pi corresponds

to a generalized eigenvector of some Aj , we have that f̂ (pi ) = λi (pi + p
′
i ), where p

′
i is a polynomial
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containing only monomials ≺ pi . As a result, for any q = pd11 · · ·p
dn
n ∈ Q , we have

f̂ (q) = f̂ (p1)
d1 · · · f̂ (pn )dn

= λd11 · · · λ
dn
n (p1 + p

′
1)
d1 · · · (pn + p ′n )dn

= λd11 · · · λ
dn
n q + q′

where q′ is a polynomial consisting only of monomials that are ≺ q.
Suppose that a polynomial p is an eigenvector of f̂ with eigenvalue λ (i.e., f̂ (p) = λp)Ðwe must

show that λ is a product of eigenvalues of λ1, ..., λn . Let q = p
d1
1 · · ·p

dn
n be the greatest monomial

with non-zero coefficient in p, and let a be its associated coefficient. We have

λp = f̂ (p) = f̂ (aq + (p − aq)) = a f̂ (q) + f̂ (p − aq) = aλd11 · · · λ
dn
n q + z

where z is a polynomial containing only monomials ≺ q. Since the coefficient of q on the left-hand

side must be the same as the coefficient of q on the right-hand side, we have λ = λd11 · · · λ
dn
n . □

8.1 Decision Procedures

This section extends the decidability result established in ğ7 to the full logic EPRA, which allows
multiplication between variables other than the distinguished variable k . The satisfiability problem
for this logic is decidable over the reals.

Theorem 8.4. The satisfiability problem for closed-form formulas is decidable over the reals. That

is, there is a procedure that, given a formula ϕ (k, x) in k and n free variables x, determines whether

there is some c ∈ N and v ∈ Rn such that ϕ (c, v) holds.

Proof. Write ϕ in disjunctive normal form ϕ ≡ ((D1 ∧C1) ∨ ... ∨ (Dn ∧Cn )), where each Di is a
conjunction of divisibility atoms and eachCi is a conjunction of comparison atoms. For eachCi we
can compute an equivalent (over the reals) formulaC ′ that only involves the distinguished variable
k using quantifier elimination for real closed fields [Tarski 1951]: first replace each exponential term
λk with a fresh variable symbol xλ , then eliminate all variables except k and the xλ variables, then
replace each xλ with λ

k . Thus we have ϕ ≡ ((D1 ∧C ′1) ∨ ... ∨ (Dn ∧C ′n )), with the latter formula

being an EPRAlin formulaÐby the previous section, the satisfiability problem for such formulas is
decidable. □

9 EVALUATION

Our techniques are implemented on top of ICRA [Farzan and Kincaid 2015; Kincaid et al. 2017, 2018],
which uses Z3’s UFLRA solver [de Moura and Bjùrner 2008], and Apron’s NewPolka polyhedron
domain [Jeannet and Miné 2009]. We use the NTL number-theory library for computing and
factoring the characteristic polynomials of matrices [Shoup 2018].
For loops with all rational eigenvaluesÐcommonly arising in our experienceÐwe expect the

results of ICRA using its operational calculus-based recurrence solver (OCRS) [Kincaid et al. 2018]
to be largely the same as the one based on periodic rational spectral decomposition (PRSD), and so
the main experimental question is one of performance. For loops with non-rational eigenvalues,
OCRS introduces function symbols that permit some limited reasoning, while PRSD abstracts away
non-periodic rational eigenspaces and treats the remaining periodic rational eigenspaces precisely.
Thus, the experimental question is how this trade-off affects precision. Last, the technique from
ğ6.3 can improve precision even on loops with rational eigenvalues (and in particular, loops that
only require linear invariant generation), so the experimental question is whether this is effective
and performant in practice.
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ICRA+OCRS ICRA+PRSD ICRA+PRSD+PG SeaHorn UltAuto
#safe time #safe time #safe time #safe time #safe time

C4B 35 30 25.5 30 25.3 34 27.3 29 1833.0 24 3132.6
HOLA 46 39 45.2 39 44.4 39 49.8 39 1129.9 38 1992.9
lit 20 17 12.9 17 12.8 17 13.4 8 603.7 1 3923.6

total 101 86 83.6 86 82.5 90 90.5 76 3566.6 63 9049.1

Fig. 4. Experimental results

Min Mean Median Max Timeout

ICRA 0.4 0.9 0.7 4.5 0
ICRA+PRSD 0.4 0.9 0.7 4.5 0
ICRA+PRSD+PG 0.3 0.9 0.7 5.5 0
SeaHorn 0.1 3.0 0.2 220.8 11
UltAuto 2.0 16.7 3.4 284.5 26

Fig. 5. Timing summary statistics over C4B/HOLA/lit; times reported in seconds, with timeouts excluded.

We ran ICRA in three different configurations: OCRS (operational calculus recurrence solver),
PRSD (periodic rational spectral decomposition), PRSD+PG (PRSD along with Presburger guards,
ğ6.3). We also compared against two state-of-the-art software model checkers: Ultimate Automizer
[Heizmann et al. 2018] from SV-COMP18, based on predicate abstraction; and SeaHorn [Gurfinkel
et al. 2015] version 0.1.0, a Horn-clause solver based on property-directed reachability. We compared
these programs on a suite of 101 safe programs, including the C4B [Carbonneaux et al. 2015] and
HOLA [Dillig et al. 2013] suites (which exhibit linear or periodic linear behavior) and lit, a selection
of loops with non-linear behavior collected from the literature. Our experiments were conducted on
a machine running Ubuntu 16.04 equipped with an 8-core Intel(R) Core(TM) i7 1.80GHz processor
and 8GB memory, with a time-out of 5 minutes. The experimental results are given in Fig. 4.

We observe that there is no significant performance difference or the number of assertions proved
between the PRSD and OCRS solvers. Note, however, that although ICRA+OCRS and ICRA+PRSD
both prove 17 of the 20 assertions in the lit category, they are not the same 17 assertions. In
particular, ICRA+OCRS can prove the correctness of two examples from [Terauchi and Aiken 2005]
wherein a precise treatment of the Fibonacci function is required to prove secure information flow
(which requires non-periodic rational eigenvalues). ICRA+PRSD can prove a run-time bound for an
example from [Tiwari 2004] and establish bounding constraints for an example from [Miné et al.
2016] in which a figure is rotated and scaled in two dimensional space (both of which require precise
treatment of complex, but periodic rational, eigenvalues). Our results suggest the hypothesis that
loops with eigenvalues that are not periodic rational are rare in practice (only 2 loops among 101
programs), although our suite is not sufficiently comprehensive to draw a conclusion. A possible
explanation is that loops that are written by human programmers typically involve patterns that
result in rational or periodic rational eigenvalues: loop counters, quantities that are doubled or
halved, and cyclic quantities.

Although the Presburger Guard technique does incur a performance penalty, we find that it does
allow an additional 4 benchmarks in the C4B category to be proved correct. Lastly, we observe
that all configurations of ICRA are capable invariant generators: they can prove the correctness
of more assertions than SeaHorn and Ultimate Automizer (even for examples that do not require
non-linear reasoning). The run-times of the ICRA configurations are more consistent than SeaHorn
and Ultimate Automizer (see Fig. 5), and its aggregate run-time is two orders of magnitude faster.
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10 RELATED WORK

Closed forms for loops. Boigelot [2003] gives necessary and sufficient conditions for an iterated
affine map to be definable in Presburger arithmetic, and also Presburger arithmetic extended with
a single function Vr mapping each integer z to the greatest power of r that divides z. Boigelot also
considers the case that the linear map is equipped with a polyhedral guard (which can restrict
the number of times the linear map is iterated), in which case his conditions are necessary but
not sufficient. Finkel and Leroux [2002] extends [Boigelot 2003] to guards defined in Presburger
arithmetic, and also considers how to analyze multi-path loops by iterating compositions of affine
maps. ğ5 extends this line of work by giving a polytime procedure for the Presburger case, as well
as generalizing to logics beyond Presburger arithmetic.
Jeannet et al. [2014] developed a technique for approximating the behavior of iterated linear

maps with arbitrary eigenvalues. The technique is based on approximating the iteration of the
real Jordan form of the transition matrix by an abstract domain of template polyhedron matrices.
The abstraction technique discussed in ğ6.1 is of a different nature: we aim to capture the exact
dynamics of a subsystem.

The transitive closure of difference-bound relations [Bozga et al. 2006; Comon and Jurski 1998]
and octagon relations [Bozga et al. 2009] has been shown to be definable in Presburger arithmetic,
and computable in polytime [Konečný 2016]. The theory of ultimately periodic relations unifies work
on linear systems and difference-bound/octagon relations [Bozga et al. 2010]. Periodic behavior also
features in our work, but the class of matrices we consider (those with periodic rational eigenvalues)
does not satisfy the conditions of [Bozga et al. 2010].
Decision problems for linear loops. This paper addresses the problem of computing a closed-form
representation of the reachability relation of a linear loop in a decidable logic, which can be used
to address a variety of decision problems (e.g., Cors. 7.2 and 7.3) that meet our condition of having
all periodic rational eigenvalues. Ouaknine and Worrell [2012, 2015] surveys work on decision
problems related to linear loops. One such problem is the orbit problem, which can be stated as
follows: given a matrix A, an initial vector s and a target vector t, determine if there is some k such
that Ak s = t. Kannan and Lipton [1986] showed that the orbit problem is decidable in polytime. A
generalization of orbit is the polytope-collision problem in which we ask whether one polytope is
reachable from another. Almagor et al. [2017] shows that this problem is decidable in PSPACE for
matrices of dimension at most 3. The result in Cor. 7.2 solves both these problems as a special case,
but for a restricted class of matrices.
The uniform-termination problem for linear loops was proved to be decidable over the reals by

Tiwari [2004], over the rationals by Braverman [2006], and over the integers (for diagonalizable
matrices) by Ouaknine et al. [2015]. Uniform termination asks whether any exection of the loop may
fail to terminate starting from any initial state. The case considered in Cor. 7.3 allows a pre-state to
be specified (i.e., we go beyond uniform termination), but again our decidability result holds only
for matrices with all periodic rational eigenvalues.
Analysis of polynomial maps. ğ8 extends our work to the class of solvable polynomial maps that
was studied by de Oliveira et al. [2016]; Rodríguez-Carbonell and Kapur [2004]. Solvable maps are
also related to P-solvable loops [Kovács 2008; Kovács and Jebelean 2006; Kovács et al. 2006] in that
solvable polynomial maps are exactly the class of maps that are both polynomial and P-solvable.
(The notion of P-solvability is more general in that it admits loops that have non-polynomial (but
Gosper-summable) assignments.) The class of extended P-solvable loops [Humenberger et al. 2017]
captures a strictly larger set of polynomial maps. Humenberger et al. [2018] extends (extended)
P-solvable loops to the case of multi-path loops (but not arbitrarily nested loops). The focus of all
of the aforementioned work is to compute invariant polynomial equalities of a loop; our work aims
to give exact characterizations of a loop’s behavior in various arithmetics.
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