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ABSTRACT
Multi-user input over a shared display has been shown to sup-
port group process and improve performance. However, cur-
rent gesturing systems for instructional collaborative tasks
limit the input to experts and overlook the needs of novices
in making references on a shared display. In this paper, we
investigate the effects of a single-user gesturing tool on the
communication between trainer and trainees in a laparo-
scopic surgical training. By comparing the communication
structure and content between the trainings with and with-
out the gesturing tool, we show that the communication
becomes more imbalanced and the trainees become less ac-
tive when using the single-user gesturing tool. Our findings
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highlight the needs to grant all parties the same level of ac-
cess to a shared display and suggest further directions in
designing a shared display for instructional collaborative
tasks.

CCS CONCEPTS
•Human-centered computing→Computer supported
cooperative work.

KEYWORDS
Shared display, instructional collaborative tasks, team com-
munication, common ground, surgical training, turn-taking,
communication content

ACM Reference Format:
Yuanyuan Feng, Katie Li, Azin Semsar, Hannah McGowan, Jacque-
line Mun, H. Reza Zahiri, Ivan George, Adrian Park, Andrea Klein-
smith, and Helena M. Mentis. 2019. Communication Cost of Single-
user Gesturing Tool in Laparoscopic Surgical Training. In CHI Con-
ference on Human Factors in Computing Systems Proceedings (CHI
2019), May 4–9, 2019, Glasgow, Scotland UK. ACM, New York, NY,
USA, 12 pages. https://doi.org/10.1145/3290605.3300841

CHI 2019 Paper CHI 2019, May 4–9, 2019, Glasgow, Scotland, UK

Paper 611 Page 1

https://doi.org/10.1145/3290605.3300841
https://doi.org/10.1145/3290605.3300841
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3290605.3300841&domain=pdf&date_stamp=2019-05-02


1 INTRODUCTION
There is long-standing interest in the human-computer inter-
action community in designing shared displays to support
group processes in different task settings [3, 28, 34, 36, 47].
Previous research, both on vertical wall-sized displays and
tabletops, demonstrates the importance of referencing ges-
tures over the shared displays for group communication
and suggests multi-user input as a key feature for the de-
sign of shared displays [26, 41, 48]. These studies often fo-
cused on peer collaboration, where all users make similar
amount of physical contributions to the tasks. Yet, we have
limited understanding on gesturing over a shared display in
instructional collaborative tasks, where a novice is primarily
performing the task on a display, monitored and guided by
an expert, such as in simulation training, remote repairing,
and minimally invasive surgery [11, 22]. In these tasks, ex-
perts mainly supply expertise, or in-situ knowledge, for the
novices to accomplish the task, without physically contribut-
ing to the task itself.
Most current gesturing tools for instructional collabora-

tive tasks are single-user input, enabling only the experts
to interact with a display [12, 21, 23, 37]. These tools have
been demonstrated to improve task performance and com-
munication efficiency [10, 11, 21]. However, much less dis-
cussion has been on the ability of novices in gesturing over
a shared display. Although novices may use task-related ac-
tions to substitute their speech, these actions are mainly
for acknowledging the acceptance of a statement [13]. In
contrast, novices prefer to use gestures to present a piece of
information and make contributions to the group decision
making [1]. In addition, compared to experts, who tend to
articulate the task objects, novices are more likely to describe
the location of the objects when making a reference [19].
When a single-user gesturing tool was provided in an

instructional task for experts to use, the novices’ language
use was found to decrease [21]. On one hand, it indicates
improved communication efficiency [5]. On the other, it may
reflect the reduced participation of novices in the group
process [25]. To build tools to support the instructional col-
laborative tasks over shared displays, we need to elucidate
the process in which the current single-user gesturing tools
affect the language use of the novices. Although previous
research has demonstrated that novices raised fewer ques-
tions with more directive instructions [21], we have limited
information on these questions themselves. For example, do
these questions contain any new information? Is there any
embedded knowledge elicited by these questions? Why are
these questions reduced? A more detailed understanding of
the communication process allows us to comprehensively
evaluate the impact of single-user gesturing tools on group
communication in instructional collaborative tasks, as well as

make informed design decisions on designing the interactive
shared display.

In this study, we investigate the potential communication
costs - the efforts for speakers to take over the floor by formu-
lating and producing their communicative acts [5] - incurred
by the use of a single-user gesturing tool in an instructional
collaborative task. Previous studies have shown that experts
and novices co-constructed the knowledge through hand ges-
tures over the display [29, 30, 32]. In our study, we provide
a gesturing tool to the experts on top of the standard inter-
actions to identify any changes in the structure and content
of the team communication. With a thorough examination
in the communication process, our study reveals that the
communication became less balanced with reduced active
participation from the novices when using the single-user
gesturing tool in the instructional collaborative task. Based
on our findings, we discuss the design directions on support-
ing equal communicative access to the shared display.

2 RELATEDWORKS
In this section, we first present the theories that lay the
ground for the study. We then identify the knowledge gap
by comparing current studies in shared displays for peer col-
laboration with collaboration between experts and novices.
Finally, we present the context of our study and state our
hypotheses.

Common Ground
Communication is a two-way process, where both parties
coordinate to contribute. The success of coordination is based
on the development of common ground - mutual knowledge,
beliefs, goals, and assumptions [4]. In group collaboration, a
group engages in joint activities, which can be partitioned
into two sets of actions: the basic joint activity, which is the
work the team is trying to do, and the coordinating joint
actions, which consist of the communicative acts required
to establish and maintain the common ground [6].
Grounding, a collective process of establishing common

ground, generally consists of two phases - presentation phase
and acceptance phase [5]. When the addressee’s acceptance
of the speaker’s presentation is registered, the common ground
is achieved [5, 33]. The grounding process follows the Prin-
ciple of Least Collaborative Effort, which states that partici-
pants try to minimize their collaborative efforts in commu-
nication [5].

Studies in understanding the grounding process in a coop-
erative work examined the verbal conversations in a team,
who collaborate and communicate in cooperative work [7, 9].
The researches mainly focused on the communication struc-
ture and the communication content. The communication
structure was measured based on turn-taking [9, 40]. The
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changes in the coordination of turn-taking, on one hand, in-
dicate the efficiency of communication [40], and on the other,
relate to the grounding costs, such as the costs in language
processes, i.e., the construal of meaning, and the costs in
signaling and accepting [14]. For example, more turns, fewer
words, and more synchronicity manifest in teams with an in-
creased amount of common ground, and thus more efficient
communication [9, 40]. The communication content was ex-
amined through a content analysis of task-related dialogue
acts between team members [8, 9]. The changes in dialogue
patterns elucidate how individual team members contribute
to the grounding process. For instance, team members use
query-reply dialogue acts to explicitly build the understand-
ing of when content is needed, as well as management acts
to share rules on how to run the task [9].

Shared Displays for Peer Collaboration
The broad direction in designing interactive shared displays
for collaborative work is stemmed from the concept of sin-
gle display groupware (SDG), which supports co-located
users using multiple input devices to share knowledge in
accomplishing a task over a single display [46]. Compared
to traditional computer workstations with a single input
and output channel, SDG emphasizes collective contribu-
tions from individual team members through a shared user
interface [46].
Previous researches have evaluated the impacts of multi-

user input of SDG on peer collaboration, where team mem-
bers shared similar levels of expertise [18, 38, 39, 42]. Com-
pared to single-user input, multi-user input allows for more
concurrent and sequential interactions among team mem-
bers and supports efficient and rapid information sharing,
manifested by an increase in the frequency of team verbal
activities [42]. Besides, multi-user input provides team mem-
bers equal access to the task, which not only encourages
individual team members’ contribution to the group prob-
lem solving process [18], but also facilitates team members
requests for help from each other [39]. The improved com-
munication process and team participation by multi-user in-
teraction leads to increased team and individual performance
- the task completion time is reduced while the individual
team members’ task-related ability and skills are enhanced
[38, 42].

Shared Displays for Instructional Collaborative Tasks
Although multi-user input has been a key feature of shared
displays in peer collaboration, it is scarcely adopted in in-
structional collaborative tasks [46]. In contrast, general at-
tention around instructional collaborative tasks has been on
designing single-user input to support experts in providing
instructions to novices [12, 21, 23, 37]. These studies aimed

at improving team performance through providing more ex-
plicit instructions to support the grounding process between
experts and novices [1, 11, 17, 20].
However, communication is a collective process, where

common ground is developed by contributions from both
experts and novices [5]. Previous studies have demonstrated
that it is seeing the novices’ actions and relating them to
the task context that enhances the development of common
ground [13, 21, 22]. These actions are often deliberately de-
signed to convey information, judgments and understand-
ings [15, 31]. In instructional collaborative tasks, novices
prefer using actions instead of speech to communicate [13].
Thus, we argue that the use of single-user gesturing tool is
not sufficient for efficient team communication. Kirk et al.
has shown that with a gesturing tool, experts obtained more
control of the communication. In this paper, we investigate
how single-user gesturing tool affect novices’ contributions
to the grounding process.

Hypotheses
The overall goal of this study is to expand the understanding
of the impacts of a single-user gesturing tool on the team
communication process, through identifying the costs for
novices in making the contributions. In this, we conducted
an experimental study comparing instructional collaboration
with and without a single-user gesturing tool in co-located
laparoscopic surgical training.

In laparoscopic surgical training, the trainers and trainees
are required to coordinate around shared view of the work
via laparoscopic video. The trainees manipulate the surgical
instruments and perform the task, assisted by the trainers
holding the camera to capture the view of the task object.
The trainers monitor the process and provide guidance and
feedbacks. Thus, the trainers and trainees have similar access
to the shared display - they both can point and gesture over
the display. A unique access for the trainees is that they can
manipulate the task object through the surgical instruments.
A unique access for the trainers is that they interact with
the operative field through the control of the camera. Yet,
these two unique accesses are interdependent - the train-
ers’ camera should chase the instrument movements for the
trainees to see their actions; and the range of trainees’ instru-
ment movements depends on the field of view the trainers
captured.
In this study, we provided the single-user gesturing tool

to the trainers on top of all the other possible interactions
the trainers can make with the display or the trainees. We
scrutinized into the speech and actions of both parties at
the communication structure level and the dialogue act level
in their grounding process, as well as examine the commu-
nication changes in the training context. Our hypotheses
are:
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H1: Novices in the single-user gesturing tool supple-
mented trainings will take less turns than those in the
trainings without the tool.
H2: Novices in the single-user gesturing tool supple-
mented trainings will exhibit less judgment and de-
cision statements and more acknowledgements than
those in the trainings without the tool.

3 TECHNOLOGY IN USE
In the study, we used a lab-developed video pointing and
annotation tool, Virtual Pointer (VP), as the single-user ges-
turing device. This tool was specially designed to enable
trainers to point or draw on laparoscopic videos for the
trainees to see [10]. The Microsoft Kinect sensor version 2
(Microsoft Corporation, USA) was used as a mechanism of
touchless interaction - enabling the system to be used in
the sterile operating field. The application is a transparent
window that can be overlaid on any screen or other appli-
cation. It uses a combination of audio keywords and hand
movements to call upon the different functionalities, such as
a pointer for referencing or a freehand drawing tool.

Figure 1 shows the interface of the system. The collection
of the verbal commands is showing in the upper left corner
as a reminder. The present function is presented in the center
above the laparoscopic view. The lower left corner shows
the user’s skeleton to provide timely feedback of the user’s
movement. To awaken the Kinect, the first command is ver-
bally saying "Kinect ready". When this is said, the Kinect
starts detecting other verbal cues and gestures. There are two
verbal cues the Kinect is looking for, either "Kinect draw"
or "Kinect point", to switch between the drawing mode and
the pointing mode. In the pointing mode, the user moves the
hand to control a small green circle which acts as a pointer.
In the drawing mode, the user makes a fist to sketch over the
video. The position of the pointer and the drawing responds
to the position of the user’s hand. To clear the screen of all
annotations, the verbal command "Kinect clear" should be
said to the Kinect. When the program is finished being used,
the voice command "Kinect close" can be used at any time to
set the program to sleep and stop the Kinect from detecting.

4 STUDY METHODS
Experimental Design
The experimental design is a 2 × 4 (training conditions and
tasks) counter-balanced, within-subject design.We performed
a controlled experiment with two training conditions - a Stan-
dard training condition as the control and a Virtual Pointer-
supplemented (VP) training condition as the intervention. In
the Standard condition, trainer instruction was conducted as
it would be normally, through verbal or hand gestures. In the
VP condition, the Virtual Pointer application was used by the

Figure 1: The interface of the Virtual Pointer.

Figure 2: Examples of simulated laparoscopic tasks. (A: mo-
bilizing cystic duct and cystic artery; B: cutting cystic duct
and cystic artery)

trainers as an addition to standard guidance. The trainees
worked on four simulated laparoscopic tasks under the train-
ers’ guidance. The tasks were selected based on a hierarchical
task analysis of the laparoscopic cholecystectomy procedure
[35] and confirmed by an attending surgeon that they were
of similar difficulty levels and required both skills of anatom-
ical structure identification and instrument manipulation.
The tasks were performed on a validated laparoscopic train-
ing physical model [43], including (1) mobilizing the cystic
duct and the cystic artery, (2) clipping the cystic duct, (3)
clipping the cystic artery, and (4) cutting the cystic artery
and the cystic duct (Figure 2). The orders of the mentoring
approaches and tasks are counterbalanced by constructing a
Latin square[27]. The experiment was video recorded and
the operative field was screen recorded.

Study Setup
The study was conducted at a simulation center of the De-
partment of Surgery in a private hospital in Mid-Atlantic
US. The study setup is shown in Figure 3. The tasks were
performed on the Stryker Corporation’s Park TrainerT M , a
surgical simulation training system comprised of a cart for
components of the system, a training module that simulates
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Figure 3: Study setup with the Virtual Pointer system and
Park Trainer.

a body cavity, and a skin or cover for the training module
for use in laparoscopic surgery. The trainee stood in the
center performing the tasks. The Microsoft Kinect sensor
was placed on the left of the Park Trainer, where the trainer
would be standing, controlling the laparoscope with his right
hand and using gestures to point or draw with his left hand.
The laparoscopic video was streamed out of the Park

Trainer into the laptop that ran the VP program. The an-
notated video would then be feed into the monitor facing
the trainee. The lag of the video was minimized to less than
1 second.

Participants
Six residents and one fellow in general surgery participated
in this study as trainees. The same fellow and an attending
surgeon participated as trainers. The fellow was trained by
the attending surgeon, and he provided training to the six
residents. The pairs’ demographics, total number of commu-
nicative acts and task durations are shown in Table 1. The
subjects consented to participate in the study on a voluntary
basis without any monetary compensation.

Communication Structure
We examined communication structure through turn-taking
analysis. We applied the adapted analysis scheme used by
Sellen [44], which breaks a dialogue into turns and pauses.
Since speech and actions interdependently contribute to the
grounding process [2, 13, 16], we identified turns based on
utterances, actions and VP use transcribed from the trials.

We focused on two major measures in turn-taking analy-
sis: turn frequency and turn distribution. Previous studies
showed that an increase in common ground led to more rapid
turns [9]. The turn distribution depends on the difficulty of
participants in taking the floor - the more difficult for one
speaker in taking the floor, the more skewed the turns will

be distributed [44]. Given that we considered both speech
and actions, the duration would be unscalable for each turn.
So, we did not analyze the turn duration.
Turn frequency is calculated as the number of turns per

second for each trial. Turn distribution is calculated as the
proportion of trainees’ turns per trial.

Communication Content
We used the dialogue act coding scheme (Table 2) to examine
the content of the utterances, actions and VP use between the
trainers and trainees. This coding scheme was developed to
understand the development of common ground among in-
terdependent team members in managing emergent complex
tasks, which required efficient information-sharing, problem-
solving and decision-making[9]. It emphasizes on individual
team members’ communicative intentions of the dialogues
acts in the grounding process, as opposed to linguistic or
semantic meaning [7, 8]. In this study, we focused on the
dialogue acts, Manage (MN), Judge (J) and Confirm (CO) to
represent trainees’ contributions in team decision-making
process, and Acknowledge (AC) to represent trainees’ accep-
tance of instructions, in order to test H2. We further explored
any other possible dialogue pattern changes with this coding
scheme.

We coded the communication content with the transcripts
and video recordings. The first two authors viewed the video
and coded the transcript independently. After the first in-
dependent coding session, the inter-rater reliability for the
coders was found be to Kappa = 0.62. They negotiated for
any conflicting codes and then coded again and achieved
an agreement of Kappa = 0.84. This was deemed high agree-
ment [24] and so the remainder of the cases were coded. For
any disagreement between the codes in the remainder of
the cases, the two coders viewed the video and discussed to
achieve the agreement.

Data Analysis
The focus of the data analysis is on identifying significant
changes in the communication structure and content be-
tween the trainers and trainees. Since we conducted a within-
subject experiment, we used mixed models to control the
task order, task difficulty level, and repeated measures. Since
the turn frequency and dialogue act proportion are count
data, following the Poisson distribution, we used generalized
Poisson mixed model to compare between the two training
conditions. The turn distribution follows binomial distribu-
tion and we fitted turn distribution in mixed effects logistic
regression. Given the temporal nature in the grounding pro-
cess, we first analyzed the task order as a fixed effect. If the
task order has an insignificant effect on the model, we moved
it to the random effect to increase the power. The analyses
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Table 1: Demographics and Data Description of Training Pairs

Pair Trainer Trainee Trainee
Gender

Trainee Laparoscopic
Experience

Total Number of
Communicative Acts

Mean Task
Duration (s)

Standard
Deviation

1 Fellow Resident 1 Male 3 years 111 64.24 29.30
2 Attending Fellow Male 5 years 71 60.46 25.11
3 Fellow Resident 2 Male 0 139 89.63 26.84
4 Fellow Resident 3 Male 0 111 61.13 20.30
5 Fellow Resident 4 Male 0 125 64.85 9.29
6 Fellow Resident 5 Male 4-5 cases 166 73.53 54.68
7 Fellow Resident 6 Male 0 224 90.04 51.19

Table 2: Dialogue act coding scheme[9].

Class Dialogue Act Description

Transfer
Info

Add Info (AI) Provides new information,
not elicited.

Query (Q) Question used to elicit new
information.

Replay (R) Reply to query to provide
new information.

Check
Under-
standing

Check (CH) Verify own understanding of
information previously pre-
sented by others.

Align (AL) Verify partner’s understand-
ing of information previ-
ously presented to others.

Clarify (CL) Clarifies or restates informa-
tion already presented.

Acknowledge
(AC)

Signals receipt of informa-
tion, understanding.

Manage
Pro-
cess
&
Decision

Manage (MN) Instruction, command, di-
rect or indirect request for
action; orchestrating strat-
egy, how to do the work.

Summarize
(SA)

Summarizes information
previously presented.

Judge (J) Individual judgment, opin-
ion, or preference.

Confirm (CO) Requests partners’ agree-
ment on a proposed deci-
sion.

Agree (AG) Indicates approval for a prior
judgment or decision.

were conducted using R version 3.2.2 (R Foundation for Sta-
tistical Computing, Austria). The results are shown in the
graphs as mean with standard error.

Figure 4: Comparison of Turn Frequency between Virtual
Pointer condition and Standard condition. (n = 7, ***: p <
.0001)

5 RESULTS
Turn-Taking
We first analyzed the turn frequency to obtain an overall eval-
uation of the communication process. As shown in Figure 4,
with the use of VP, the turn frequency significantly increased
(β= -.427, p < .0001). This result is corresponding to the find-
ings from Kirk et al. [21] and Fussell et al. [11], indicating the
use of single-user gesturing tool increases overall knowledge
sharing and leads to more efficient communication [11, 21].

We further split the number of turns between the trainers
and trainees and calculated each group’s turn frequency. As
shown in Figure 5, the use of VP significantly increased the
number of turns by both trainers and trainees. The increase
in the trainer’s turn frequency is greater than the trainee’s.
This trend confirms that the VP facilitates the trainers in
providing guidance[10], and indicates that the use of VP
may influence the turn distribution.

To quantify the extent to which the VP influence the turn
distribution, we compared the proportion of trainees’ turns
between the two training conditions. As shown in Figure 6,
there is a significant decrease in trainees’ turn proportion
in the VP condition, compared to the Standard condition
(β= -.670, p = .032). Ideally, the trainees’ turn proportion
should be 0.5, representing that they have taken the floor
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Figure 5: Comparison of Turn Frequency between Virtual
Pointer condition and Standard condition in trainer and
trainee groups. (n = 7, *: p < .05, ***: p < .0001)

Figure 6: Comparison of trainee turn distribution between
Virtual Pointer condition and Standard condition. (n = 7, *:
p < .05)

at a equal rate with the trainers. In Standard condition, the
trainees’ turn proportion has reached 0.468, while in the VP
condition, it decreased to 0.387. This decrease reveals that
the communication becomes more imbalanced with the use
of VP and confirmed our first hypothesis.

Communication Content
The imbalanced communication when using the single-user
gesturing tool indicates that there are potential costs for
trainees in making their contributions to the communica-
tion. In examining the communication content, we aimed
to elucidate the types of contributions that the single-user
gesturing tool hurdled.

First, we looked at the changes in dialogue act proportions
among the trainers and trainees between the two conditions,
to obtain an overall view of the impact of VP on the commu-
nication content. As shown in Table 3, with the use of VP,
the dialogue act for clarification (CL) significantly increased
(β= -.532, p = .016), while the requests for confirmation (CO)
significantly decreased (β= .826, p = .007). The increase in CL
is corresponding to the use of gesturing tools in making the
instructions more directive. The decrease in CO indicates
that the pairs made less proposal in completing the task.

Table 3: Comparison of dialogue act proportion betweenVir-
tual Pointer condition and Standard condition. (Bold: signif-
icant changes, *: p < 0.05, **: p < 0.01)

Dialogue Act Standard + VP Standard

Add Info (AI) 3.52% 2.22%
Query (Q) 0.6% 0.69%
Replay (R) 1.02% 1.87%
Check (CH) 1.05% 0.62%
Align (AL) 0.84% 0.76%
Clarify (CL) * 9.98% 5.4%
Acknowledge (AC) 28.11% 28.85%
Manage (MN) 41.39% 37.25%
Summarize (SA) 0 0
Judge (J) 6.96% 10.39%
Confirm (CO) ** 3.54% 6.79%
Agree (AG) 3% 5.16%

Figure 7: Comparison of dialogue act proportion of trainees’
talk between Virtual Pointer condition and Standard condi-
tion. (***: p < .0001)

We then analyzed the dialogue act proportions for train-
ers and trainees separately. In the following, we used the
communication content of trainees to identify the costs, and
that of trainers to explain the costs.

Figure 7 shows the comparison of dialogue act proportions
for trainees’ talks between the two conditions. With the use
of VP, the trainees showed their acknowledgement more
frequently through verbal utterances (β= -.299, p < .0001).
The increase in trainees’ explicit acknowledgement indicates
information sharing becomes more efficient and accurate.
All other dialogue acts remain similar.

In contrast, the significant decreases in the judgment act
(J) (β= 2.260, p = .026) and the confirmation act (CO) (β=
1.241, p = .007) are found in the trainees’ actions when using
the VP (Figure 8). The J and CO are related to the inten-
tions of presenting one’s proposal on performing a task. The
reduced proportions on the J and CO acts reflect that the
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Figure 8: Comparison of dialogue act proportion of trainees’
action between Virtual Pointer condition and Standard con-
dition. (*: p < .05, **: p < .01)

Figure 9: Comparison of dialogue act proportion of trainers’
talk between Virtual Pointer condition and Standard condi-
tion.

trainees made fewer proposals in the VP condition. This re-
sult confirmed our hypothesis 2 that the use of VP hurdles
trainees in contributing to the group decision making.

Since communicative acts are interdependent, we further
examine the dialogue act changes in trainers’ utterances and
actions, in order to elucidate the causes of the decreased con-
tributions that the trainees made to the grounding process.

Figure 9 shows the comparison of dialogue act proportions
for trainers’ talks between the VP condition and the Standard
condition. Interestingly, although speech is the main way for
the trainers to share their knowledge, there is no significant
change of dialogue act found in trainers’ utterances when
using the VP. The trainers made equal contributions to the
grounding process via utterances.
The use of VP is included in the trainers’ actions for the

comparison. Thus, we expect that the main changes takes
place in trainers’ actions. As shown in Figure 10, the VP sig-
nificantly increased the trainers’ actions in providing instruc-
tions (MN) (β= -1.170, p = .0001), indicating that the trainers
were tended to provide more direct instructions when using
the VP. This trend is associated with the increase of trainees’
explicit acknowledgements (AC) in Figure 7, indicating that
the VP provides an efficient way in directly presenting infor-
mation that is easily accepted. According to the Principle of

Figure 10: Comparison of dialogue act proportion of train-
ers’ action between Virtual Pointer condition and Standard
condition. (**: p < .01)

Least Collaborative Effort[5], the trainees are prone to adopt
this efficient way in accomplishing the task, compared to
making proposals (J and CO in Figure 8) that may lead to
more discussions on repairing the understanding.

Impacts of Trainees’ Reduced Contribution
In order to investigate the impacts of trainees’ reduced con-
tribution, we compared the training context around trainees’
J and CO in the Standard condition with that for the same
subtask in the VP condition. In the excerpts, the dialogue
acts are tagged in square baskets.

The excerpt 1 and 2 shows that fewer judgments (J) were
made by the trainees in the VP condition. As shown in the
excerpt 1, every directional instruction was referenced by
the VP, based on which the trainee took actions. The VP
decomposes the trainer’s process knowledge into a protocol,
on which, the trainee follows step by step. Although such
protocol simplifies the complex and interwoven process and
makes the task efficient and accurate, much less knowledge
remains in this protocol. For example, the instruction in line
1 provides no information on what the trainee is going to
clip, where the clip should be, and why the clip is on the red
dot. Sharing such information, however, is the main purpose
of the instructional collaboration, through which the trainee
acquires expertise.
Whereas, in excerpt 2, the fewer directive instructions

encourage the trainee to search for the visual cues that are
embedded in the task object. In this, the trainee actively
uses the instructions provided and makes their own judg-
ment. The instructor assesses the trainee’s judgment and
provides timely feedbacks, such as "a little more" and agree-
ment of the actions. This illustrates a process of knowledge
co-construction, in which in-situ knowledge is inserted in the
course of negotiation. Thus, the reduced trainees’ judgment
act indicates that trainees passively followed instructions,
which leads to less expertise gained.
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Excerpt 1 - Pair 6 - Telestration-supplemented guid-
ance - Task 2 clipping the duct.
1. Trainer One there [MN]. (The instructor pointed at the

location for the clip.) [MN]
2. Trainee (The trainee arrived at the dot and applied the

clip.) [AC]
3. Trainer Cool, one higher. Like right there. [MN] (The

instructor stabilized the dot one the duct.) [CL]
4. Trainee (The trainee moved the clip applier up a little bit

and clipped.) [AC]
5. Trainer Ok, and thenmove up to like right there. [MN]

(The instructor moved the pointer to a higher
location.) [CL]

6. Trainee (The trainee moved up and clipped.) [AC]

Excerpt 2 - Pair 1 - Standard guidance - Task 2 clip-
ping the duct.
1. Trainer So, I usually do distal first. Doesn’t really mat-

ter, it’s just preference. [J]
2. Trainee (The traineemoved the scissors towards the distal

of the duct and added the first clip.) [J]
3. Trainer And then, you don’t need to take it completely

out, just slide it up. [MN]
4. Trainee (The trainee moved the tip up a small amount.)

[J]
5. Trainer Yeah, a little more. [MN]
6. Trainee (The trainee moved up a little more and clipped.)

[J]
7. Trainer One more there. [MN]
8. Trainee (The trainee slides the clip applier up and added

the last one.) [J]

Excerpt 3 - Pair 7 - Telestration-supplemented guid-
ance - Task 4 cutting the artery and the duct.
1. Trainer (The instructor moved the dot between the clips.)

[MN]
2. Trainer So you want to cut the artery right about there,

where the dot is. [MN]
3. Trainee (The trainee moved the scissors to the dot and

cut the artery.) [AC]

Excerpt 4 - Pair 4 - Standard guidance - Task 4 cut-
ting the artery and the duct.
1. Trainer And just cut in between the two. [MN]
2. Trainee Between the two clips? [CO] (The trainee hov-

ered over the artery and the duct.) [CO]
3. Trainer Uh. [AG]
4. Trainee This? [CO] (The trainee poked the duct with

the tooltip.) [CO]
5. Trainer No not the duct, the artery. [MN]
6. Trainee (The trainee cut the artery.) [AC]

The active learning is also supported by CO acts. For exam-
ple, in excerpt 4, the trainee uses CO acts to elicit information
that the trainer fails to specify. The trainee needs to know
where to cut (line 2), and what structure should be cut first
(line 4). This information is embedded in the trainer’s in-
struction in line 1 ("between the two"). In requesting the
confirmation, the trainee clarifies the instruction and trans-
forms the implicit knowledge into explicit. Whereas, in VP
condition (excerpt 3), the instruction is specified by the ref-
erence, which the trainee directly follows without further
considering what the process could be. Thus, the reduced
trainees’ CO act results in less knowledge elicited from the
trainers, and thus reduces the expertise gained.

6 DISCUSSION
In this paper, we have investigated the communication costs
of a single-user gesturing tool and explored the impacts of the
costs in an instructional collaborative task. Our results show
that the communication becomes more imbalanced and the
trainees become less active in team decision-making when
using the single-user gesturing tool. These costs shift trainees
from actively acquiring expertise into passively accepting
information.
We found that the turn frequencies for both the trainers

and trainees are increased in the VP condition, yet the turn
distribution skews towards the trainers. This result indicates
that the trainers become the dominant speaker with the use
of the single-user gesturing tool.

The gesturing tool has been shown to facilitate trainers to
provide instruction through enabling trainers to make ref-
erences on the shared display [21], and to improve trainees’
understanding of the instructions [11]. Correspondingly, our
results show an increase in trainers’ management (MN) ac-
tions and in trainees’ explicit acknowledgement (AC) with
the use of VP, suggesting the trainers dominate the floor
mainly to provide instructions (MN). With the ease of follow-
ing directive instructions, the trainees becomemore reluctant
in identifying what knowledge they need, what information
the task object contains, and what possible steps they can
take. These are the thinking processes that drive the trainees
to make their own decisions on how to proceed. In this, we
saw a decrease in making procedural proposals in the VP
condition.

Along with previous works in understanding the commu-
nication structure and content and the grounding process
[5, 44], our work suggests a control shift in a collaborative
work - if one party’s access to the shared display increases,
that party may direct the collaboration and is prone to domi-
nate the floor. Simultaneously, the other party’s control over
the collaboration may decrease, resulting in less contribu-
tions, although the access for the other party remains the
same. For example, Kirk et al. showed that when the access of
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remote helpers to the local task increased, the remote helpers
began to direct the communication and the local workers
significantly decreased their language use [21].

Implications for Design
The broad implication for the design of shared display in
supporting instructional collaboration is to balance the com-
municative access of all parties to the shared display, in
order to support team decision-making and knowledge co-
construction. By communicative access, we emphasize the
access that leads to contributions to team communication.
Specifically, there are two directions for the design - sup-
porting communication coordination and supporting com-
municative acts.

As suggested in our study, the imbalanced communication
is a cause for the reduced trainees’ process contributions
and the passive learning. Thus, one way to support the in-
structional collaboration is to support team communication
coordination, i.e., controlling the turn-taking structure in
team communication. Shu and Flowers suggested that the
forced turn-taking does not necessarily facilitate team com-
munication and is the least preferred in peer collaboration,
where team members shared the similar expertise levels [45].
Yet,in instructional collaborative tasks, where the expertise
levels vary between team members, our findings reveal that
without no control of turn-taking, experts tend to dominate
the floor. In addition, our study suggests that the forced
turn-taking should target at human-human interaction level,
compared to human-display interaction level. In this direc-
tion, open questions may include how to better define a turn
in the intersection of utterances, actions, and interaction
with a display, how to design the forced turn-taking that can
be smoothly integrated in the communication process, and
when to implement the tool for the instructional collabora-
tion.
Another way to balance the communicative access is to

support communicative acts through providing multi-user
input [46]. Most current multi-user input in shared displays
provide the same tools to the users and allows for concurrent
activities [38, 39, 42]. Yet, these displays are mainly for peer
collaboration, where all team members physically work on a
task. In the instructional collaboration, the trainees are the
primary task performers, while the trainers are monitoring
and providing instructions. Thus the ways to present infor-
mation are different. Instead of providing the same tools,
we may target at balancing the types of communicative acts
that will be achieved by the tools to accommodate individual
users’ interaction needs. For example, in a pilot simulation
training, the hands of the trainees may be occupied, while
the trainers are pointing at the display. In this case, we can
support the trainees to make the same types of communica-
tive acts by allowing them to point at the display through

eye movements or voice control. In this, different members
may interact differently with the display or with each other,
but they share the same access to performing communicative
acts. This may require specific design that caters individual
tasks.

Limitations
It is noteworthy that most trainees recruited in this study
were first year general surgery residents who had not per-
formed any laparoscopic surgery before. Although the exper-
tise gap between the trainer and trainees magnify the main
feature of the instructional collaborative tasks, we indeed
observed the instructions on basic surgical knowledge. The
lack of this knowledge may hurdle the trainees in partici-
pating in the group decision making. Thus, communication
structure and content may be different in the collaboration
between more senior residents and expert surgeons.
In addition, our tasks are set to be short to target at the

team’s initial efforts in developing the common ground. How-
ever, we acknowledge that with a longer task, where teams
collaborate with more established common ground, the com-
municationmay become balanced and the traineesmay begin
to make proposal. Thus, more studies need to be taken in
verifying if the communication costs found in this paper
apply to longer tasks.

7 CONCLUSION
In this study, we investigate the communication costs with
the use of a single-user gesturing tool in instructional collabo-
rative tasks. We found that communication became more im-
balanced and trainees contributed less in the team decision-
making, when using the single-user gesturing tool. These
costs impede trainees’ acquiring expertise by turning active
knowledge-seeking into passive information acceptance. Our
findings highlight the needs for equal communicative access
to the shared display among group members, and suggest
two main design directions - supporting the communica-
tion coordination and supporting the communicative acts -
for achieving this equal access in instructional collaborative
tasks.
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