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ABSTRACT
Our research explores the impact of network impairments on remote augmented reality (AR) collab-
orative tasks, and possible strategies to improve user experience in these scenarios. Using a simple
AR task, under a controlled network environment, our preliminary user study highlights the impact
of network outages on user workload and experience, and how user roles and learning styles play a
role in this regard.

INTRODUCTION
Given the importance of collaboration in our day-to-day lives, we are interested in augmented reality
(AR) applications that can facilitate collaboration in a networked setting, when users may be located
far away. Specifically, distance learning applications of various types (e.g., education, health, etc)
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could potentially provide a transformative experience to users. For example, in an at-home/distance
physical therapy application, a patient could practise armmovement by using hand gestures to move,
rotate, and scale, shared 3D objects, according to the instructions from the therapist who may be
located far-away from the patient. Similarly, a group of students could effectively work together on
a design project without requiring to be all in the same place.

Figure 1: The user making a specific hand ges-
ture to grab onto a virtual 3D object, and move
it around.

Figure 2: The guide’s view through the head-
set. They see the starting/current positions of
the objects (colored) and the target positions
(white) but cannot move the objects.

Figure 3: The manipulator’s view through the
headset. They see only the starting/current posi-
tions of the objects, andmust follow the guide’s
instructions to move the objects to the target
positions.

To provide seamless exchange of audio and visual communication in the above scenarios, the role
of the network (i.e., the Internet) becomes crucial. We posit that given the best-effort nature of to-
day’s Internet, network impairments are inevitable, and can play a crucial role in determining the
effectiveness of AR-based remote collaboration. Network impairments include packet loss, high jit-
ter, or outages, which could last from milliseconds to several seconds or minutes. Despite decades of
research on network quality of service (QoS) [4, 12], anecdotal evidence as well as network measure-
ment studies show that these impairments are still common [3, 8, 9].

The goal of our research is to understand how these network impairments impact AR-based collab-
orative experience and what could be possible strategies to improve user experience in these settings.
To this end, we implement an AR-based collaborative application, and conduct a preliminary user
study that provides insights on the impact of network impairments on user frustration and workload.
Our insights show that user experience depends on the role of the users (e.g., manipulator vs. guide)
in the collaborative task as well as the instruction style of different users. Based on these insights,
we lay out a research agenda around substantiating our findings under a wider range of network
impairments, and potential strategies to improve user experiences under network impairments, such
as providing explicit feedback to the users about the duration of the outage.

RELATEDWORK
Remote collaboration is a key usage scenario for AR: several studies have provided insights on differ-
ent aspects of collaboration, such as increasing situational awareness using the gaze information of
one’s partner [2, 13], the effectiveness of various pointing techniques in remote collaborative settings
[1] or the importance of a shared view of the workspace in conversational grounding [5]. All these
works introduce strategies to compensate for the lack of a shared real world environment (as in co-
located tasks), so that collaboration does not suffer. However, little to no prior effort has looked into
the impact of network impairments on user experience and effective collaboration in these settings.

In contrast, the networking/systems community has focused on more traditional interactive appli-
cations, such as video or voice conferencing [8, 11]. There has been somework in exploring the impact
of network impairments in single-user AR tasks, but not within a remote collaborative setting [15].
In addition to audio and video communications, AR applications also involve users interacting with
virtual content, within their real world environment, and users may encounter challenges related to
establishing spatial orientations of their partners, different real world environments between users,
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users getting disconcerted due to rapid 3D model manipulations, etc. While the former has been
somewhat explored in the context of mixed space collaboration [6], the role of network impairments
needs be further explored.

Table 1: ResearchQuestions

RQ 1 What is the impact of network
impairments on user experience

in remote AR collaboration?
RQ 2 Do user roles impact the severity with

which impairments are felt?

PRELIMINARY USER STUDY

Table 2: Guide’s Workload (Nasa TLX
overall scores)

Trial Type Mean Standard Deviation
Without Outages 35.037 23.291
With Outages 53.556 22.232

Table 3: Manipulator’s Workload
(Nasa TLX overall scores)

Trial Type Mean Standard Deviation
Without Outages 38.185 19.226
With Outages 43.852 18.986

Table 4: Guide’s Frustration (Nasa TLX
frustration scale)

Trial Type Mean Standard Deviation
Without Outages 27.778 24.509
With Outages 59.444 28.988

Table 5: Manipulator’s Frustration
(Nasa TLX frustration scale)

Trial Type Mean Standard Deviation
Without Outages 21.111 19.965
With Outages 45.000 30.311

We have designed an AR application (using Unity and the Mixed Reality Toolkit) that focuses on
a collaborative problem solving task, and deployed it on the Microsoft HoloLens Head Mounted
Display (HMD). The task involves two users (one guide and one manipulator) working together to
solve a virtual 3D object positioning task, where objects have to be moved by the manipulator from
their starting positions to target locations (using specific hand gestures - refer to Figure 1), based
on the guide’s instructions. The key point is that the target locations are only known to the guide,
who needs to provide suitable instructions for the correct placement of the objects, while the objects
can only be moved by the manipulator. Figure 2 and 3 show the different views of the guide and
manipulator, respectively. Only through collaboration can they solve this task!

We emulate a remote setting by placing each user in separate rooms. The users are able to verbally
communicate through their HMD and any object movement that the manipulator performs in their
objects is seen by the guide. We emulate outages (longer periods of time with no network connec-
tivity), which can last up to several seconds or minutes, as per network measurement studies [7].
An outage results in disrupting both audio and visual communication, as no updates can be shared
between users. Users perform the same object positioning task, with and without outages. Under an
outage scenario, a total of 3 outages occur, in each of the 3 sub-tasks (every 3D object that the pair
has to place in its target location is called a sub-task), where each outage lasts for 10 seconds each.

We chose a within-subject design for the study, with each pair of participants performing the task
in both conditions. After each trial the participants were asked to fill in the NASA TLX questionnaire
[10], in order to get a measure of their workload and frustration levels. At the end of the study, users
filled out a questionnaire, and underwent a debriefing process. A total of 22 participants (11 pairs),
of which two were pilot trials, participated in the IRB-approved (Institutional Review Board) study.

HYPOTHESES
Keeping in mind our higher level questions (see Table 1) and the observations made through pilot
studies, we formulated the following hypotheses:

• Users experience an increase in their overall workload and frustration when performing a task
in which network impairments occur, compared to the same task performed in perfect network
conditions (in keeping with RQ 1).

• Outages have a greater impact on guides as compared to manipulators (in keeping with RQ 2).
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RESULTS
Table 6: Questionnaire responses
highlighting the reasons for in-
creased frustration during outages

User Response
Manipulator (Pair 6) As a manipulator

I felt at a loss for what to
do and unsure what to do

to communicate to the guide
that I could no longer

respond to them.
Manipulator (Pair 11) There were times

when I was in the middle of
moving an object in one

direction and I wouldn’t be
sure if I should keep moving it

or not…I felt like we
had to keep asking each
other if we could hear

one another.
Guide (Pair 4) Each break meant I had to

keep the instruction I was
about to say in mind, and
often had to say it several

times (first time not realizing
the other party could not hear)
and then again after the break

was over.

A one-tailed Paired T-test, with a confidence interval of 95%, was used to evaluate the workloads.
When individually evaluating the workload for guides and manipulators for scenarios with and with-
out network impairments, we notice an increase in the workload of all the guides. This increase, we
posit, stems from the fact that network impairments not only prevent guides from verbally communi-
cating with their partners, but also prevent them from seeing how their partners manipulate objects,
thus hindering their primary task all together. As can be seen in Table 2, there is a significant increase
in the the mean value for guide’s workload from the trial without outages, to the trial with outages
(t(8) = -4.402, p = 0.001). One possible reason for this may be the increased frustration, experienced
by guides due to the disruptions in communication caused by outages (see Table 4).

While some manipulators show a change in their workload under conditions of network impair-
ment, this change varies across all manipulators. We attribute this variance to other features that
influence the manipulator’s workload, such as the physical demand involved in moving the objects
using hand gestures. That said, looking at the frustration component, we see a significant increase
in user frustration for tasks with outages than those without (t(8) = -2.676, p = 0.014) (see Table 5).

The above observations are also supported by the responses of the qualitative questionnaire. Users
were asked to rate how disruptive outages were for their communication (from ”Not Disruptive”, to
”Extremely Disruptive”) using a 5 point Likert scale. Generally, guides tend to rate the disruptions
higher (median = 4), as compared to manipulators (median = 3). A Mann-Whitney U test is used to
establish that the difference in ratings is indeed significant (U(8) = 61, p = 0.038).

Hence, the key takeaway is that network impairments lead to increased workload for the guides,
possibly due to increased frustration. While manipulators experience increased frustration, no claims
can be made regarding how their workload changes, as it is influenced by more than just frustration.

DISCUSSION
An analysis of the video recordings of the interaction between user pairs provides key insights into
how roles, and learning/instruction styles impact the severity with which users experience outages.

User Roles
Within the video analysis, we noticed that manipulators often do not realize that outages have begun
(if no verbal communication takes place), as they are engrossed in performing the manipulation.
Only when they ask questions or for further instructions, and receive no reply, do they realize that a
network disruptionmay be underway. Guides on the other hand, are closely following themovements
of objects, and often times follow the abrupt stop of the object’s movements with inquiries or further
instructions. When these go unanswered, guides are clued into the presence of outages.
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Interaction Styles
Sidebar 1: Comments made by users
about coping methods

A: ‘‘Because I knew that they would happen
I started to attend to relative and, where
possible, absolute referents as a guide-post
to enable the manipulator to do things
autonomously. I found that absolute referents,
such as doors, walls, and windows, were
considerably more reliable than relative
referents, such as distance.” (guide, pair 7)

B: ‘‘It (outages) forced me to anticipate breaks
in communication and communicate a batch
of steps quickly to get across a complete pic-
ture so that despite a break in communication
the manipulator might be able to continue in
the right direction.” (guide, pair 3)

C: ‘‘We had to pause during the breaks. I went
much slower with my movements to ensure
that I was not messing up.” (manipulator, pair
5)

Figure 4: An example of a simple visual
interface that can be used to explicitly in-
form users about the presence of an out-
age.

Based on video analysis, we see that the ways in which users interact with each other, within a
collaborative setting, also varies. Some guides prefer to give general instructions, while others may
give short step-by-step instructions to manipulators. Similarly, manipulators may check in with the
guides, through verbal communication, to ensure that their actions are correct, or they may con-
tinue with the task and assume that the guide shall correct them, should the need arise. Shifting
between instruction/learning styles (such as batching instructions) was one way users tried to cope
with outages that occurred within the second task.

How users naturally coped with outages
Methods users adopted to cope with outages included using alternate spatial references, batching
instructions and slowing down model movement.

Guides would sometimes react to outages by changing the spatial reference they used, so that
manipulators were given enough information to autonomously move objects even when no commu-
nication was possible (Sidebar: 1A). Of course using referents like doors, walls etc, as mentioned in
the quote, assumes that the users are aware of the terrain of their partner’s surroundings, as well as
their partner’s orientation relative to objects in their surroundings. While this could be established
over verbal communication, an easier strategy would be to use shared 3D objects (that both users
can see) as spatial checkpoints, so that both users have a common understanding of distance [14].

Another strategy, adopted by the guides, was to batch instructions and relay them to the manip-
ulators when they were sure that connection was restored (Sidebar: 1B). Meanwhile manipulators
either continued following the last instruction they heard, or slowed their movements (Sidebar: 1C).

RESEARCH AGENDA
Our preliminary study focuses on understanding the impact of network impairments on collaborative
AR tasks. Our ongoing work takes this work forward in two important ways.

First, we are evaluating the impact of different types of network impairments and their duration.
Specifically, our preliminary study only focuses on a ten second outage – how do the results change
if we have outages of smaller or longer duration.

Second, we are exploring strategies to mitigate the impact of outages on user experience and work-
load. This could involve giving users explicit information about the presence of outages, so that they
can consciously adapt their collaborative behaviour, or using alternate communication mechanisms,
such as using gaze information to convey focus/attention, instead of verbal communication during
network impairments. Using role-specific interfaces has been somewhat explored in the context of
Virtual Reality, and may be an effective strategy for Augmented Reality as well [16]. Moreover, if
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we can identify what instruction/learning styles work the best for situations with outages, it may be
possible to use the timing and length of outages to drive users to change their interaction style into
a more effective one. While we have performed some user studies where users are given information
about outages using audio and visual interfaces (see Figure 4), we aim to corroborate our findings
with an in-depth analysis of existing data, and additional user studies.ACKNOWLEDGEMENTS
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