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ABSTRACT
Worldwide displacement due to war and conflict is at all-time high.
Unfortunately, determining if, when, and where people will move is
a complex problem. This paper proposes integrating both publicly
available organic data from social media and newspapers with more
traditional indicators of forced migration to determine when and
where people will move. We combine movement and organic vari-
ables with spatial and temporal variation within different Bayesian
models and show the viability of our method using a case study
involving displacement in Iraq. Our analysis shows that incorpo-
rating open-source generated conversation and event variables
maintains or improves predictive accuracy over traditional vari-
ables alone. This work is an important step toward understanding
how to leverage organic big data for societal–scale problems.

CCS CONCEPTS
• Information systems → Data mining; • Human-centered
computing → Social engineering (social sciences);
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1 MOTIVATION
Worldwide displacement due to war and conflict is at all-time high.
UNHCR [18] reports that one in every 113 people is a refugee, inter-
nally displaced, or seeking asylum. Currently, more than 3 million

∗Singh, Wahedi, and Wang contributed equally to this research.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
KDD ’19, August 4–8, 2019, Anchorage, AK, USA
© 2019 Copyright held by the owner/author(s). Publication rights licensed to the
Association for Computing Machinery.
ACM ISBN 978-1-4503-6201-6/19/08. . . $15.00
https://doi.org/10.1145/3292500.3330774

persons are still displaced in Iraq, and more than 6 million persons
are displaced in Syria [12]. As millions have become displaced in
the Middle East and elsewhere, many countries were surprised by
the volume of asylum seekers or refugees at, or near, their borders.
No early warning system existed to warn governments when and
how many people would be on the move. If some warning occurred,
government and international aid community responses might have
more effectively addressed the causes of displacement or provided
safer alternatives to flight before millions left their homelands and
many risked their lives crossing the Mediterranean.

Unfortunately, determining if, when, andwhere people will move
is a complex problem. The literature on the causes of migration
suggests that the scale, duration, and geographical location of vio-
lence or some other type of contextual pressure together with other
social factors are major determinants of displacement [16]. Even
though a number of theoretical frameworks of movement exist,
getting data for these variables is difficult, if not impossible because
of the difficultly of collecting data in conflict zones. To meet this
challenge, this paper proposes integrating both publicly available
organic data from social media and newspaper outlets with more
traditional migration data to capture changing conditions in a re-
gion. More specifically, we combine variables extracted from text
(indirect indicators of variables that cannot be captured easily) with
more traditional movement variables (variables that are collected
by government agencies and NGOs). We believe this form of data
blending is crucial to tackle large-scale societal problems for which
large data gaps exist. We then combine all these variables (with
spatial and temporal variation) within different Bayesian models
to predict when and where people will migrate. Our central case
study is Iraq because of the magnitude of displacement, the diffi-
culty associated with on the ground data collection, and the scale
of resources being mobilized to respond to the humanitarian crisis.

Our contributions to the field are as follows: 1) we use organic
data sources to extract these meaningful indirect indicators of move-
ment and show their value in a case study related to Iraq; 2) we
present experiments comparing different modeling approaches that
integrate direct and indirect indicators and show that we can predict
movement between 2015 and 2017; and 3) we make our generated
social media variables, and interactive comparative visual analytics
available to the migration community [39].

2 RELATED LITERATURE
2.1 Current Models of Migration
Prior studies have attempted to build mathematical models of mi-
gration in response to conflict [13, 29, 30, 36, 42], natural disaster
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[23], climate change [34], economic underdevelopment [28], and
human rights violations [35]. These models are designed to test
theory with limited data samples, but temporally fine-grained, local-
ized data are difficult and expensive to collect. For example, death
counts [25] and destruction of property [1] are rarely collected at
the local level and, if available, tend to be annual national measures.
Moreover, the reliability of such data is even more limited [14],
especially in conflict zones.

This lack of available micro-level direct indicators means that
studies examining micro-drivers tend to be based on survey re-
search after a conflict has ended [1], to be qualitative, or to have
a narrower scope such as those on specific conflict dynamics [3]
or environmental shocks (e.g. [9]). Broader studies examining the
interaction between multiple drivers, on the other hand, tend to be
limited to annual-country level data [13, 32]. So far, there has been
little integration between micro-level drivers and broader system-
level approaches [38]. What is needed is a way to fill the data gaps,
and to incorporate variables from multiple domains and levels of
analysis, from micro-drivers to macro-drivers, from factors ranging
from conflict to environmental to economic.

2.2 Big Data Use for Social Causes
Data scientists and social scientists have begun to use social media
data, and more generally, big data to tackle similar problems in
other areas [19, 26]. Here we highlight a few examples. Blumen-
stock [6] used data from mobile phone networks to estimate shifts
in national population distributions in Rwanda. Following the 2010
Haitian earthquake and cholera outbreak, Bengtsson et al. [4] esti-
mated population mobility shifts using the daily position of SIM
cards tracked by mobile phone towers. Deville and colleagues [15]
monitored seasonal population changes in France and Portugal.
LinkedIn data has been used to investigate labor market migration
in parts of the U.S. [41]. These data have also been shown to be a
good source of data for monitoring the diffusion of epidemics and
the effectiveness of public health measures [20]. The United States
Geological Survey shows an approach for tracking earthquakes
using Twitter data [17]. Finally, EMBERS is a system for monitoring
civil unrest that combines social media and other publicly avail-
able data. It predicts when, where and why protests occur [33].
EMBERS is the closest work to our work since it also uses social
media data for its task. The methods we use and the variables we
construct differ for predicting movement, partially, because online
conversations about movement itself is not as readily available as
discussions about civil unrest. This is one important reason why
we need to capture indirect indicators of movement.

3 METHODOLOGY OVERVIEW
Figure 1 shows our high level approach for tackling this complex is-
sue. We begin by working with migration researchers to understand
the broad factors people consider when deciding whether or not to
migrate (Step 1). This resulted in a factor model containing sixteen
push and pull factors, including national and regional macro-level
factors (economic, political, environmental), intervening meso-level
factors (relief, weather, infrastructure), and individual household
micro-level factors (household demographics, capital) [27]. Each
factor can be operationalized as a set of variables generated from

Figure 1: High Level Methodology

different data sources. For example, a traditional environment vari-
able may be amount of precipitation, while death count may be a
political/social variable. Therefore, our next step is to identify data
sources for relevant variables (Step 2). Unfortunately, data collec-
tion and survey research are dangerous and challenging in conflict
zones and regions with high poverty or political instability.

To fill this gap, we identify alternative sources of data (social
media and newspaper) that can serve as indirect indicators of move-
ment for variables that cannot reasonably be collected directly (Step
3). There are a number of strengths associated with using these
data. 1) These data are timely. In places where people use social
media, they use it before, during, and after conflict. 2) These data
are not controlled: anyone with Internet access may communicate
via social media and become an information provider. 3) In certain
conflict regions, social media data may be the only detailed data to
which we have access.

Of course, social media data sources also have potential problems.
These data are noisy, and can have biases. Samples of such data are
not typically representative of an entire population, since not ev-
eryone uses social media and levels of penetration vary in different
locations. Even with these limitations, when events occur (e.g., a
factory has reopened in Baghdad) or a situation is deteriorating in
a region (e.g. a bridge has been blown out in Ninewa governorate),
online conversations do emerge and these discussions, even if they
are not specifically about migration, capture indirect indicators of
one or more migration variables. Step 4 focuses on determining
which conversation topics/signals are reasonable indirect indicators
for specific conflict situations. For example, is conversation about
violence in Iraq a reasonable proxy for death counts - does a rela-
tionship between the two exist? This step helps us map our indirect
signals to the variables that have been identified as theoretically
important or as proxies for gaps in the data. This in turn makes our
modeling approach useful for both prediction, and understanding
relationships among drivers of movement.

Next, we consider different Bayesianmodels for generatingmove-
ment predictions (Step 5). Most modeling of migration decisions
lacks a formal mathematical framework. Although this is unsur-
prising given the complexity of migration, we are interested in
comparing different models to better understand the types of mod-
els that are most informative. Because we have data at different
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Figure 2: Example of the Changing Dynamics of Factors

spatial scales and temporal resolutions, we need models that can
handle this variation effectively. For this reason we focus on hierar-
chical models. Finally, we must validate our results using available
ground truth data or through manual validation (Step 6).

4 CAPTURING USEFUL BIG DATA SIGNALS
Social media and newspaper data give us an opportunity to learn
what people are talking about, what events are occurring, and how
people’s perceptions are changing about a situation. How do we use
these readily available data sources to identify meaningful forced-
migration related signals? Our approach requires an understanding
of the importance and the changing dynamics of each migration fac-
tor/driver in a particular location. Figure 2 is an illustration of what
we are trying to capture. Suppose we are monitoring movement
variables in three locations in Iraq - Mosul, Ramadi and Baghdad.
Let’s also suppose that larger values of the shown variables are an
indication of a worsening situation. Our figure shows people in
Ramadi (see star) dealing with worsening conditions (increases in
all variables values). If they are considering moving north to Mosul,
they will face bad conditions (high variable values). If they move
south to Baghdad, the situation is better (constant, low variable
values). In this section, we show an example case explaining how
we can capture some of these spatio-temporal movement variables
using open source data sets.

4.1 Events, Buzz, & Perception
While we will continue to augment our list of signals/variables
captured from open-source data, the dynamics we consider in this
paper are drawn from events, buzz, and perception. Events of inter-
est are those that occur in a particular location and are associated
with one or more factors/topics identified by social scientists as im-
portant for predicting movement. Tracking the frequency of these
events allows us to compute a time series containing the number of
events related to forced migration factors by day, week, or month.
Buzz represents the amount of interest in a topic [21]. Topics are
constructed by migration experts to reflect drivers of migration.
Buzz about a topic may be high, low, increasing, or decreasing. We
are interested in the variation of buzz strength of a topic over time.
Finally, we are interested in understanding people’s perceptions
about relevant direct and indirect indicators, e.g. wages, schools,

etc. Perceptions can be measured in different ways. Three that are
important in the context of migration are tone (sentiment), stance
(position - for or against), and emotion.

Over the last two years, much work has focused on extracting
these types of signals from newspaper and public social media
data, including detecting relevant dynamic topics and events from
newspapers [2, 11, 21, 31, 44, 45].We take advantage of this previous
work to extract topic buzz, sentiment (as a proxy for perception),
and event volume as an initial set of social media and newspaper
related signals.We translate these signals into longitudinal variables
that can be monitored daily, weekly, or monthly depending on the
level of granularity of the data and the model. For example, we
can compute the buzz about a topic by determining the number of
posts associated with that topic in a particular location of interest,
or the event volume by counting the number of events identified in
newspapers/social media that map to different factors, e.g. political
violence events. Because we are interested in understanding both
when and where people will move, we need to capture signals for
both source and destination locations. While newspaper articles
generally contain the locations that the articles refer to, social media
posts are less consistent. There are three possible ways to capture
location in social media data: based on geolocated posts, based on
the location of the user posting, or based on mentions of locations
in the post text. In this work, we focus on geolocated tags and
mentions of locations in posts (given the scale of our data).

4.2 Identifying Indirect Indicators – Example
While there is insufficient space to go through the process associ-
ated with identifying each social media/newspaper variable that
can be used to represent a movement variable, we describe the
process using a small case study - using social media data for under-
standing the relationship between displacement in Iraq and chatter
and tone on Twitter about the Islamic State (ISIS). We focus on
six signals from Twitter and their relationship to different local
and regional dynamics. The data in this case example have been
collected using the Twitter Streaming Application Programming
Interface (API) since late 2014. During this time, we have collect
tweets containing the hashtag #ISIS, and #ISIS in Arabic. We have
over 45 million tweets with these hashtags over a 3 year period. Af-
ter preprocessing, and governorate location identification, we focus
in on 2.6 million tweets that were mapped to a governate in Iraq.
To keep this simple, we construct two types of variables, volume
and sentiment.1 The longitudinal tweet variables were aggregated
into one-month periods with a given governorate as their primary
location. The variables were the following: total volume of tweets,
total count of tweets classified as positive, and total count of tweets
classified as negative, for both English and Arabic. This resulted in
three Arabic and three English variables. Because we are interested
in these variables as leading indicators about displacement, we lag
all the variables by one month.

We compared these social media signals against a common tra-
ditional variable: monthly conflict-related deaths, curated by Iraq-
BodyCount.com. We know from the literature that conflict-related
1Our analysis presented in Section 6 is much more detailed, looking at variables at both
the factor and location level. Here we show the variables across each location. Recall,
the goal of this section is to show that these signals are identifiable and reasonable as
indirect indicators for some variables that can be hard to capture.

Applied Data Science Track Paper KDD ’19, August 4–8, 2019, Anchorage, AK, USA

1977



violence is a major driver of movement [25]. Because our movement
variable, described in more detail below, captures people once they
have already moved and checked in, we lag the death count by one
month, using it as a leading indicator of movement. Much of the dis-
placement in Iraq from 2014-2017 was due to ISIS related violence.
Here we ask the following – to what extent do changes in the level
of discussion of ISIS capture the variation in death counts. Under-
standing this relationship will allow us to study conflict dynamics
in other regions where death counts are not available.

Our outcome variable of interest is the number of families flee-
ing a governorate in a particular month. We use the Displacement
Tracking Matrix from the International Organization of Migration
(IOM) to determine the number who havemoved. Finally, for this ex-
ample we use a Bayesian negative binomial regression with random
intercepts for month and governorate.2

Figure 3 is a coefficient plot showing the substantive effect of
each signal with 95% credible intervals. From each of seven random-
effects negative binomial models, we present three coefficient es-
timates to demonstrate consistency and model convergence. We
report substantive effects, which are calculated from the exponent
of a negative binomial regression coefficient. They represent the
percent change in the outcome variable expected with a 1-unit
change in the explanatory variable. We begin with the effect of
conflict-related deaths in a given location and month on displace-
ment from that location in the following month. As shown in the
final row of Figure 3, one additional death per thousand population
is associated with an 11.1 percent increase in displacement. Given
the literature on forced migration, it makes sense that death is a
strong indicator of movement.

Figure 3 also reveals a relationship between each of our con-
structed Twitter variables and movement. The most significant
relationship is the negative sentiment of the Arabic #ISIS tweets
mentioning a location in a given month and the number of people
who flee from that location in the following month. An additional
hundred negative sentiment tweets in a month is associated with
10.4 percent more families displaced the following month. This is
consistent with previous literature that suggests the more public
opposition to a group, the more movement when the group takes
control of the territory [3]. The Arabic signal is understandably
stronger, and more reliable, given Arabic is the spoken language
in Iraq and neighboring countries. Overall, tone is more reliable a
signal than volume in Arabic. Tweet sentiment is a much weaker
signal in English, where the vast majority of tweets are negative.
Moreover, when death is included in the same model as these Twit-
ter variables, the effect of the Twitter variables is reduced almost to
0, which suggests that the signals are capturing some of the same
variation as death. These findings suggest that Arabic sentiment
and tweet volume are indirect indicators of movement associated
with conflict factors. Section 6 further explains how different signals
affect movements.

This case was one example of step 4 in our methodology. By
examining the effect of a social media signal in a model that con-
trols for other structural variation (see Section 5), we isolate the
effect of variation in that variable. We then examine the spatial and

2In our full empirical analysis, we consider a number of different models. To show the
viability of our methodology for this example, we show only one model.

Figure 3: Twitter Signal Effects with 95% Credible Intervals

temporal correlation between that variable and the theoretical vari-
able of interest. Finally, we use them together to plot movement. If
the variation that had been explained by the theoretical variable is
explained by the social media signal (e.g. if the coefficient estimate
drops) then we know we have captured that signal, and may be
able to use it as an indirect indicator of a theoretically important
factor in order to better study that factor. In this example, there is a
clear, indirect relationship between the Arabic Twitter signals and
movement, and Arabic sentiment appears to capture much of the
variation explained by death counts. Given the difficulty of collect-
ing real-time, accurate death counts in conflict zones, uncovering
this relationship should help us to study the relationship between
conflict and migration in more detail than previously possible.

5 PREDICTION USING A HIERARCHICAL
BAYESIAN APPROACH

Our prediction task is to estimate the number of families moving
from one location to another. We consider movements as origin
and destination pairs,and refer to this model as a dyadic model.

While there are many modeling options for these prediction
tasks, we use a hierarchical Bayesian approach for three reasons.
1) Our data have temporal (daily, weekly, monthly, annual, static),
and spatial (district, governorate, country) variation. Hierarchical
models allow us to incorporate data at multiple levels of analysis,
without using repeated observations. 2) Bayesian estimation of
mixed hierarchical models make specifying complex dependence
structures between these levels of data explicit. Instead of giving
each governorate an independent fixed effect as in traditional panel
analysis, we specify a distribution that relates these effects to one
another. This is important for generating an accurate representa-
tion of uncertainty in predicted outcomes. 3) Predictions produced
by Bayesian models are posterior probability densities rather than
point predictions. This means that rather than telling you the num-
ber of families that will flee, the model gives you the probability
that any possible number of families will flee. This can be used to
give aid workers a credible range of the amount of displacement
to expect, or to tell them the probability that there will be more
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than n families displaced in the following week. Having explicit
posterior probabilities will help them to better manage risk in the
distribution of limited aid resources.

Because we are predicting counts, we will compare the following
three count models: the Negative Binomial, zero-inflated Poisson,
and zero-inflated Negative Binomial. The Negative Binomial is
effective for capturing over-dispersion of the outcome variable by
not forcing the mean and variance to be the same, like the Poisson.
Because large-scale movement does not tend to happen all over
the country at the same time, we have a large number of zeros and
want to consider models that account for this.

While we do not have space to show the equations associated
with all the models, a generalized representation of the model is
shown below. The count of families is distributed (Z ) as either
negative binomial, zero-inflated Poisson, or zero-inflated negative
binomial, where λ is the expected count, α represents the dispersion
parameter for the negative binomial family, andψ represents the
proportion of zeros for the zero-inflated family. β is the coefficient
for covariates at the highest time resolution for origin-destination
pairs. Examples might include differences in social media signals
between locations. η̂ are random intercepts for each origin-time,
and are parameterized to incorporate η coefficients for temporal
signals within each origin location, such as the sentiment of tweets
in each governorate. ζ and ζ̂ are the corresponding parameters
for destination temporal district signals. Finally, ĉ and d̂ are the
random intercepts for destination districts, with c and d as a vector
of coefficients for static location variables such as population.

Generalized Dyad Model:
P (Y ) ∼ Z (λ, α, ψ )

λs,r ,t = exp(βXs,r ,t + η̂s,t + ζ̂r ,t + ĉs + d̂r )
η̂ ∼ N (µη + ηST , ση )
ζ̂ ∼ N (µζ + ζRT , σζ )
ĉ ∼ N (µc + cS, σc )
d̂ ∼ N (µd + dR, σd )

We want to ensure that our model allows us to examine the
effect of a particular signal in a particular place at a particular time.
This means that we need to consider both spatial and temporal
dependencies. In all models, we include spatial random intercepts
for the governorate of the origin and the destination district.We also
test a variant model that uses a conditional auto-regression function
(CAR) to account for the distance between locations, encoding the
expectation that places near one another, at similar points in time,
will be more similar than those places that are farther apart. (CAR
models replace the µ terms in ĉ with a CAR term.)

We account for temporal dependence using both time polyno-
mials [10], as well as random time intercepts. In the end, we have
a highly parameterized model with few degrees of freedom. This
design is important because there are many known confounding
factors that vary spatially and over time for which we do not have
data. For example, forced and economic migration exist on a spec-
trum and unemployment rates drive both the decision to move, and
the destination [24]. The random intercepts absorb the spatial and
temporal variation caused by unemployment and other unobserved
confounds. This allows us to draw generalizable inferences about

the value of these social media signals as indirect indicators of
factors driving forced migration.

The structure of the model also allows us to incorporate time and
path dependence. One of the most important indicators of move-
ment is past movement, both because of the presence of the drivers
of migration, as well as the fact that it is easier to take a well-trodden
path. By incorporating location and dyad random intercepts, the
model accounts for past movement. In the model, governorates such
as Ninewa with levels of movement have a higher random intercept
than governorates with less movement, and popular destinations
are also accounted for, as well as popular origin-destination pairs.

6 EMPIRICAL EVALUATION
In this section, we evaluate different predictive models and show
the strength of using indirect variables from big data/open-source
data sets. We begin by explaining our data sets and our ground
truth. We then discuss the traditional and the big data variables
used in this analysis. Finally, we present a comparative analysis that
highlights the strengths and weaknesses of our movement models.

6.1 Data Sets
In an ideal scenario, during times of crisis we would ask a large
sample of people in randomly selected households in origin commu-
nities about whether they have moved or plan to move. We would
also capture detailed information about how they feel about differ-
ent factors or drivers of forced migration, and capture why they
prefer certain locations over others. During such periods, however,
people do not have time to stop and give interviews and researchers
are unable to access areas where violence and persecution are occur-
ring. This means that we do not have an optimal data set containing
values for all the traditional variables associated with movement.
This is one reason the problem is so challenging to address. Instead,
we have traditional variables that are readily available in these
situations – variables that NGOs and agencies make available or
that we can construct from more general data that are available
online. Given this, we will compare three different groupings of
variables in our Hierarchical Bayesian Models - traditional variables
only (TRADITIONAL), big data variables only (BIG DATA), and a
combination of the two (BLENDED).

In order to validate the accuracy of our prediction results, we
construct a ground truth data set using the Displacement Tracking
Matrix (DTM) generated by the International Organization for Mi-
gration (IOM). The DTM contains bi-weekly reports on internally
displaced persons (IDPs) within Iraq. These data indicate the num-
ber of families residing near a reporting location during this period,
and the governorate from which they originated. The IOM data are
likely to capture most IDPs in Iraq because families must check in
each reporting period in order to receive benefits.4

6.1.1 Traditional Variables. Table 1 shows a sample of the types
of traditional variables we have available for our analysis between

4These reports do not measure movement directly. We aggregate these reporting
locations to the district level. We then estimate the number of families fleeing from
each governorate, to each district, by subtracting the number families present in a
district who had originated in that governorate in the previous time period from the
number residing in the location in the current time period. We zero any negative
numbers to focus on flight instead of returns. There are 101 districts for reporting
locations and 8 governorates for origins, with a total of 808 pairs of locations.
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Variable Data Source Movement Factor Driver Type
Death counts - weekly Iraq Body Count (IBC) 3 Physical Insecurity Threat
Historically Shia region Empirical Studies on Conflict Demographic Macro
Agricultural region PRIO grid Environmental Macro
Population Empirical Studies on Conflict Demographic Macro
Distance Google API Practicality Intervening
Number of Schools Google API Infrastructure Intervening
Precipitation Amount NOAA API Weather Intervening

Table 1: Traditional Variables of Movement In Our Analysis

2015 and 2017. Along with the variable, the table lists the source
of the variable, the movement factor the variable is associated
with, and the type of factor – macro, micro, intervening (meso),
or threat/risk. For space reasons, we show only one variable per
source.

We have a range of macro and intervening variables, and one
threat variable, death counts. IBC provides weekly death counts
by governorate, as well as a death incident database. We used this
incident-level data, combined with a location ontology, to estimate
daily death counts by district. For this conflict area, this variable
is an important indicator of movement. In migration context, pre-
vious movement is also a significant factor predicting movements,
but we do not include it in our list of variables because our time
dependent Bayesian model already incorporates past movement by
design. Much of the terrain of Iraq is inhospitable, meaning that
direct distance may not correspond to travel distance. We used
the Google API to calculate both travel time between locations, as
well as miles by road. We use the number of hospitals, clinics and
medical facilities; and the number of schools within each district to
understand the infrastructure in different locations. We use mea-
sures of population, population density, and indicators of whether
a region was historically Sunni, Shia, or mixed [7]. Finally, we use
indicators of whether a region is on a border, is a dessert, urban,
or farmland, and the luminosity of the region in satellite images to
understand more about urbanization levels [43].

6.1.2 Big Data Variables. After social scientists on the team
began developing a unifying theoretical model of movement drivers
[27], we began a multi-year process of working with experts to
collect keywords related to factors within the unifying model in
both English and Arabic. These keywords and phrases contain both
general, e.g. militia, and Iraqi specific vocabulary, e.g. ISIS. We
also further divided these into sub-categories relating to specific
variables of interest derived from a comprehensive literature review.

Experts simultaneously identified Twitter hashtags, regional
newspaper Twitter accounts, and the most relevant keywords – all
of which were used to collect data from the Twitter API. For this
analysis we use over 1.3 Billion tweets in both English and Arabic.
There were a number of preprocessing steps, but the most signifi-
cant was identifying the location of each tweet. Iraq is divided into
administrative territories called governorates. We searched the text
of each tweet for location keywords.5 Any time a tweet mentioned
either a governorate, or a location within that governorate, be it
a district, city, or town, that tweet was assigned the most detailed

5We used a location ontology for Iraq generated by fallingrain.com. This ontology was
supplemented with location names that we frequently encountered. Locations that
were particularly ambiguous were manually removed from the ontology. The location
ontology was used to localize deaths, events, newspaper, and social media signals.

level location mentioned. When multiple locations were mentioned,
the tweet was assigned all the locations mentioned. If there was no
location information, the tweet was removed from the sample. After
completing this preprocessing, 31 million English and 41 million
Arabic tweets were used to compute buzz and sentiment variables
at the district and governorate levels. Our team also has access to
an unstructured archive of over 700 million articles [40]. We use
a subset of more than 1.4 million English-language articles that
either contained the name of a location in Iraq or were from a news
source in Iraq. The buzz variables generated from these newspaper
data are at the country spatial granularity.

Finally, our last type of open-source data is events. We extracted
significant events from Wikipedia, and curated political events
from the Integrated Crisis Early Warning System [8]. We segment
them into categories of interest for different factors and construct
variables by computing the frequency of categories of events in
specific locations. In total, we constructed over 400 buzz, sentiment,
and event variables spanning all of the factors identified by social
scientists as important drivers of movement. To understand the
impact of language, we consider English and Arabic separately and
together.

6.2 Comparison of Different Variables
Because many of our big data variables are intended to capture gaps
in the available data, we cannot fully assess the extent to which
they capture variation in the direct factors influencing migration.
However, we can get a sense of the efficacy of the approach by
comparing those variables that are intended to capture factors re-
lated to our traditional variables. Some of these variables are more
closely related than others. For example, violent events, death, and
violence buzz all relate to a similar component of physical inse-
curity and threat. Others are only partially related. For example,
derogatory slurs about certain ethnic groups are related to indica-
tors of whether that ethnic group has historically lived in a region,
but the former also captures tensions over time, rather than mere
presence. Finally, others measure components of the same factor
without being directly related, such as buzz about transportation in-
frastructure and the number of schools. Figure 4 show correlations
between some of our Arabic (Figure 4a) and English (Figure 4b) big
data generated variables (x-axis) and related traditional variables
(y-axis). The more blue the cell, the more positive the correlation,
with redder hues representing negative correlations. Those that
are more conceptually related tend to be more closely correlated,
e.g. death and violence buzz, but there are exceptions, weather-
related buzz and precipitation. Looking at this correlation matrix
can sometimes be a straightforward way to identify variables that
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(a) Arabic (b) English

Figure 4: Correlation Maxtrix - Shows example correlations
between big data and traditional variables

are reasonable indirect indicators for situations when we can only
use big data variables to predict movements.

Correlation alone does not tell us enough about how different
big data variables can be used to predict movements and their
performance compared to traditional variables. To resolve this, we
examine how the variation in movement explained by important
social media variables relates to the variation explained by available
traditional variables. This followed the methodology in the case
study presented in Section 4. We run each model with traditional
variables alone (TRADITIONAL), with big data variables alone (BIG
DATA), and with both traditional and big variables (BLENDED).
We use the model with traditional variables as a benchmark to
evaluate performance of using big data alone and use the model
with both traditional and big variables to see if we can make better
predications with blended variables.

6.3 Model Evaluation
Our data range is from January 2015 to December 2017. We split
out data into training and validation sets. We set the training set to
be data between January 2015 and February 2017 and the validation
set between March 2017 and December 2017. All figures and tables
in this section are obtained using the validation set. All data are
aggregated into bi-weekly periods because our movement data are
bi-weekly and all other data are either daily or weekly. We lag
all traditional and big data variables by two weeks, using them as
leading indicators to predict current movements.

We begin by identifying the underlying probability distribution
that best describes our data. One benefit of Bayesian modeling is
that rather than producing point predictions, it produces posterior
predictive distributions. For example, given a set of covariates, the
model might predict 5 families will flee with a probability of 0.25, 6
will flee with a probability of 0.4, and 7 will flee with a probability of
0.25, with the remaining 0.1 probability density in the distribution
tail. These distributions can be used to generate credible ranges of
possible outcomes, in this example that 5-7 families will flee. These
distributions were estimated by taking 5000 draws from the model
parameter posterior distributions, which produces 5000 estimated
datasets. In order to improve convergence, we used Metropolis
sampling for initialization and scaling, followed by a more efficient
No U-Turn Sampler to sample the covariate space smoothly [22].
Sampling was conducted using the PyMC3 in Python [37]. Because

the parameters in complex hierarchical models can be difficult to
estimate, we used an asymmetrical sampling procedure [5].

Here, we present goodness of fit results from negative binomial,
zero inflated negative binomial, and zero inflated negative binomial
with the addition of a CAR term. While we also tested the zero
inflated Poisson model with and without the addition of a CAR
term, it did not converge. This is not surprising because of the
over-dispersion in movement data. Traditional fit tests rely on a
single prediction. Instead of asking how close a single predicted
value is to the observed outcome, we calculate the probability that
each observed outcome was drawn from the posterior predictive
distribution. Continuing our example, if the true observed value
was 3 families, that observation would receive a lower probability
score than if it was 5. The highest probability score would be if the
value was 6.

Figure 5 shows this idea plotted as a CDF: the x axis represents
the proportion of observations with a probability score of at least
the value on the y axis. The closer the area under the curve is to 1,
the higher the probability of the model overall. If a value of .1 on
the x axis corresponds to a value of .8, that means that only 10% of
observed outcomes had below a .8 probability of being drawn from
our model distribution. In the model, the zero-inflated negative
binomial model performs best across our data combinations. This is
likely because most origin-destination pairs do not have movement
in most weeks: new refugee families do not move to every district
every week. This means that there are many zeros in the model.
Models with CAR terms often performs slightly better than those
without. In all further figures, we therefore use the zero-inflated
negative binomial distribution with the CAR term.

Focusing only on the best model for the dyadic models, we plot
all the different variable combinations on the same plot (Figure
6). Traditional variables perform better than big data variables,
but the big data variables perform very well. Moreover, blending
those traditional variables to which we have access with variables
constructed from social media improves performance across nearly
all conditions. These figures include both the Arabic and English
data, but using Arabic or English alone performs similarly.

Within the migration context, it is important to predict desti-
nations of mass movements so humanitarian organizations can
position humanitarian aid in locations with greater need. Using our
dyadic model we compute the precision, recall and F1 scores for
estimating large movements to destination districts (see Table 2).
Based on a sensitivity analysis, we consider a large movement to be
a one that is at least the 75th percentile of overall movement in that
district. We see that the traditional and the Arabic blended models
perform the best, and the Big Data only model is comparable.

Finally, we analyze the coefficients for our social media signals.
Figure 7 shows the estimated coefficients for our English and Arabic
Twitter variables that serve as indirect indicators to some of the
major factors in our theoretical model. Figure 8 shows the estimated
coefficients for the death and events variables. The dyadic method
models the decision to move from one location to a particular
destination. The model was estimated with signals for both the
origin and destination, but because the model is oriented around
the choice of destination, we present only the coefficients for the
destination coordinates.
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(a) TRADITIONAL (b) BLENDED (c) BIG DATA

Figure 5: CDF of probability scores. The x axis represents the proportion of observations with a probability score of at least
the value on the y axis. The closer the area under the curve is to 1, the higher the probability of the model overall.

Figure 6: ZINB model comparison of different variable sets

Figure 7: ZINB - Subset of Big Data Variables

One thing that stands out is that different signals have varying
levels of predictive power for movement. Among traditional vari-
ables, death is the strongest signal for movement. However, death is

Figure 8: ZINB- Death & Event Counts

not easy to estimate in real time. To show the significance of death
in the traditional variables, we run our model using all of the tradi-
tional variables except death count. Table 2 shows the prediction
scores for the traditional dyadic model without death count. We
see that without death, the model is unable to capture fluctuations
in movements, thereby leading to poor results (e.g. F1=0.33).

Among the big data variables, events are the strongest signal.
This is consistent with movement studies conducted using tradi-
tional interview and survey variables. Among social media vari-
ables, violent group buzz is the strongest signal. It is also highly
correlated to death, suggesting that this buzz signal may be captur-
ing similar dynamics to that of death. Finally, English signals differ
from Arabic signals, highlighting the importance of capturing sig-
nals in the local language. For example, tweet sentiment in Arabic
is a more effective signal for movement than tweet sentiment in
English. On the whole, while each individual social media signal is
noisy, these figures demonstrate how they capture different salient
dynamics relevant to predicting movement.

7 CONCLUSIONS AND FUTUREWORK
In this paper, we presented a systematic approach to construct-
ing big data variables for a traditional humanitarian problem, and
blending those variables with traditional movement indicators. This
study is an important step toward taking advantage of the value
big data has to offer in studying age old problems. By working
with social scientists to construct dynamic conversation, percep-
tion, and event variables and systematically evaluating them, we
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Traditional - Arabic Arabic English English All Big
Score Traditional No Death Big Data Blended Big Data Blended Data
Precision 0.74 0.29 0.72 0.76 0.69 0.74 0.77
Recall 0.85 0.38 0.79 0.82 0.78 0.82 0.80
F1 0.79 0.33 0.75 0.79 0.73 0.78 0.78

Table 2: Model Prediction of Large Movements to Destination Districts

have laid the groundwork toward more nuanced study of forced
migration. Moreover, we have shown the value of incorporating
big data variables in predicting forced migration in the context of
Iraq. Our indirect indicators and exploratory tools are available to
social scientists studying forced migration via a data portal we have
created [39]. As we help generate more of these signals and learn
to customize and calibrate them for different regions of the world,
we hope that they will become the foundation for an early warning
system that will help UNHCR and other NGOs direct support and
aid more efficiently.
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