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ABSTRACT

In this paper, we present a number of experiments on the construc-
tion of fine-grained and out-of-context multi-word entity classi-
fication models. These models exploit a large BabelNet-derived
multilingual Named Entity corpus of 49 languages from 7 different
scripts, which is also presented in this work. In particular, we com-
pare SVM-based character and token n-gram models with neural
network-based ones and also explore language-specific variants
against multilingual models. The various models have been evalu-
ated on additional external Named Entity resources to gain further
insight into the quality and re-usability of the trained models.

The language-independent character n-gram SVM-based model
outperforms the corresponding token n-gram SVM-based model for
a large majority of tested languages and obtained a 95.7% average
precision. When applied to a number of external resources, we did
see a slight drop in performance, but still achieved an average pre-
cision of 84.7% in all experiments, demonstrating the applicability
of the proposed model in a range of contexts. Finally, the experi-
ments applying a neural network model show comparable results
for language-specific and language-independent approaches.
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1 INTRODUCTION

Named Entities (NE) constitute a significant part of natural language
text found on the web, and are important bearers of information.
Their detection is of paramount importance in the development
of many downstream natural language processing (NLP) appli-
cations, such as Information Extraction [4, 38], Knowledge Base
Construction [15], Question Answering [29] and Machine Transla-
tion [27]. The Named Entity Recognition and Classification (NERC)
task addresses the problem of the identification (detection) and
classification of predefined types of named entities [32], such as
organizations (e.g., ‘European Medicines Agency’), persons (e.g., ‘Sil-
vio Berlusconi’), toponyms (e.g., ‘Red Sea’), products (e.g., ‘Subaru
Forester XT’) and temporal and numerical expressions, etc.

The majority of the early research in the context of NERC fo-
cused on: (a) the development of language-specific solutions, usu-
ally only covering major languages [32], (b) the exploitation of
rule-based [20, 22] and supervised machine learning (ML) [7, 31]
methods or combinations thereof, and (c) the recognition of limited
and coarse-grained entity types only [10, 14, 48]. Recently, NERC
research, in particular in the context of processing texts on the
web, has focused on: (a) fine-grained entity recognition [30], (b)
the development of scalable multilingual solutions [2], and (c) the
exploitation of large-scale encyclopedic and semantic resources for
distant supervision [35].

Our work contributes to the main trends sketched out above.
In particular, we exploit BabelNet [33], a large-scale multilingual
encyclopedic dictionary and semantic network for constructing fine-
grained and out-of-context multi-word multilingual entity classifi-
cation models. Contrary to recent research on fine-grained named
entity classification [30, 43] that heavily exploit the contextual in-
formation with which the entities appear, our experiments focus
on learning models that exclusively exploit internal NE features.
Various scenarios exist in which contextual information for NEs is
either: (a) not available at all, e.g., in the case of historically accumu-
lated names from the web with no link to the original documents,
(b) scarce and very limited, e.g., in the case of short social media
messages and conversations, (c) not straightforward to exploit, e.g.,
in case of classifying potential names in html metadata, web pages
containing mostly tables [50], query logs [23], etc. Therefore, we
believe, exploring methods for classification of names that rely
solely on internal NE features is well motivated in the context of
the analysis of web documents of various kinds.

For the reasons outlined above, our experiments focused solely
on entity classification in an out-of-context environment. As a con-
sequence, the number of accessible features is limited, the compari-
son with other classical NE classification system is difficult and the
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evaluation of classification of ambiguous entities is harder. We will
show in the following sections how we address these challenges.

The work presented in this paper builds on top of the work
presented in [9], which reports on developing an approach for
the classification of multi-word NEs in 43 languages based only
on the tokens they contain.It was shown that a single language-
independent SVM classifier is successful in classifying multi-word
NEs into 13 types, suggesting that the small languages in the corpus
benefit from the concatenated training data. The aforementioned
research constitutes our starting point to explore whether a char-
acter n-gram model can maximise cross-lingual overlap already
seen in [9]’s work in a similar out-of-context setting, without using
any external linguistic features (e.g. WordNet or word embeddings).
However, contrarily to [9]’s work which was excluding ambiguous
entities inside each language, we consider and evaluate them. As a
matter of fact, we formulate the task at hand as multi-label name
entity classification.

Furthermore, in this work, we conducted a number of experi-
ments comparing the character-level n-gram based models with
neural network-based ones, as well as language-specific models
against multilingual ones. All experiments were carried out on an
extended version of the BabelNet-derived NE resource described
in [9] . In particular, the tagset has been extended with person
names and 6 additional languages with non-latin scripts have been
added (Chinese, Japanese, Hindi, Farsi, Hebrew and Bengali). In
addition, in order to gain insight into the quality and usability of
the trained models on unseen data, we evaluated them on a series of
external resources disjoint from the BabelNet-derived NE resource.

The main contributions of our work is summarised as follows:

e we explore how character-level multilingual n-gram and
neural network-based models perform for out-of-context
NE classification of multi-word NEs in comparison with the
token-based multilingual model reported in [9],

we provide results of evaluation on external resources to
gain better insight into the re-usability of the presented
approaches, and

we create a large-scale multilingual NE dataset (49 languages)
with 14 fine-grained NE types and make it available to re-
searchers as a silver standard

The rest of the paper is structured as follows. First, Section 2
provides an overview of related work. Next, Section 3 describes the
BabelNet-derived NE resource used for training, and the various
external resources used for evaluation purposes. Subsequently, Sec-
tion 4 presents the various classification models explored in our
work, while Section 5 provides evaluation results. Finally, Section 6
concludes the work and gives an outlook on future work.

2 RELATED WORK

An overview of historical work on NERC is given in [32]. A vast pro-
portion of recent work in the context of NERC focuses on exploiting
various supervised and unsupervised ML techniques [12, 18, 39, 40].
However, most of the work in the area of NERC focuses on systems
that only classify entities into a few coarse-grained categories, i.e.,
persons, organisations, locations and miscellaneous. Recent work
in this area has moved from coarse types towards more fine-grained
classifications of semantic subtypes.
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The idea of more fine-grained NE types was first introduced
in [41] and [28], both proposing more than 100 fine-grained NE
categories. Some other prior work also reports on concrete systems
and approaches that identify fine-grained entity types, e.g. [21]
proposed an unsupervised approach based on lexical entailment to
annotate persons and locations with 21 fined-grained types.

More recently, [30] proposed a system for Fine-grained Entity
Classification (FETC), which used overlapping 112 NE tags and ex-
ploits linear classifier perceptron multi-class NE classification. [53]
deployed SVM-based classifiers to tag NEs using a set of 505 labels.
[43] present an attentive neural model for the classification entities
into 112 types, achieving state-of-the-art performance on the FIGER
(coLD) dataset introduced in [30]. [25] address hierarchical class
structure in the fine-grained entity typing task, focusing on the
issue of type ambiguity, while [3] utilise context-dependent train-
ing data to jointly learn entity mentions and their context in order
to eliminate the use of hand-crafted features. [52] show that fine-
grained NE classification can be improved through joint multi-level
representations of entities on three complementary levels, namely,
character, token and entity, while [51] reports on the benefits of
jointly tackling the task of fine-grained NE tagging and relation
extraction.

While most of the aforementioned work heavily relies on con-
textual information for fine-grained NE tagging and evaluates the
various approaches and systems on monolingual corpora, our work
focuses on exploring methods for fine-grained entity classifica-
tion using exclusively entity internal features and the development
of highly multilingual solutions that do not rely on sophisticated
language-specific linguistic analysis.

In particular, we build on the findings of the work presented
in [9] reporting on developing an approach for classification of
multi-word NEs in 49 languages based only on the token infor-
mation they contain and through exploitation of BabelNet [33],
a highly multilingual language resource. Since gold standard lin-
guistically annotated resources are scarce for the vast majority of
languages and are costly to produce, distant supervision has gained
lot of attention recently. For instance, [35] classifies Wikipedia arti-
cles into NE types, utilising the links between in-text entities and
their corresponding Wikipedia pages, developing in this manner
a silver-standard annotated corpus for 9 languages for training
NERC systems. An overview of various distant supervision-based
approaches to Information Extraction (including NERC) that rely
on corpora and background knowledge bases such as DBpedia [5],
Freebase [8], and YAGO [45] is presented in [6].

3 RESOURCES
3.1 BabelNet-derived NE Resource

For training the entity classification models, we have exploited an
extended version of the silver-standard NE resource described in [9]
which was semi-automatically extracted from BabelNet (BN) [33].
The resource contains ca. 4.7 million multi-word NEs in 49 lan-
guages, divided into 14 fine-grained classes (organisations, loca-
tions!, persons, products and events) that could be considered as a

'Loc-FA category encompasses sport, recreation, cultural and other urban and non-
urban facilities such as railroads, etc., whereas the category Loc-0T covers mentions
of landforms, e.g., mountains, islands, water bodies, etc.



simplified version of NE class hierarchy introduced by Sekine [42].

Quantitative data about the aforementioned resource is provided
in Table 1. An entity in the resource consists on average of 2.94
tokens across all languages. The breakdown of resource figures
with respect to language specific data is given in Table 2.

ORGANISATION

Subtype (Encoding) Example #entries
POLITICAL-PUBLIC (ORG-PP) Republican Party 143 002
COMMERCIAL (ORG-CO) Google Inc. 212 646
SPORT (ORG-SP) HSV Hamburg 217 202
EDUC-RESEARCH (ORG-ER) ET Zurich 168 343

LOCATION

Subtype (Encoding) Example #entries
FACILITY (LOC-FA) Louvre Museum 557 591
OTHER (LOC-0T) Lago Maggiore 276 894

PERSON
Subtype (Encoding) Example #entries
PERSON (PER) Umberto Eco 2583 531
PRODUCT

Subtype (Encoding) Example #entries
ELECTRONICS (PRO-EL) Iphone 6 16 974
WEAPON (PRO-WE) US109L shotgun 14 301
VEHICLE (PRO-VE) Honda Pilot 26 534
ART (PRO-AR) Indiana Jones 259 098

EVENT

Subtype (Encoding) Example #entries
INCIDENT (EVT-IN) Kennedy Assassination 113 009
NATURAL (EVT-NA) Haiti 2010 earthquake 10 636
OCCASION (EVT-OC) EMNLP 2017 Conference 68 723

Table 1: Data on the BN-derived resource.

The aforementioned NE resource was created in the following
manner. First, we used the BabelNet API? to select therefrom all
NE-related synsets. Since the NE-related BabelNet synsets are not
tagged with a specific NE tag, the NE type was inferred by using the
hypernym information provided in BabelNet (i.e. using WordNet
hypernyms and Wikipedia categories). More precisely, based on
hypernym frequency information for the entire set of NEs contained
in BabelNet, for each NE type a list of hypernyms was manually
created®. These lists were subsequently used to extract NEs of each
particular type for 49 languages. A given NE-related synset was
extracted if there was at least one hypernym for the main sense
of the synset in the list of hypernyms. For instance, the list of
hypernyms for extracting names of commercial organisations (ORG-
co) included terms like company, bank. From the set of extracted
NEs, we have removed all single-token entities and potentially
problematic ones, e.g. entities consisting of two tokens, one of
which is a single character. Circa 2.73% of the entries in the dataset
are ambiguous, where the observed maximum number of classes
assigned to an entry is 4 (e.g. St George which has the types Loc-Fa,

http://babelnet.org/guide
3Each such list contained not more than 100 entries
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LOC-OT, PRO-AR and PER). More than 88% of ambiguous NEs have PER
as one of the NE types assigned which can be partly explained by the
high representation of PER class in the BN-derived resource. Table 3
provides information on the most frequent types of ambiguities
observed. The main difference between the BN-derived NE resource
vis-a-vis the version described in [9] is: (a) introduction of PER
category, (b) non usage of the ‘negative hypernyms’ mentioned
in [9] for disambiguation purposes and (c) introduction of 6 non-
latin languages.

Lg #entr. Lg #entr. Lg #entr. Lg #entr. Lg #entr.
EN 958248 NL 159144 RO 48660 MK 28924 BN 5564
ES 352896 IT 138600 EL 47196 Lv 24024 IS 4784
FR 334040 PT 111668 AR 47148 SL 20456 NN 4692
DE 323228 FA 105452 NO 40916 SK 16224 LB 4272
RU 271340 CA 79100 HE 34040 HI 14068 MT 3136
JA 264092  CS 56584 TR 32296  HR 13756 BS 2676
sV 213532 BG 51788  BE 32060  EU 13020  FO 344
ZH 209840  FI 51100 LT 32032 SQ 8380 RM 176
PL 167832 SR 50660 DA 31804 CY 7836 LAD 168
UK 163804 HU 48684  ET 31648  GA 6556

Table 2: Number of entries per languages in the BN-derived
resource.

A qualitative evaluation of a subset of this NE resource (i.e. ca.
1.5 million of the entries, excluding person names) reported in [9]
showed that human annotations on randomly selected subsets of
200 entities for 5 languages yielded precision and recall figures
ranging from 87.6% to 92.5% and 85.0% and 90.5% respectively.

Ambiguity %entr. Ambiguity %entr.
PER/PRO-AR 42.7 EVT-IN/PER 1.7
ORG-SP/PER 35.0 LOC-FA/ORG-CO 1.3
ORG-CO/PER 5.4 ORG-CO/PRO-VE 0.9
EVT-OC/PER 2.9 ORG-ER/PER 0.9
LOC-FA/LOC-OT 1.9 OTHER 7.3

Table 3: Most prevalent entity type ambiguities.

3.2 External Testing Resources

We completed the evaluation of the entity classification models
by testing their performance on existing external NE resources.
For this purpose we exploited resources in 13 different languages,
gathered from the ‘general’ or ‘news’ domains from the publicly
available NE resources described in [16]%.

In particular, we selected a set of five manually annotated, freely
available corpora in five different languages (English, German, Ital-
ian, Spanish, Dutch) from the CoNLL2002° and 2003° evaluation
campaigns. Additionally, we used a Hungarian NE corpus [46]7, and
a set of Slavic NE corpora (which will be referred to with BSNLP
2017%), containing texts in seven different languages (Croatian,

*http://damien.nouvels.net/resourcesen/
Shttp://www.cnts.ua.ac.be/conl12002/ner/
Chttp://www.cnts.ua.ac.be/conl12003/ner/

7 http://www.inf.u-szeged.hu/rgai/nlp

8BSNLP - Balto-Slavic Natural Language Processing
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Czech, Polish, Russian, Ukrainian, Slovakian and Slovene) [37]°. A
substantial part of the latter corpus contains inflected variants of
named entities, i.e., named-entity mentions being non-base forms
constitute from ca. 37% to ca. 58% of all names in a given corpus
(depending on the language and topic). For all of these corpora,
we selected only multi-word entities, whose statistics are listed in
Table 6.

Because each annotated corpus has its own entity type hier-
archy, some more fine-grained than others, we harmonised the
annotated expressions with three types: PERSON, ORGANISATION
and mi1sc, where misc should correspond to EVENT and PRODUCT
for our classifier. Of course, this is much more coarse-grained than
the classifier is capable of, but the fine-grained quality is already
measured in the initial evaluation, and the goal of this additional
evaluation being instead to test the classifier in a context of distant
supervision.

4 CLASSIFICATION METHODS

We compare a re-implementation of the language-dependent and
language-independent token-based SVM classifier presented in [9]
with two newly implemented classifiers based on character n-grams:
one SVM classifier and one based on a Neural Network (NN) model.

4.1 Token-based Model: SVM_TOKEN

The best-performing classifier in [9] was a distantly-supervised
SVM with a TF.IDF-weighted bag-of-words data representation,
re-implemented here. The only features used in the classification
task are the tokens from the entities themselves. The vectorisation
is implemented with L2 normalisation, in order to normalise for the
number of expressions in each class, and sublinear TF calculations
(which log-scales the TF counts). Given that NEC is a multi-class
classification task, One-Versus-One (OvO) classification was used,
where a binary classifier was trained for each pair of classes and
the classification for a given entity is the most highly-voted class.
The classifiers were implemented using Scikit-learn [36].

4.2 Character N-gram Model: SVM_cHAR

In text classification tasks, working beyond the token level is partic-
ularly advantageous in a multilingual context: preprocessing tools,
such as lemmatisers, are seldom available for under-resourced lan-
guages and can therefore limit work on them. Using character
n-gram models reduces the amount of preprocessing necessary
and thus avoids the need for such tools. It has been shown that
language-independent text classification can be successfully ap-
proached using character n-gram models [13, 24].

Our comparative model is also implemented using Scikit-learn
and follows the exact implementation of the above model (TF.IDF
vectorisation with L2 normalisation and sublinear TF counts), but
with character n-gram feature extraction in place of the token-
based bag-of-words approach used above. We use an n-gram range
between 3 and 5-grams for all languages except for Chinese (ZH)
and Japanese (JA) where the range is between 1 and 3-grams. All
other aspects of the implementation are as in [9].

9 http://bsnlp-2017.cs.helsinki.fi/shared_task_results.html
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4.3 Neural Network-based model: NN_cHAR

The last chunk of experiments focused on exploiting Neural Net-
works (NN). We used a multilayer perceptron described as a se-
quential NN model with three densely-connected NN layers. The
first layer is collecting character n-gram TF.IDF values as features
(TF.IDF vectorisation with L2 normalisation and sublinear TF counts
like the two previous models), the second layer contains 256 hidden
units, the third layer contains 64 hidden units and the final layer
contains 14 hidden units, corresponding to the 14 categories. The
model is based on the Adam optimizer [26] with learning rate=
0.001, epsilon = 1e-08 and the learning rate decay over each up-
date = 0. The experiments presented in section 5.4 are based on
200 epochs. The implementation of this model uses the python
library Keras [11] which can be run based on both Theano [1] and
Tensorflow [47] frameworks.

5 EVALUATIONS

Given that our research focuses on named entity classification
without considering the context and the fact that a significant
proportion of the entities in the evaluation resource is ambiguous
(2.73%) implies that the NE classification task at hand is defined as
multi-label classification task.

Since both SVM and NN approaches can return, instead of one
type per entity, a ranked set of types with their corresponding
confidence score we have adapted three metrics for multi-label
classification described in [49], namely, One-Error, Coverage and
Average Precision. For the formal description of these metrics, we
will denote with A = Aq,...,A; the finite set of NE types, E =
e1,...,en set of entities in the corpus, T(e) C A a set of true types
assigned to e, and r.(A) the rank of type A in system response for
entity e.

One-Error (OE) measures how many times the top predicted type
(i.e. the one the classifier is most confident with) is not in the set of
true types of the entity:

|E|

1
. E 5 a: ir . A
- ( rgAEl rel( ))

E|

6(4) = {

The smaller the value of OE the better the performance.

Coverage (C) measures how far on average one needs to go down
the ranked list of types returned by the system in order to cover all
true types for the given entity, and is formally defined as follows.

OE

where

1,
0,

if A ¢ T(e;)

otherwise

@)

_ 'in IT(eo)
max re; (1)

=1 JeT(e;)

1

H ®)

The higher the value of C the better the performance, where C = 1
corresponds to ‘perfect’ classification.

Average Precision (AP) is somewhat similar to the Coverage and
measures the average fraction of types in the response that are
ranked higher than a given label A € T(e;) which are also in T(e;).
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Figure 1: Comparison of the Average Precision per language according to different parameters: token vs char (SVM_dep_token
vs SVM_dep_char), language-dependent vs language-independent (SVM_dep_char vs SVM_indep_char) and SVM vs NN
(SVM_dep_char vs NN_dep_char). In the three figures, the results are sorted from left to right according to the gain in Av-

erage Precision score.
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The higher the value of AP the better the performance, where
AP =1 corresponds to ‘perfect’ classification.

The description of the outcome of the evaluations is divided into
three parts.

First, in Section 5.2, we compare the performance of the language-
independent SVM_TOKEN and SVM_CHAR classifiers, with 10-fold
ShuffleSplit cross-validation over the BN-derived resource for 49
languages. Following the methodology presented in [9, p. 17], the
language-independent training set is the concatenation of the train-
ing set from all languages in the BN-derived resource after it is split
for testing and training (25%/75%). Overlaps between the language-
independent training set and any language-specific test sets are
removed from the language-independent training set.

Subsequently, in Section 5.3, we report on the results of apply-
ing the best-performing classifier, i.e., the language-independent
SVM_CHAR, to several external resources described in Section 3.2.

Finally, we report in Section 5.4 on the performance of the
NN_cHAR language-dependent and independent classifiers.
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5.1 Percentage Thresholds

Usually, ‘confidence thresholds’ control a trade-off between pre-
cision and recall. By excluding the least confident classifications,
precision can be improved by upwards of 5% when averaged across
all languages in the data set, but with a loss in recall [9]. Analgo-
usly, we test the different models with OE, C and AP metrics at five
percentile thresholds (0%, 5%, 10%, 15% and 20%).

5.2 SVM models

Table 4 shows the performance of all SVM and NN-based classifiers
on the BN-derived resource over five percentile thresholds. We can
see a constant and steady improvement with the SVM_CHAR over
the SVM_ToKEN model for all percentile levels, for both language-
dependent and independent configurations, reaching an Averaged
Precision (AP) of 97.8% over all 49 languages at the highest exclusion
rate. Furthermore, we see that One-Error score is retained clearly
better for SVM_cHAR. Over the 49 languages, the AP measure is
improved for 39 and worse for 4 (see Figure 1). Chinese (ZH) and
Japanese (JA) show the largest improvement of 28 and 16 points
respectively above SVM_TOKEN. In [9] we reported on a marked
improvement with the introduction of language-independent train-
ing data, particularly for the smaller languages in the dataset. For
example, a boost from 50% to 76% F1 for Faroese (FO), and similar



Lang. Lang.
Excluded dep. indep.
percentile OE C AP OE C AP
SVM_TOKEN
0 11.1% 92.3% 92.5% 8.6% 94.6% 94.7%
5 9.9% 93.1% 93.4% 7.3% 95.4% 95.5%
10 8.4% 94.0% 94.3% 6.7% 95.8% 95.9%
15 7.4% 94.7% 95.0% 6.1% 96.1% 96.2%
20 7.1% 95.0% 95.2% 5.8% 96.3% 96.4%
SVM_CHAR
0 7.6% 94.9% 95.1% 7.1% 95.5% 95.7%
5 6.1% 95.8% 96.0% 5.8% 96.3% 96.5%
10 4.9% 96.7% 96.8% 5.1% 96.8% 96.9%
15 3.9% 97.3% 97.4% 4.6% 97.1% 97.2%
20 3.3% 97.7% 97.8% 4.2% 97.4% 97.5%
NN_cHAR
0 8.0% 94.4% 94.6% 7.9% 94.6% 94.8%
5 6.2% 95.5% 95.8% 5.9% 95.9% 96.1%
10 4.8% 96.4% 96.6% 4.6% 96.7% 96.9%
15 3.8% 97.4%  97.5% 3.9% 97.2% 97.4%
20 3.1% 97.9%  98.0% 3.3% 97.5% 97.7%

Table 4: Average results for One-Error (OE), Coverage (C)
and Average Precision (AP) across the 49 languages tested:
Comparison of language-dependent vs independent models
token vs character n-gram-based models,and SVM vs NN-
based models for the 5 tested percentile thresholds.

SVM_char
with Lang. independent

languages OE C AP
EN (biggest) 14.3% 90.7% 90.9%
RO (best) 1.3% 99.1% 99.2%
LAD (smallest & worst) | 21.3% 86.1% 86.3%
AR (non-latin) 1.95% 98.6% 98.7%
ZH (1-3 char ngram) 7.7% 94.8% 95.0%

Table 5: Results obtained for some ‘key’ languages, with
language-independent SVM_cHAR model.

improvements for Ladino (LAD) and Luxembourgish (LB) (p. 18)
were observed. We could observe further improvements in all of
these languages with the language-independent SVM_CHAR clas-
sifier, as illustrated in Figure 1, i.e., AP measure is improved for
42 languages and became worse for only 6. Figure 1 also shows
that one obtains better results for scarcely-resourced languages
with the language-independent model. The 7 best improvements
are for languages with less than 40K entries, and the two languages
with the most significant performance deterioration are the ones
with the highest number of entries, English (EN) and Spanish (ES).
Finally, this is not directly visible from Figure 1, but through com-
paring results obtained with language-dependent SVM_TOKEN and
language-independent SVM_cHAR models, we noticed a strong
improvements for the cluster of Scandinavian languages (Faroese
(FO), Norwegian Nynorsk (NN), Norwegian (NO), Swedish (SV) and
Danish (DA)). This may be due to the fact that the character-level
classifier is capturing closely-related cross-over terms that differ
marginally orthographically between languages or occur in com-
pounds. For example, the term ‘milj6/milje/milje’ (‘environment’ in
SV/DA/NO) appears as part of compound nouns such as ‘danmarks
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mijleundersggelser’ (DA) or ‘miljopartiet de gronne’ (NO). A token-
based model will not be able to utilize this linguistic similarity, but
the character-level one can.

Figure 2 provides the One-Error confusion matrix for language-
independent SVM_CHAR run on the test data for one fold of the 10-
fold ShuffleSplit cross-validation with 0% excluded percentile. One
can observe that the level of misclassifications within each main
entity type is relatively low for events (max. 0.5%), somewhat higher
for organisations (max. 2.0%) and products (max. 2.1%). Generally,
the most significant errors are misclassifications of sport organi-
sation (ORG-SP) and art products (PRO-AR) as person (PER) which
corresponds to the most frequent type ambiguities listed in Table 3.
PRO-AR false positives occur as art product names frequently con-
tain location, organisation and event terms. Furthermore, product
names, disregarding their particular type, are frequently misclassi-
fied as persons (2.9% to 16.1% depending on product type). This is
not surprising and results from the fact that often first names (e.g.
‘Mercedes’) or surnames are often used as part of product names. Fi-
nally, vehicles (PrRO-VE) and electronics (PRO-EL) are also sometimes
misclassified as ORG-co (e.g. with the entities ‘Nike One’, ‘General
Motors Corsa’, ‘Dell Netbooks’).

5.3 Results on External Resources

The AP scores achieved by the language-independent SVM_cHAR
model for the 7 external resources are shown in Table 6. On average
across all resources, we observe an AP of 84.7% across the three
categories, PER, ORG and misc. Although this is below the average
achieved on the BN-derived resource with the same classifier, we see
a strong performance on par with the previous results, particularly
for Hungarian and English.

Additionally, across all languages in the external resources tested,
we observe high AP scores for the PER category, which reflects
the performance seen with the same classifier on the BN-derived
resource, detailed in 5.2. This further suggests that this classifier’s
strong performance in the initial experiments is not isolated, since
a relatively good performance is achievable in a variety of external
settings.

However, it is important to emphasize at this stage that the har-
monisation of external resources was difficult since the annotation
guidelines varied across corpora, as did the definition of NE types.
Hence, we drastically reduced the range of evaluated categories.
The permeability between categories like orG and Loc-Fa (facility)
between the external data sets and the original BN-derived training
data explains in part the comparatively low AP: e.g. museums or
airports were often classified as Loc-FA, in line with the BN types,
but gold-annotated as oRG in the external resources. Furthermore,
the resulting mM1sc category is not especially concise and is therefore
difficult to evaluate, at least from automatic metrics alone.

Nevertheless, the experiments on the external resources aim to
evaluate the classifier on external data, to demonstrate its applica-
bility in more varied contexts. Despite annotation inconsistency,
the performance results summarized in Table 6 show that the clas-
sifier achieves particularly high AP scores in the oRrRG category
for Hungarian, a highly inflected language, and reasonably high
scores for those contained within the BSNLP2017 corpus. This is
a positive result for a classifier which uses such simple features,



EVT-IN EVIT-NA EVT-OC LOC-FA LOC-OT ORG-CO ORG-ER ORG-PP ORG-SP PER PRO-AR  PRO-EL PRO-VE PRO-WE

EVT-IN 0.1 0.1 0.5 0.7 0.4 0.1 0.8 0.2 3.6 0.9 0.0 0.0 0.1
EVI-NA 05 0.1 0.3 0.7 0.1 0.0 0.2 0.3 18 0.4 0.0 0.0 0.0
EVT-OC 0.1 0.0 0.8 03 0.6 0.1 04 1.8 53 14 0.0 0.1 0.0
LOC-FA 0.2 0.0 0.3 14 13 0.6 0.6 0.4 4.4 13 0.0 0.0 0.0
LOC-OT 0.2 0.0 0.0 1.5 0.4 0.1 0.3 0.2 4.4 0.9 0.0 0.0 0.0
ORG-CO 03 0.0 03 2.2 0.9 0.7 2.0 0.9 8.0 3.8 0.6 0.7 02
ORG-ER 0.1 0.0 0.1 1.6 0.5 1.0 [ 90.6] 1.2 0.9 3.2 0.8 0.0 0.0 0.0
ORG-PP 0.6 0.0 0.3 1.4 0.6 1.9 1.2 0.5 6.1 1.4 0.0 0.0 0.1
ORG-SP 0.1 0.0 0.8 0.7 0.4 0.5 0.2 0.3 13.1 0.6 0.0 0.0 0.0

PER 0.1 0.0 0.1 0.4 0.4 0.5 0.0 0.2 2.0 2.9 0.0 0.0 0.0
PRO-AR 0.5 0.0 0.3 1.0 0.6 1.7 0.2 0.6 0.5 16.1 0.1 0.0 0.1
PRO-EL 0.0 0.0 0.1 0.3 0.5 4.1 0.3 0.5 0.2 2.9 2.1 0.1 0.1
PRO-VE 0.1 0.0 0.3 0.3 03 4.2 0.0 0.1 0.4 2.9 0.5 0.0 0.1
PRO-WE 0.8 0.0 0.1 0.2 0.2 1.2 0.0 0.8 0.4 43 0.9 0.4 0.3

Figure 2: Confusion matrix for language-independent SVM_cHAR (character n-gram) model.

without specifically taking into account any morphological analy-
sis for these highly inflective languages. It should be emphasized
too that vast fraction of the NEs in the BSNLP2017 corpus are in-
flected variants of NEs (ranging from 30 to 55% depending on the
language).

Corpora ORG PER MISC  Average Support

BSNLP2017 (Slavic)
CoNLL2002 (Italian)
CoNLL2002 (Dutch)
CoNLL2002 (Spanish)
CoNLL2003 (German)
CoNLL2003 (English)
HNE corpus (Hungarian)

80.4%
74.1%
62.4%
75.1%
76.2%
88.9%
92.1%

93.1%
97.4%
93.1%
96.3%
95.2%
99.5%
78.3%

49.7%
42.3%
58.2%
55.0%
47.6%
50.8%
19.0%

79.4%
84.7%
75.1%
80.4%
80.4%
92.1%
86.8%

1832
2696
2614
4271
2452
4389
2699

Average 81.5% 96.3% 52.9% 84.7% 20953

Table 6: Average precision scores obtained on external re-
sources with language-independent SVM_cHAR classifier
and percentile threshold = 0.

5.4 Neural Network-based models

NN-based classifier (henceforth NN_cHAR) was evaluated with
language-dependent and language-independent training sets using
character n-gram TF.IDF values as features.

Table 4 shows that on average for the 49 languages, the NN_cHAR
classifier performs well, with a 94.6% Average Precision. Further-
more, the NN_cHAR classifier slightly outperforms the SVM_cHAR
by 0.1 to 0.2 point of AP when the exclusion percentile thresholds
is higher than 10% and actually also outperforms the language-
independent SVM_cHAR model. Comparing the One-Error confu-
sion matrices in Figures 3 and 4 gives an additional view of this
improvement, even when the percentile threshold is 0%. Namely, it
shows that with the SVM_cHAR model, most of the erroneous classi-
fications are related to the PER category, defaulting to assigning the
PER category to uncertain entities. This is likely due to the fact that
this is the largest category, hence the most probable. In contrast,
with the NN_cHAR model, the erroneous classifications seems to
be spread more evenly across all categories, reducing the quality of
the most probable category but providing better results to almost
all the other ones. The high ratio of all products misclassified as
ORG-cO noticeable in both Figure 3 and 4 reflects the type confusion
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already noticed in the case of language-independent SVM_CHAR
confusion matrix (cf. Table 2) .

Finally, Table 4 shows the results obtained with the language-
independent NN_cHAR model trained on the BN-resource for 49
languages. The performance is comparable to the results obtained
with the language-dependent NN_cHAR models, where we were
expecting some improvement vis-a-vis the results observed for
the SVM_cHAR model. When comparing language-dependent and
language-independent NN_cHAR models, we observed that the re-
sult improvements varied a lot from one language to another, even
when considering only languages with latin script: from 5 point
of AP improvement for Maltese (MT) to 7 point deterioration for
Gaeilge (GA). We also observed a higher sensibility of language
scripts with an AP deterioration for all the non-latin script lan-
guages.

6 CONCLUSIONS AND FUTURE WORK

This paper reported on numerous experiments on out-of-context
entity classification models based on character n-gram SVM and
neural network architectures. In particular, our work focused on
exploring solutions for fine-grained multi-word entity classification
without considering any contextual information, and relying solely
on entity internal features, whose computation does not require
much linguistic sophistication. We created a large NE resource
with 14 fined grained NE types that covers 49 languages and which
has been derived from BabelNet. This silver-standard resource was
used for training classification models and for evaluation using a
10-fold ShuffleSplit cross-validation. The trained models have been
evaluated on a pool of additional external resources to get a better
insight on their performance on unseen data. The main outcomes
of the reported research can be summarised as follows:

¢ a language-independent out-of-context character n-gram
SVM approach to multi-word entity classification outper-
formed a token-vectorised SVM model presented earlier
in [9], achieving a 95.7% Average Precision (AP) score over
14 categories across all languages, where one could observe
an improvement for 39 out of 49 languages for AP,

a particular boost in performance of the character n-gram
model vis-a-vis the token n-gram model could be observed
in the context of less-resourced languages (e.g. Faroese (FO),



EVT-IN EVIT-NA EVT-OC LOC-FA LOC-OT ORG-CO ORG-ER ORG-PP ORG-SP PER PRO-AR  PRO-EL PRO-VE PRO-WE

EVT-IN 0.1 0.1 0.9 0.8 0.7 0.1 13 0.2 7.4 1.6 0.0 0.1 0.1
EVI-NA 18 0.1 0.7 11 03 0.1 03 0.1 5.2 0.9 0.0 0.0 0.0
EVT-OC 02 0.0 2.1 0.4 15 0.2 0.8 2.8 1.1 22 0.0 0.1 0.0
LOC-FA 0.1 0.0 0.2 1.1 10 0.5 0.4 0.2 4.7 0.8 0.0 0.0 0.0
LOC-OT 03 0.0 0.0 2.4 0.5 0.1 0.2 0.2 8.7 0.8 0.0 0.0 0.0
ORG-CO 03 0.0 0.2 3.2 0.7 0.9 18 0.7 15.8 35 03 0.7 0.1
ORG-ER 0.0 0.0 0.1 2.2 0.4 1.3 1.2 0.4 4.1 0.7 0.0 0.0 0.0
ORG-PP 07 0.0 0.2 24 0.6 2.9 17 0.4 11.6 18 0.0 0.0 0.1
ORG-SP 0.1 0.0 1.1 1.0 0.3 0.9 0.4 0.3 0.5 0.0 0.0 0.0

PER 0.1 0.0 0.1 0.2 0.1 0.3 0.0 0.1 0.7 1.1 0.0 0.0 0.0
PRO-AR 0.6 0.0 0.3 18 0.8 2.2 0.3 0.6 0.2 0.0 0.0 0.0
PRO-EL 02 0.0 0.2 1.2 0.7 13.5 0.5 0.9 0.6 176 6.0 0.4 0.4
PRO-VE 03 0.0 0.4 0.8 0.2 8.9 0.1 0.3 1.0 17.1 1.0 0.1 0.4
PRO-WE 16 0.0 0.2 0.6 0.6 5.6 0.1 13 0.8 [ 221 2.3 0.5 0.8

Figure 3: Confusion matrix for language-dependent SVM_cHAR model run on 49 languages of BabelNet-derived NE resource.

EVI-IN EVT-NA EVT-OC LOC-FA LOC-OT ORG-CO ORG-ER ORG-PP ORG-SP PER PRO-AR  PRO-EL PRO-VE PRO-WE

EVT-IN 0.2 0.1 1.2 1.0 1.0 0.2 1.4 0.3 5.6 1.9 0.0 0.1 0.2
EVI-NA 2.1 0.3 0.6 1.1 0.3 0.3 0.3 0.6 2.3 1.5 0.1 0.1 0.1
EVT-OC 03 0.0 2.0 0.5 1.8 0.3 1.0 3.0 8.6 2.7 0.1 0.2 0.0
LOC-FA 0.1 0.0 0.2 [ 90.9)] 1.3 1.2 0.6 0.4 0.4 3.8 1.0 0.0 0.0 0.0
LOC-OT 03 0.1 0.1 2.9 0.8 0.2 0.3 0.3 7.0 1.2 0.0 0.0 0.0
ORG-CO 04 0.0 0.3 3.7 0.9 1.1 2.0 1.0 13.3 45 0.5 1.1 0.2
ORG-ER 0.1 0.0 0.1 2.4 0.5 1.6 1.3 0.5 3.3 0.8 0.0 0.0 0.0
ORG-PP 0.8 0.0 0.4 2.6 0.9 3.4 2.0 0.5 9.7 2.0 0.1 0.1 0.1
ORG-SP 0.1 0.0 11 14 0.6 12 0.6 0.4 B Bl o3 0.0 0.1 0.1

PER 0.1 0.0 0.1 03 02 0.5 0.1 0.2 1.0 1.7 0.0 0.0 0.0
PRO-AR 0.8 0.0 0.4 21 1.1 2.8 0.4 0.9 0.4 0.1 0.1 0.1
PRO-EL 05 0.0 0.1 13 0.9 16.3 0.5 1.2 0.8 10.6 8.0 0.9 1.2
PRO-VE 0.7 0.0 0.4 0.8 0.4 10.7 0.2 0.3 15 11.9 1.4 0.4 1.1
PRO-WE 23 0.0 0.4 0.9 0.9 5.7 0.1 1.6 15 14.9 2.9 13 2.4

Figure 4: Confusion matrix for language-dependent NN_cHAR run on 49 languages of BabelNet-derived NE resource.

Norwegian (NO), Norwegian (NN)), which illustrates the
advantage of using character-based models for maximal per-
formance in language-independent contexts,

when applied to a number of external resources, a slight drop

in performance of the character n-gram language-independent

model was observed, although an AP of 84.7% in all experi-
ments demonstrates the applicability of the proposed model
in a range of contexts, not to mention relatively good per-
formance for highly inflected languages, e.g. Hungarian and
Slavic languages,

promising performance of a simple neural network classi-
fier which obtained comparable results vis-a-vis SVM-based
classifiers both with language-dependent and independent
training settings

All relevant resources for reproducing the presented experiments,
including, the BN-derived NE resource and the trained models are
available to the research community.

To our best knowledge, no similar evaluation of n-gram based
models which exploit internal entity features for such a wide range
of languages (49) was reported in the past. The presented models
and the corresponding results reported in this paper constitute sort

Ohttps://cidportal jrc.ec.europa.eu/ftp/jre-opendata/LANGUAGE-TECHNOLOGY/
BabelNet_derived_entity_resource/
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of more sophisticated baselines for multilingual fine-grained NE
classification tasks and point of departure for future work.

In future work, we envisage to further test SVM_CHAR on corpora
from different domains, such as social media data and other non-
news sources, as well as more fine-grained NE-tagged resources.
Furthermore, given the strong performance of the character n-gram
model, it would be interesting to compare this with other sub-word-
based models, e.g. skipgrams [17], as well as a direct comparison
with some of the recent neural fine-grained entity typing systems
presented in Section 2. Finally, one could consider exploiting ad-
ditional internal features of entities, e.g. their internal structure
in recursively embedded NEs [19, 34] that might potentially fur-
ther improve the classification performance, although for many
languages, e.g. Slavic ones, the computation thereof is not triv-
ial. Another interesting area of research could focus on evaluating
whether the inclusion of inflected forms in the training data impacts
the performance of the models explored in the presented work.
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