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The increasing functional and nonfunctional requirements of real-time applications, the advent of mixed crit-

icality computing, and the necessity of reducing costs are leading to an increase in the interest for employing

COTS hardware in real-time domains. In this scenario, the Linux kernel is emerging as a valuable solution

on the software side, thanks to the rich support for hardware devices and peripherals, along with a well-

established programming environment. However, Linux has been developed as a general-purpose operating

system, followed by several approaches to introduce actual real-time capabilities in the kernel. Among these,

the PREEMPT_RT patch, developed by the kernel maintainers, has the goal to increase the predictability and

reduce the latencies of the kernel directly modifying the existent kernel code. This article aims at providing

a survey of the state-of-the-art approaches for building real-time Linux-based systems, with a focus on PRE-

EMPT_RT, its evolution, and the challenges that should be addressed in order to move PREEMPT_RT one step

ahead. Finally, we present some applications and use cases that have already benefited from the introduction

of this patch.

CCS Concepts: • Computer systems organization → Real-time operating systems; Embedded software;

• Software and its engineering → Real-time systems software; • Hardware → Safety critical systems;

Additional Key Words and Phrases: Linux, commercial-off-the-shelf

1 INTRODUCTION

1.1 Real-Time Systems

In real-time systems, the correct execution of a real-time program depends not only on the log-
ical correctness of the output but also on whether such results are carried out within a given
time frame or deadline (Stankovic and Ramamritham 1990). The temporal determinism of the sys-
tem is therefore the primary requirement to guarantee time-predictable task execution. Rather,
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throughput and low latencies are desirable but secondary properties. For this reason, “real time”
does not mean computing as fast as possible, but rather computing as fast as required.

From a deployment standpoint, real-time programs can in fact run bare metal, i.e., with no op-
erating system, or atop a Real-Time Operating System (RTOS). The second option is preferable
when we need to handle the concurrent execution of multiple tasks in the system. In this regard,
the system memory can be managed as a single address space, shared among the tasks, or as a
set of virtual address spaces, to guarantee the task isolation. In the latter case, the applications
usually require services to operating systems via system calls. This triggers a switch from user
space to kernel space that consists of an execution mode change that enables the software to run
privileged instructions and to unrestrictedly access the whole memory space. As a consequence,
time-predictable executions of real-time applications based on RTOSs need to have temporal de-
terminism also at the kernel-space level.

Generally speaking, the goals of RTOSs and General-Purpose Operating Systems (GPOSs) are
conflicting, since the former aims at upper-bounding the execution time, while the latter target
maximizing the average performance (Yodaiken 1999a). The Worst-Case Execution Time (WCET) is
the typical metric of a real-time task, since most of the real-time scenarios require upper-bounded
response times. The operating system has a significant impact on task WCET due to scheduling
decisions, interferences, and system call execution.

Real-time application requirements are usually expressed as timing constraints, often as upper-
bound limits. One can identify different levels or classes of constraints (Buttazzo et al. 2005; Kopetz
2011):

• Soft real time: the application goal is to maintain a Quality of Service (QoS), e.g., a video
frame rate. Missing some deadlines typically implies a degradation of the QoS without any
safety-critical consequences on people or things. This, however, needs to ensure an accept-
able user experience.

• Firm real time: similar to the previous class, but in this case a missed deadline invalidates
the output. Results carried out after the deadline have no value and must be discarded.

• Hard real time: the strictest class, where the deadline cannot be missed for any reason,
since it can lead to undesirable consequences. Guaranteeing hard real-time constraints usu-
ally requires formal proofs of the entire system and classical code analyses. This class is
typical of safety-critical scenarios.

For example, the autopilot computer in airliners is a clear example of hard real-time class appli-
cations. If a deadline is missed, it could potentially cause loss of human lives. Multimedia applica-
tions, such as video players or audio software, are usually instances of the soft real-time class. In
this case, a missed deadline may cause a quality degradation of the output, without the occurrence
of any safety-critical issue. Therefore, a real-time class does not depend on system characteristics,
but on the consequences of missed deadlines.

Several other classifications can be found in the literature, e.g., weakly hard real time (Bernat et
al. 2001) or  (m, k )−firm real time (Hamdaoui and Ramanathan 1995). In recent years, increased 
interest has been shown in the concept of probabilistic hard real time (Bernat et al. 2002); i.e., the
deadline is guaranteed to be met with a certain probability. This class has the advantage of being
able to describe hard-to-analyze systems with classical worst-case execution time analyses. This
occurs by maintaining the hard real-time requirements with a probability of failure that should be
taken into account in the overall system fault analysis. However, methods currently used to
guarantee and estimate probabilistic worst-case execution time are still immature and not widely
accepted (Abella et al. 2015; Gil et al. 2017).



1.2 Challenges in Recent Embedded Systems

The End of Dennard’s scaling (Esmaeilzadeh et al. 2011), the increasing computational power 
requirements, and the outbreak of nonfunctional requirements—e.g., thermal and energy 
constraints—along with the need to reduce development costs and time to market led to the 
introduction of features traditionally related to general-purpose systems to real-time embedded 
systems. In recent years, the spread of Cyber-Physical Systems increased the necessity of devices 
featuring computational capabilities comparable to the ones provided by general-purpose 
systems, but with safety and reliability requirements typical of an embedded system (Lee 2008). 
On the contrary, nonfunctional requirements, such as battery-powered devices that have low 
energy consumption constraints or systems in hard environmental conditions that require strong 
temperature control, led to the introduction of dedicated techniques that may clash with the 
necessity of temporal determinism.

Introducing multicore processors in real-time systems can help address the aforementioned is-
sues and scale the performance. The drawback is that the presence of multiple computing units 
introduces nontrivial challenges to RTOSs. Task scheduling on multicore processors is in fact more 
complex and may introduce higher latencies (Anderson et al. 2006). Moreover, the execution of 
multiple concurrent tasks determines resource contention (Fedorova et al. 2010), which directly af-
fects the predictability and increases the complexity of WCET evaluation (Chattopadhyay et al. 
2014).

The use of Commercial-off-the-Shelf (COTS), opposite to the development of specialized hard-
ware, considerably reduces costs and engineering efforts, but bounding guaranteeing predictabil-
ity and maintaining tight latencies become complex problems. With the introduction of multicore 
processors, bounding latencies is even more difficult due to temporal nondeterminism originat-
ing when multiple applications are running in different cores trying to access shared resources 
(Pellizzoni and Caccamo 2007; Nowotsch and Paulitsch 2012). As stated in Dasari et al. (2013), the 
main unpredictability issues of COTS hardware are caused by the following factors: simultaneous 
cache accesses from different cores, controllers of shared IO and memory buses, possible inter-
connection networks (e.g., Nonuniform Memory Access Architecture (NUMA) (Song et al. 2016)), 
memory devices and controllers, hardware power-saving strategies, System Management Mode 
(SMM), virtual memory management, and hardware prefetching. Such mechanisms and hardware 
units in COTS platforms usually contain intrinsic nondeterminism and, in general, are too complex 
to justify a worst-case timing analysis. In fact, COTS platforms are built for GPOSs and thus tend 
to improve the average performance; companies producing COTS hardware are usually not inter-
ested in investing their time to improve or simply analyze real-time metrics. In addition, SMM is 
a special operating mode of some architectures and it is specifically built to leave to the firmware 
of the motherboard some sort of authority over the system, allowing it to arbitrarily interrupt the 
OS and execute specific low-level code. These interrupts are called System Management Interrupts 
(SMIs) and they typically involve low-level management of hardware devices, e.g., the control of 
fan speed. Even if some of these tasks are also performed by the operating system, the firmware 
must guarantee that a bug in the OS could not damage the hardware. SMIs are generally not pre-
dictable and may considerably increase system latencies. In 2000, these interrupt latencies were 
in the order of milliseconds (Kau et al. 2000) but have decreased to microseconds in recent archi-
tectures. However, these metrics have been rising again lately due to security, virtualization, and 
many-core features of modern processors (Macarenco et al. 2016), and in case of memory failures, 
SMIs may take hundreds of milliseconds to run the failure recovery routines (Gottscho et al. 2017).

For these reasons, COTS platforms contain not only hardly analyzable cross-core interfer-
ences but also nontemporal deterministic hardware mechanisms. The specification data (e.g., 
maximum memory accessing latency) are not always provided by the manufacturer, making the



upper-bounding of the WCET impossible. Furthermore, even if we assume a full-deterministic 
hardware, calculating the WCET may be too pessimistic; i.e., the computed WCET value is not 
suitable for any application.

The need to reduce time to market and the increasing computational power requirements are 
pushing toward COTS and multicore, but this collides with the aforementioned challenges. The 
high degree of safety required by regulations in certain applications, e.g., avionics, limits the pos-
sibility to exploit the COTS and multicore advantages due to hard real-time constraints and chal-
lenging environmental conditions. Nevertheless, companies like Boeing and Airbus are currently 
evaluating the possibility of using COTS components in their aerospace products (Hunter and 
Basciano 2015; Agrawal et al. 2017). Also, specific technical committees—e.g., IEC Technical Com-
mittee 107 for avionics—are developing standards to ensure the product quality and to allow their 
certification.

In this scenario, moving toward COTS multicore platforms makes the porting of non-time-
predictable GPOSs to real-time environments an interesting alternative. The benefits are more 
evident in Linux OSs, where tons of scientific and industrial research solutions are available for 
a wide number of problems, from hardware to software aspects. Thanks to the high number of 
available libraries, often open source, the adoption of Linux as the operating system can consid-
erably reduce costs and development effort (Raghavan et al. 2005). Complex applications, like, 
for instance, Graphical User Interfaces or image analysis algorithms, require immense work to be 
reimplemented for RTOSs, due to the common absence of state-of-the-art libraries.

1.3 Current Industrial and Scientific Trends in Linux Community

In 2007, the Linux Foundation1 was established from the merging of different Linux development 
associations. It is currently supported by the majority of the main stakeholders in Information 
Technology, including historical competitors like Microsoft Corporation. Moreover, the member 
list2 includes stakeholders of hardware manufacturers but also from automotive, telecommunica-
tion, aerospace, and financial sectors.

The advantages and limitations of using Linux for nondesktop markets are presented in this 
article, specifically focusing on real-time applications. The source code accessibility and portability, 
the years of industrial and scientific research, and the amount of implemented algorithms and 
libraries have made Linux a strong alternative to commercial and specialized approaches, also in 
embedded environments (Henkel 2006).

Furthermore, real-time Linux has been considered by both the European Space Agency (ESA) 
and National Aeronautics and Space Administration (NASA) for space and ground applications, 
including mission-critical software (Stakem 2001; Braga et al. 2008; Leppinen 2017).

The interest in using real-time Linux is not confined to classical real-time scenarios, e.g., au-
tomotive and aerospace. On the contrary, it is employed in several other fields such as robotics 
and networking, but also nonembedded fields like simulation frameworks, multimedia applica-
tions, and High-Performance Computing (HPC). Section 5 presents an overview of use cases for 
real-time Linux. Almost all HPC infrastructures are today based on the Linux operating system. 
Recently, the time sensitiveness of some HPC applications emerged, increasing the interest for 
real-time guarantees on Linux (Flich et al. 2017; Fornaciari et al. 2018).

In 2016, the Linux Foundation started the Real-Time Linux collaborative project.3 This project 
aimed at coordinating the development of kernels for the real-time environment and, in particular,

1Linux Foundation website: https://www.linuxfoundation.org/.
2https://www.linuxfoundation.org/membership/members/.
3Real-Time Linux project website: https://wiki.linuxfoundation.org/realtime.
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the development of the PREEMPT_RT patch, which started in 2005 with the goal to increase the 
determinism and to reduce latencies of the Linux kernel. The project aimed also at creating a 
common knowledge base, starting from the already existent rt-wiki.4 Another stakeholder of real-
time Linux is the Open-Source Automation Development Lab (OSADL),5 an organization intended 
to promote and support the use of open-source software in embedded environments.

1.4 Survey Structure

The purpose of this article is to survey and review the existent literature about introducing real-
time capabilities in the Linux kernel. Section 2 presents the state-of-the-art approaches focusing 
on alternatives to PREEMPT_RT. In Section 3, the PREEMPT_RT patch is carefully described with 
reference to several works in the literature. Then, Section 4 presents the experimental evaluations 
on the real-time performance of the patch and Section 5 the scientific and industrial use cases 
and derivative works of PREEMPT_RT. Previous surveys are presented in Section 6, while future 
works and conclusions are discussed in Section 7.

The literature on Linux real time is composed of articles from several heterogeneous sources, 
including a significant number of white papers and industrial technical reports. Some papers avail-
able in the literature were published in conferences without a well-defined peer-review method 
or as online unpublished resources. However, several of these articles—especially those written by 
kernel developers—have been cited in more important scientific works. Except for papers published 
in well-known academic proceedings, the scientific validity and the experimental conditions have 
to be properly evaluated before drawing any conclusion. In this survey, we adopted the following 
policy: articles from sources with a well-established peer review process are included; articles from 
untrustworthy sources are excluded, if they provide incoherent and unrealistic results or perform 
experiments with insufficient details in the adopted methodology and experimental setup; articles 
describing internals of the kernel or use cases are instead included, regardless of the publishing 
status, to allow the reader to explore technical insights in case of interest.

Given the previous policy, we cited, for example, articles from lwn.net—the most known web-
site focusing on Linux internals—only if they describe a functionality of the Linux kernel and 
exclude any claim in terms of performance results, since no form of peer review is adopted.

Where not otherwise specified, we assume the current latest version of the Linux kernel: 4.14 
(November 2017).

2 REAL-TIME LINUX KERNELS

The advantages described in the previous section made Linux attractive also for the embedded 
world. Unfortunately, the kernel real-time performance does not completely fit the requirements 
for all real-time classes. The Linux kernel in fact has been developed to mainly target general-
purpose systems. Before the introduction of the PREEMPT_RT patch, the re-engineering of the 
kernel was considered to require unsustainable effort, and therefore, alternative solutions were 
born.

This section mainly presents the state-of-the-art Linux real-time approaches alternative to the 
kernel based on the PREEMPT_RT patch. Since they are frequently compared against this patch, 
it is important to understand the differences and the pros and cons of each solution. The PRE-
EMPT_RT patch itself is then briefly introduced.

The following naming convention is assumed: a process is composed of one or more threads 
sharing the same address space; a thread is a sequentially ordered set of instructions; a job is one

4Real-Time Wiki website: https://rt.wiki.kernel.org/. 
5OSADL website: https://www.osadl.org/.
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unit of work carried out by a single thread. Please note that task is synonymous with thread in 
Linux environments.

2.1 Cokernel Approaches

The most common alternative approaches to the PREEMPT_RT patch are usually based on the 
presence of an additional OS “pico-kernel,” in charge of managing the real-time threads. They 
are equivalently called cokernel, pico-kernel, nano-kernel, or dual kernel (dk) based approaches. 
The baseline idea here is to have the pico-kernel working as a layer between the hardware and 
the general-purpose Linux kernel. All the various implementations are similar in nature, mainly 
acting as an interrupt dispatcher and scheduler. This layer catches interrupts coming from the 
hardware and forwards it to real-time tasks or to Linux tasks. The scheduler is then responsible 
for guaranteeing that real-time tasks meet the deadline, by properly assigning the CPU. Residual 
CPU time is eventually allocated to general-purpose Linux.

The most common open-source cokernel approaches are RTLinux, Xenomai, and RTAI. The 
last two are based on the Adaptive Domain Environment for Operating System (ADEOS) layer 
(Yaghmour 2001) that basically acts as a broker of hardware interrupts propagating them to Xeno-
mai or RTAI. ADEOS in fact creates separated OS domains, each one having a private address 
space and resources. Resource sharing (e.g., devices) among domains is possible only via ADEOS. 
Interrupts are managed by propagating them via a prioritized pipeline of domains, allowing the 
real-time kernel—and consequently, the real-time tasks—to immediately receive the interrupts. In 
this way, the micro-kernel (Liedtke 1995) ensures the execution of real-time tasks independently 
of the status and the decisions taken by the Linux kernel. In the subsequent paragraphs, the most 
widespread cokernel approaches are briefly described, with their framework structure depicted in 
Figure 1.

2.1.1 RTAI. Developed by Paolo Mantegazza at Politecnico di Milano starting in 2000, RTAI 
(Mantegazza et al. 2000) is a cokernel approach aimed at ensuring Linux real-time capabilities at 
the kernel-space level. A limited set of such capabilities is also provided in user space via the LXRT 
interface. The development path follows the idea that a small number of architectures (x86, x86_64, 
PowerPC, StrongARM, ARM7, m68k) need to be supported to maintain the lowest possible laten-
cies. Later on RTAI was ported to the ADEOS subsystem. In this case, differently from Xenomai, 
the propagation of interrupts is mainly managed by RTAI itself.

2.1.2 Xenomai. Released in 2002 by Philippe Gerum, Xenomai (Gerum 2004) is a layer that 
enables real time in user space. It currently supports more recent architectures than RTAI: x86, 
x86_64, ARM, PowerPC, and ia64. Xenomai initially relied on the ADEOS layer, but in recent ver-
sions only a simplified part of it has been maintained, in particular the interrupt-delivery subsys-
tem called I-pipe (interrupt pipeline).

The last version of Xenomai (version 3, released in 2015) also allows the user to select a single-
kernel version, named Mercury, in which the PREEMPT_RT is applied. In this version, there is no 
real-time kernel running and all the determinism improvement is delegated to the PREEMPT_RT 
patch. From the application development standpoint, a provided set of non-POSIX APIs must be 
used. At the time of writing, we are not aware of any advantage of using the non-POSIX API on a 
Mercury Xenomai system with respect to a PREEMPT_RT-patched kernel.

2.1.3 RTLinux. RTLinux was developed in 1997 by Victor Yodaiken, with the first stable release 
occurring around the year 2000 (Yodaiken 1999b); then the patent (Yodaiken 1999a) was sold to 
Wind River Systems in 2007. RTLinux runs the Linux kernel as a fully preemptible process together



Fig. 1. The three different implementations of the cokernel approach: (a) RTAI, (b) Xenomai, and (c) RTLinux.

with the real-time applications. Basically, RTLinux implements a scheduler that decides when to 
run the general-purpose kernel and when to run real-time tasks according to their hard deadlines. 
Obviously, it acts as a filter for the interrupts in order to properly deliver them to the RT task or 
Linux kernel. All RT tasks share the same address space of the Linux kernel and they consequently 
can only be kernel-space threads.

2.2 The Preemptible Kernel History

The first traces of a real-time Linux kernel can be found in the literature in the late 1990s. From 
the very beginning, the hardest problem to solve consisted of the impossibility of preempting the 
Linux kernel (Barabanov 1997). In fact, some kernel routines were characterized by long execution 
times, with a dramatic impact in terms of latency. In 2001, a paper from Finney (2001) proposed 
to use a vanilla Linux kernel for real-time tasks in a single-core system if the deadlines remain 
in the order of milliseconds. However, the advent of multicore and the explosion of interactive 
desktop applications—not necessarily real-time ones—pushed the developers to improve the 
system latencies to make the kernel itself preemptible since version 2.6.0 (December 2003). This 
version requires additional protections of critical sections also in single-processor machines, since 
the kernel threads themselves can be preempted.

Without any preemption at the kernel level, it is indeed impossible to consider real-time Linux 
at any level. This is mainly dictated by the unpredictability of the kernel execution time that is 
reflected to tasks, as previously explained.



Therefore, the changes introduced in the kernel enable the selection between several degrees
of preemptibility, in order to satisfy the requirements of different scenarios. Currently, the vanilla
kernel Linux 4.14 (November 2017) contains three levels of preemption selectable at compile time:

• PREEMPT_NONE: no forced preemption. The kernel is allowed to run without user-space pre-
emption and the system is able to deliver the maximum throughput.

• PREEMPT_VOLUNTARY: the kernel provides explicit preemption points in strategic locations
to reduce the latency. Part of the throughput is lost because of the tradeoff with the goal of
decreasing latency.

• PREEMPT (formerly PREEMPT_DESKTOP): the preemption is allowed in any part of the kernel,
with the exception of spinlocks and other critical regions.

2.3 The PREEMPT_RT Patch

The PREEMPT_RT patch of the Linux kernel is actually a set of patches developed by a group 
of kernel developers. The project was started by Ingo Molnár and the first release was based on 
kernel version 2.6.11 (March 2005). The goal of this project is to trade the throughput of the system 
with low latencies and predictability, while maintaining the single-kernel approach, to allow the 
developers to easily write (user-space) real-time applications.

Among the changes introduced, it is worth mentioning the introduction of two additional pre-
emption levels (a fourth and fifth one): Preemptible Kernel or Basic RT (PREEMPT_RTB) and Fully 
Preemptible Kernel (PREEMPT_RT_FULL). In more detail, the latter allows the real-time tasks to pre-
empt the kernel everywhere, even in critical sections. However, some regions can still be made 
nonpreemptible, like the top half of interrupt handlers and the regions protected by raw spinlocks.

During the development of the PREEMPT_RT patch, besides the new features introduced, sev-
eral positive side effects have been observed. Systems where this patch is applied are more sensitive 
to bugs due to latency constraints (Gonçalves and de Melo 2008), allowing the kernel developers 
to discover more easily the bottlenecks of the kernel itself. Moreover, the patch introduced several 
scheduler improvements and analysis tools in the kernel mainline.

2.4 Cokernel versus PREEMPT_RT

The most evident difference between the state-of-the-art approaches to real time in Linux and 
the PREEMPT_RT patch is the absence of a second kernel dedicated to the management of the 
real-time applications. This makes the implementation of real-time processes in user space similar 
to non-real-time ones, apart from having a special scheduling class and priority, as subsequently 
described in Section 3.1.6. In practice, a few further aspects must be actually considered in the 
development of real-time Linux applications. Simultaneously running tasks may in fact interfere 
from a timing perspective (Reghenzani et al. 2017). Even worse, memory swapping may lead to 
page faults, heavily impacting latency and predictability. This issue can be prevented by exploiting 
the classical protection mechanism consisting of locking the memory pages allocated to a real-time 
process via the mlockall system call.

Generally speaking, the PREEMPT_RT software development is completely different with re-
spect to cokernels: an application can be executed in real-time mode without being rewritten. The 
programming model of cokernel approaches uses specialized system calls. For example, the API of 
Xenomai is divided into modules such as rt_task_*(...) for task management, rt_shm_*(...) 
for IPC, rt_time_*(...) for timer usage, and so forth. The API of cokernel approaches usually 
provides functions to deal with cyclic period tasks, typical of real-time applications. In Xenomai, 
it is possible to set the period of a task via the rt_task_set_periodic call, and then the task can 
easily wait for the next period via the rt_task_wait_period(...). This approach is easier for the



developer compared to the clock_nanosleep(...) POSIX call, because the latter requires an im-
plementation in the application of the logic to compute the amount of sleep time needed to match 
the period. Moreover, the clock_nanosleep(...) is a guarantee of minimum sleep time; in fact, 
the kernel can, theoretically, delay the execution at infinite time. Even considering the advantages 
of specialized programming models, they remove one of the most important advantages of using 
Linux in real-time environments: exploiting the already available huge set of drivers and libraries 
to speed up the application development process. It is worth mentioning that even if these drivers 
and libraries are available in Linux, additional effort may be required to make them real-time com-
pliant. In cokernel approaches, the real-time tasks can still access Linux features using dedicated 
IPC calls to Linux soft real-time tasks. This part of the execution must not be time critical; other-
wise, unbounded latencies may occur due to the presence of a nonhard real-time task running on 
top of the Linux kernel.

All cokernel approaches require by nature invasive modifications of the kernel code, and their 
interactions are not trivial to be analyzed from both a functional and timing perspective. This 
requirement also introduces a strict dependency with respect to the kernel version, which may 
represent a limitation in terms of maintainability and portability. This issue does not affect PRE-
EMPT_RT, which has the advantage of being developed directly by the Linux community. On the 
contrary, cokernel approaches are typically based on old Linux kernel versions. In addition, coker-
nel approaches are generally less stable and safe due to the complex interaction between the two 
kernels, which requires extra effort for real-time developers (Brown and Martin 2010).

Overall, the PREEMPT_RT patch allows the developers to operate in a real Linux environment 
in which they can easily reuse most of the existent libraries and tools, including all the sets of 
functions specified by the POSIX standard. However, as discussed later in the article, PREEMPT_RT 
provides less tight real-time guarantees.

2.5 Other Extensions

Over the years, other Linux extensions or patches have been developed to address problems related 
to real-time scenarios. We consider LITMUSRT (Calandrino et al. 2006) as the  most  relevant 
one.  This is a kernel patch whose main goal is to provide a test bench for real-time scheduling 
algo-rithms in Linux in order to obtain their proof of concept. In order to accomplish its goal, 
LITMUSRT provides a user-space interface and a suite of tracing tools. Because of its research 
nature, it is not suitable for real applications and production environments, especially due to the 
lack of quality assurance procedures and rigorous testing. In fact, merging to the Linux 
mainline is not a goal of this project, which remains a research and experimental prototype. 
Part of the effort of the LITMUSRT community is to create an environment with realistic 
overheads, i.e., reducing as much as possible the Linux kernel’s and other tasks’ inteference, to 
guarantee accurate measurements of performance metrics.

For this reason, the project is also used in comparison with the PREEMPT_RT patch, as we will 
show in Section 4.

Some commercial extensions were also built for real-time Linux, e.g., MontaVista Linux, Wind 
River Linux, and TimeSys Linux. However, the IP rights covering this software together with the 
nearly absent literature on them reduce our possibility to analyze and compare their approaches 
with PREEMPT_RT and the previous described alternatives.

3 THE FULLY PREEMPTIBLE KERNEL

The major goal of the PREEMPT_RT patch is to increase the preemptibility degree of the kernel 
code, in order to increase the predictability and reduce the latencies characterizing the system. 
Over the years, several contributions in this sense have been integrated into the Linux kernel



Fig. 2. Timeline of merged real-time features in the mainline Linux kernel, most of them coming from the 
PREEMPT_RT patch.

mainline to support real time. The remarkable ones are summarized in the timeline shown in 
Figure 2. It easy to notice how, in the latest years, the developers have mainly focused on introduc-
ing incremental improvements and architecture-specific supports, rather than developing new fea-
tures. At present, the biggest lack in the current mainline kernel version is the full preemptibility—
especially in sleeping spinlocks—that is the main feature of the PREEMPT_RT patch.

The already reached achievements are described in Section 3.1, while the features of PRE-
EMPT_RT as of version 4.14 (November 2017) are discussed in Section 3.2, focusing on available 
works in the literature.

3.1 Preliminary Works

In order to achieve real-time behavior of the system, several preliminary features have been added 
in the PREEMPT_RT patch. This subsection briefly describes the kernel features no longer part of 
the PREEMPT_RT patch at the time of writing. A detailed description of the improvements and 
further insights of the early RT patches can be found in the Rostedt and Hart (2007) article.

3.1.1 High-Resolution Timers. One of the most important achievements has been the possibility 
to instantiate timers with a resolution in the order of nanoseconds. Previously, the timer interval 
had the precision of the configured Tick Rate (often abbreviated in HZ), which can vary between 
10Hz and 1,000Hz, reducing the timer precision to the order of milliseconds. Hertz is used to count 
the number of ticks occurring from the boot (the so-called jiffies). In 2006, with the advent of the 
High-Resolution Timers (HRTs) or Hrtimers (Gleixner and Niehaus 2006) in kernel version 2.6.16, an 
application can request a timer with a resolution of nanoseconds. The actual resolution depends on 
the hardware implementation of the timer. HRTs can be enabled or disabled at compile time via the 
CONFIG_HIGH_RES_TIMERS configuration flag or at runtime. Recently, Patel et al. (2017) analyzed 
the time unpredictability induced by hrtimers and proposed priority-aware high-resolution timers 
with a subsystem called TimerShield. Reducing the interrupt interference on high-priority tasks 
increases the PREEMPT_RT real-time capabilities but at the same time adds overhead due to the 
use of complex data structures.

3.1.2 Threaded Interrupt Handlers. In Linux—similarly to most operating systems—each inter-
rupt handler is divided into hard IRQ (or top-half part), which quickly responds to hardware in-
terrupts and performs the critical operations, and soft IRQ (or bottom-half part), which performs 
additional processing. The difference is that hard IRQ is executed while keeping interrupts disabled. 
From version 2.6.30 (June 2009), IRQ threads enable the developers to write the top-half part as a



Fig. 3. Priority inversion example (all scheduling latencies are assumed null).

simple function that wakes up the specialized interrupt thread. In this way, the bottom-half part
is scheduled as a regular kernel thread. A detailed description of the IRQ thread implementation
can be found in Rostedt and Hart (2007) and Henriques (2009) and in the lwn.net article (Edge
2008). However, since IRQ threads have a static priority, they may incur unbounded or poorly
predictable latencies due to the following causes (Kang et al. 2007; Abeni et al. 2009; Elliott and
Anderson 2012):

• The presence of the well-known priority inversion problem (the solution implemented by
Linux is discussed in 3.1.3).

• The impossibility to run the worker threads at a proper frequency. The delayed execution
of kernel utility threads may impact on the overall performance of the system and on the
real-time tasks. A couple of examples are the pdflush daemon (the thread controlling the
writeback mechanism from memory to the disk) and the kswapd (swap management).

• The problem of assigning priority to IRQ threads in charge of managing the peripherals
shared by tasks of different priority. An IRQ thread providing services to a real-time task
should have equal or higher priority with respect to the latter in order to serve it with
sufficiently low latency. However, when a low-priority task shares a peripheral with a high-
priority task, it may indirectly preempt the high-priority one with the execution of the IRQ
thread.

The analysis of Elliott and Anderson (2012) proposed a different solution starting from classical
RTOS based on a client/server approach. Nonetheless, it concluded that the Linux kernel is too
complex to implement such techniques. The IRQ subsystem complexity also affects the ability to
demonstrate the correctness of the kernel. An automata-based approach to model Linux interrupts
has been proposed by de Oliveira et al.  (2017).

3.1.3 Priority Inheritance. Priority Inversion is a classical synchronization problem affecting
real-time systems (Lampson and Redell 1980), in which a lower-priority task may preempt a higher-

priority one. In order to clarify this concept6, let us assume to have three tasks L, M, H , respec-
tively, with low, medium, and high priority, as shown in Figure 3. The  task L is the first to
arrive and to acquire a resource R, and then the task M arrives and preempts L. Subsequently,
the task

6For an exhaustive and formal discussion on priority inversion, please refer to the large body of works available in the

literature.



H becomes ready, preempts M, and tries to acquire R. However, since R is locked by L, the task 
H cannot run and it is therefore put to sleep. Consequently, the task M is awakened and put in 
execution again. In this example, the medium-priority task M is indirectly preempting the high-
priority H , since it does not allow L to run and thus to release the resource R. Several solutions 
have been proposed for this. A well-known one is called priority inheritance or priority boosting 
(Sha et al. 1990). The basic idea is to boost the priority of the low-level tasks (L) that are  locking 
resources required by higher-priority tasks (in our case by H ). The priority is boosted up to the 
level of the highest-priority task that is trying to acquire the resource. In our example, L would 
temporarily obtain the priority of H .

In Linux, priority inheritance was implemented in the early PREEMPT_RT patch (Corbet 2006), 
since priority inversion is able to cause unbounded and unpredictable latencies in the system (Kang 
et al. 2007; Rostedt and Hart 2007). More recently, alternative solutions include the priority ceiling 
protocol (Carminati 2012), migratory priority inheritance (Brandenburg and Bastoni 2012), and the 
Probabilistic-Write/Copy-Select mechanism (Zhu et al. 2016).

3.1.4 Read-Copy-Update (RCU). The RCU synchronization mechanism (McKenney et al. 2001) 
was introduced in Linux kernel version 2.6 and then ported by Desnoyers et al. (2012a) to user 
space. It has been described in several lwn.net articles (Corbet 2003; Corbet  2005; McKenney and 
Walpole 2007a; McKenney and Walpole 2007b). RCU had impressive success thanks to the perfor-
mance improvements in synchronization. As a consequence, RCU is currently extensively used in 
all kernel subsystems (McKenney et al. 2013). The basic idea is to replace the standard read-write 
locks into RCU primitives to prevent read-side locks from blocking and to maintain multiple ver-
sions of the object updated by the writers. The RCU technique is particularly useful in scenarios 
featuring multiple readers and one writer. Guniguntala et al. (2008) showed how RCU offers de-
terministic overhead and can be effectively used for real-time applications in PREEMPT_RT-based 
systems. We omit a detailed description of the mechanism since it is accurately described in the 
cited papers.

In order to deal with real-time requirements, two features have been implemented initially in 
the PREEMPT_RT patch and then mainlined: Preemptible RCU and No-Callbacks CPU. The former 
allows a real-time kernel to preempt the readers running in a critical section that may represent 
a source of latency (McKenney and Sarma 2005). The latter refers to RCU callback operations 
used in the management of the “removal” phase of RCU, in which the callback is called to release 
memory when all readers exit from the critical section. RCU callbacks can degrade the real-time 
performance, introducing nonnegligible scheduling latencies especially if they run in an interrupt 
context. Sarma and McKenney (2004) implemented RCU callbacks deferred to kernel threads that 
can be moved to non-time-critical CPUs via the CONFIG_RCU_NOCB_CPU configuration item and 
rcu_nocbs kernel parameter.

The RCU subsystem is still an active topic in research. Recent works include the modeling and 
verification of the RCU kernel code (Kokologiannakis and Sagonas 2017; Liang et al. 2018), high-
level user-space abstractions (Desnoyers et al. 2012b; Márton et al. 2017), and proposal for possible 
variants of RCU (McKenney 2015; Arbel and Morrison 2015; Prasad and Gopinath 2018).

3.1.5 Full Tickless Operation. In the Linux kernel, a periodic timer triggers the main event in-
terrupt at a constant rate depending on the HZ value. It updates the internal data structures, such 
as the scheduler counters for processing time slices. The advent of hrtimers and the RCU improve-
ments previously described make it possible to disable the periodic timer event. This feature is 
known as Full Tickless Operation and typically is not enabled by default. The first steps toward this 
achievement were described in the article of Siddha et al. (2007) and some years later on lwn.net 
by Corbet (2013). This introduction had extreme importance for the following reasons: (1) it



reduces the power consumption of battery-powered devices when inactive, and (2) it decreases 
the extra latencies due to the rate of preemptions triggered by the periodic timer.

3.1.6 Schedulers. Since kernel version 2.6.23 (October 2007), the Completely Fair Scheduler (CFS)

(Pabla 2009) is the Linux default scheduler. The system administrator can assign to each pro-
cess a scheduling policy and a priority. In Linux, the scheduling policies traditionally follow the 
POSIX standard (Group 1999): SCHED_OTHER (sometimes called SCHED_NORMAL), SCHED_RR, and 
SCHED_FIFO. They respectively refer to the default time-sharing scheduling for best-effort work-
load and to the Round Robin and First-In First-Out policies for real-time tasks. The real-time classes 
were tested by Sousa et al. (2012) and the authors showed that the best-effort workload of the 
system negatively impacted on the performance of real-time workload. They tested a multicore 
system with over 50% of load and showed that the scheduler was not able to guarantee deadlines. 
Subsequently, they proposed the scheduling policy Real-time TAsk Splitting (ReTAS) inspired by 
the state-of-the-art Notional Processor Scheduling-F (NPS-F) policy (Bletsas and Andersson 2009). 
However, this policy was never receipted by kernel developers. In 2010, the SCHED_DEADLINE pol-
icy was presented in Faggioli et al. (2009) and Manica et al. (2010) and subsequently integrated into 
the kernel mainline (version 3.14, March 2014). This scheduler is based on the Earliest Deadline First 
(EDF) (Lawler and Moore 1969) and the Constant Bandwidth Server (CBS) (Abeni and Buttazzo 1998) 
algorithms. These algorithms are very well known and are not covered in this article.

3.1.7 Memory Allocators. Traditionally, for most of the hard real-time systems, the memory 
allocation is statically performed. This is because dynamic memory allocator routines may have 
unpredictable behaviors, making it hard to estimate the WCET upper-bound (Puaut 2002). For ex-
ample, the regulation of avionics software DO-178B (1992) excludes the possibility to use dynamic 
memory allocation for safety-critical systems. The more recent version, DO-178C (2011), intro-
duced general guidelines on dynamic memory management verification. The major problems af-
fecting memory allocators w.r.t. real-time constraints are memory fragmentation and exhaustion, 
dangling references, and possible unbounded worst-case (re)allocation time (Puaut 2002; Shen et al. 
2011), which are clearly unwanted effects.

In less critical real-time systems, the operating system usually provides a memory allocator 
to help the application developers. A noticeable example is the Real-Time Java Specification 
that provides a sophisticated hierarchy of memory allocators dedicated to real-time software 
(Higuera-Toledano and Issarny 2002). Another example, implemented in several operating sys-
tems, including RTLinux and PREEMPT_RT, is the Two-Level Segregate Fit (TLSF) proposed by 
Masmano et al. (2004). The key point of this algorithm is the capability to allocate memory with 
O (1) time complexity. It is often called the O(1) memory allocator in Linux communities, even if 
the first O (1) allocator is the Half-fit algorithm (Ogasawara 1995). A constant time complexity 
entails a bounded worst-case execution time of the memory allocator that is independent from ap-
plications and data. Regarding general-purpose memory allocators, Linux has different techniques 
at the kernel level and user level. At the kernel side, the slab allocator (Love and Morton 2004) 
guarantees the absence of memory fragmentation, while in user space several implementations 
are available, mostly having linear complexity (Ferreira et al. 2012).

3.2 Patch Anatomy

The kernel preemption is one of the most important features necessary to improve the Linux 
real-time capabilities (Scordino and Lipari 2006). It is hard, or even impossible, to predict the 
kernel execution time, due to its complexity and intrinsic nondeterminism. This, in conjunction 
with the need to have short response times for interactive applications, leads the kernel develop-
ers to implement the preemption capability of the Linux kernel-space code to avoid unbounded



latencies in application operations. In the vanilla kernel, the preemptibility can be enabled via the 
CONFIG_PREEMPT since version 2.6. However, the kernel cannot be preempted in interrupt-disabled 
sections, like during spinlocks. Spinlocks represent a locking mechanism where the lock acquisi-
tion is iteratively attempted until it is successfully performed. This behavior occurs also if the lock 
is already held by another thread, causing the current thread to continue “spinning,” wasting CPU 
time and inhibiting the possibility of being preempted. Although this mechanism may not sound 
very efficient, the overall performance, especially the response times, can benefit if the waiting 
time is small.

Besides the features described in previous sections, the most important added feature of the 
PREEMPT_RT patch is the removal of most of the nonpreemptible spinlocks. All the real-time 
features can be enabled via the CONFIG_PREEMPT_RT_FULL configuration flag. With the real-
time patch applied and enabled, the spinlock_t and rwlock_t types become preemptible, while 
the raw_spinlock_t acts like a normal spinlock. The differentiation between spinlock_t and 
raw_spinlock_t was introduced with spinlock annotations in the mainline in version 2.6.33 
(February 2010).

All the sleeping mutexes have been replaced with rt_mutex type that implements priority in-
heritance, as well as semaphores. The patch significantly increases the preemptibility of the kernel, 
leaving the top-half part of interrupt handlers and the raw_spinlock_t protected critical regions 
the only sections still non-preemptible. This increases the response time of the system, reducing 
latency and improving predictability. However, it increases the number of context switches and re-
source contention, consequently reducing the throughput, as described in the next section. Also, 
as a negative effect, it increases the chances of priority inversion scenarios. The priority inher-
itance and ceiling protocol are also available for user-space-level mutexes, configurable via the 
PTHREAD_PRIO_INHERIT and PTHREAD_PRIO_PROTECT POSIX options.

3.3 Performance Metrics and Real Time

As we have seen, the improvements in terms of kernel preemptibility led to a higher rate of con-
text switches. The consequence is that PREEMPT_RT degrades the system performance in terms 
of throughput. Generally, most of the previously described features improve the real-time capabil-
ities of the system, at the price of negatively impacting on the system throughput. The available 
literature characterizing this performance degradation will be discussed in Section 4.4.

It is also worth saying that reducing latencies does not necessarily increase the system’s ability 
to meet deadlines, i.e., the real-time performance. In a not fully deterministic system like Linux 
and COTS platforms, the response time of a task job can be expressed by a random variable X that 
follows an unknown distribution X ∼ A. Given a deadline D, the task is considered hard real time 
if

P (X ≤ D) = 1. (1)

This result is hard to achieve in practice and, even in that case, hard to formally demonstrate for
such systems. Considering then the less tight case of P (X ≤ D) < 1, let E[X ] = μ andVAR[X ] = σ 2.
Assuming an improvement in the kernel latencies that leads to a distribution X ′ such that μ ′ < μ,
the researcher cannot draw any conclusion in terms of real-time performance:

μ ′ < μ �=⇒ P (X ′ ≤ D) ≥ P (X ≤ D). (2)

This is because reducing the average value does not necessarily entail a better confidence: it may 
be that σ ′ > σ and thus the upper value of the confidence interval of the modified version may 
be greater than the original one. Even considering an analysis in which σ ′ ≤ σ , the  right part of



Equation (2) cannot be stated:

μ ′ < μ,σ ′ < σ �=⇒ P (X ′ ≤ D) ≥ P (X ≤ D). (3)

This is because σ represents the average variation value and not the jitter7 that instead rep-
resents the maximum variation. A confidence interval cannot be used to infer the presence and the 
magnitude of outliers (De Haan and Ferreira 2007) needed to evaluate the WCET and conse-
quently the real-time performance. This was the starting point for the still-immature probabilistic 
hard real-time theory (Bernat et al. 2002), which represents an open research topic.

The difficulty in obtaining the results of Equation (1), the weakness given by Equations (2) and 
(3), and the immaturity of probabilistic real-time theory are the main causes of missing formal 
demonstrations of the real-time quality of the Linux kernel. A significant part of available works 
in the literature are focused on reducing the latency without formal demonstrations of a corre-
sponding increase in predictability. This usually leads the researchers to draw conclusions from 
the maximum observed execution time, that is, instead, only a lower-bound of WCET. Accurate 
timing analyses are possible anyway when considering small sections of kernel code or isolated 
subsystems. Several works presented in this survey follow this approach, increasing the determin-
ism on a particular kernel feature, even if providing an upper-bound to WCET at the application 
level still requires an unrealistic effort.

4 PERFORMANCE ANALYSIS

The increasing interest in real-time Linux led several researchers to assess the actual real-time 
capabilities of the Linux kernel. Different approaches are already available in the literature, but it 
is not straightforward to compare them, in particular in the case of the PREEMPT_RT patch. This 
is mostly due to nonhomogeneous choices in terms of hardware platforms, metrics, and bench-
marks. Furthermore, information about the system configuration is most of the time not provided, 
undermining the research reproducibility and consequently introducing another source of uncer-
tainty in the state-of-the-art comparison. Correctly configuring both the kernel and user-space 
applications and services is essential to guarantee the result reliability (Sivanich 2007; Reghenzani 
et al. 2017). In fact, applying the PREEMPT_RT patch itself is not sufficient to minimize latencies 
and ensure that a real-time thread could run with suitable guarantees. For example, one of the 
common actions in embedded Linux systems is to set the CPU cores’ affinity of threads and IRQ 
handlers to reduce as much as possible the intercore interferences.

In this section, we first survey the methodologies adopted in the evaluation of PREEMPT_RT 
and then we provide an assessment of the real-time capabilities of PREEMPT_RT. A comparison 
with other RTOSs will follow. Finally, we close with an analysis of how the system throughput is 
affected by the introduction of this real-time support.

4.1 Methodologies

Since the most remarkable quality of real-time systems is the ability to meet deadlines in the tasks’ 
execution, the system performances are usually evaluated in terms of latency and the response-time 
jitter. The throughput, intended as the number of jobs periodically processed, is not a primary 
concern, unlike the GPOSs, where the throughput is the main performance metric. Since minimiz-
ing latencies generally entails a throughput degradation, as already discussed, some works ana-
lyzed real-time Linux by observing both metrics, as subsequently presented in Section 4.4. This 
makes sense because Linux has been proposed also in mixed time-criticality systems, i.e., a system

7The term “jitter” is a general term describing the maximum variation of a time quantity, e.g., the maximum variation of

the system response time. Further details are available in Buttazzo (2011).
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Deadlock break time X
GPIO8 latency X X X X X

GPIO8 jitter X X X X
Interrupt latency X X X X X X X X X X X X
IPC performance X X X
Network latency X X X

Scheduling latency X X X X X X X X
Semaphore A/R time X

System throughput X X X X
Timer latency9 X

User/kernel latency10 X
User space X X X X X X X ? X X X X X X X X

Kernel space X X X
Multicore X ? X X X X X

The use of user and/or kernel-space benchmarks and a SMP system are shown in last three rows. The symbol ? indicates

unknown values.

characterized by a workload including tasks with different criticality levels, that run—possibly in-
teracting among them—on the same computational platform. In two common practical approaches,
a Linux OS is typically deployed as a

(1) noncritical guest operating system of real-time hypervisor that separates Linux from the 
hard-real time OS (Burns and Davis 2013) or

(2) full mixed-criticality multicore system, only when the timing requirements are not strictly 
hard (Sigrist et al. 2015).

Table 1 shows the performance metrics considered in the analyses cited in this survey. As ex-
pected, the most recurrent metrics are about scheduling and interrupt latencies, since they are the
common overhead affecting all the real-time scenarios. I/O metrics (including GPIO and Network-
ing) may or may not be significant, depending on the specific application. Other secondary metrics
include synchronization primitive latencies, IPC communication, user-space from/to kernel-space
switch time, and the impact on the overall system throughput.

8Toggle a GPIO configured as Digital Output.
9Include only specific timer benchmarking (not cyclictest or similar approach).
10The overhead introduced in kernel-space to user-space context switch and vice versa.



A first important classification of performance analyses is the distinction between kernel-space 
and user-space evaluations. The possibility of running real-time processes in user space has impor-
tant benefits not only from the application development perspective but also in terms of stability, 
safety, and security (Mehnert et al. 2002). These advantages of Linux led researchers to analyze 
mostly user-space scenarios. However, it is fundamental to remark that even if a real-time task 
runs in user space, the kernel-space execution of the system calls may have a nonnegligible im-
pact on the task execution (Reghenzani et al. 2017).

In most of the current approaches, the estimation of the worst-case latencies is obtained through 
the generation of workload, by using suitable stresser programs. These, usually executed with best-
effort priority level, increase the overall system load in order to test the real-time “prioritization” 
and isolation capabilities of the operating system. In this regard, stress (Waterland 2013) and its 
derivative work stress-ng (King 2013) are frequently used also in papers whose target is not repre-
sented by real-time use cases. This tool allows us to select which portion of the system and of the 
kernel to stress—i.e., which system call—enabling the possibility of performing fine-grained analy-
ses. Papers that did not use stress(-ng) usually implemented custom scripts and applications in order 
to generate synthetic workloads. Other alternatives for workload generators are represented by 
dohell (typically used in Xenomai-based systems) (Community 2011) and  cpuburn (Nielsen 2012).

Regarding the benchmark suites, the literature provides us several proposals targeting the worst-
case scenario (e.g., Mälardalen WCET Benchmarks (Gustafsson et al. 2010), PapaBench (Nemer 
et al. 2006)) and the average-case scenario (e.g., MiBench (Guthaus et al. 2001), Parsec (Bienia 
et al. 2008)). Tests on worst-case response latency instead rely on more specific tools like cyclictest 
(Gleixner 2010). Since it is extensively used in Linux PREEMPT_RT analyses, we dedicated a spe-
cific subsection to describe it more in detail. Cyclictest is part of a suite developed by Linux kernel 
maintainers, called rt-tests.11 It includes both benchmarks and stressers developed specifically to 
test PREEMPT_RT. Regarding third-party tools, it is necessary to mention the open-source Linux 
Test Project12 developed by several IT companies: it provides mainly functional tests, but also a 
condition variable latency measurement and a priority inversion stresser.

4.1.1 cyclictest. This tool cumulates measures from several time samplings, such as interrupt 
latency, scheduling overhead, and timer precision. The idea behind cyclictest is to accumulate all 
the latencies occurring while the system handles the response to an input event (in this case the 
firing of a timer interrupt) (Rowand 2013) in a black-box fashion. The simplified pseudo-code of 
cyclictest is shown in Listing 1. All the overheads caused by several factors (IRQ handling, 
scheduling, etc.) are cumulated through this trivial algorithm. The tool spawns parallel threads 
that continue to run the algorithm in order to produce statistics, in particular the worst-case 
latency value. However, since cyclictest is periodically invoked (interval = 1ms by default), seldom 
events occurring in the middle of the interval period and causing high overhead may not be 
visible (Emde 2010). Clearly, this drawback negatively impacts on the validity of the measured 
worst-case latency. By default, cyclictest performs measurements in μs-scale. The researcher who 
wants to use cyclictest for ns timing should carefully evaluate the precision of system clocks, 
timers, and the overhead added by cyclictest itself. The possibility of switching to hardware-based 
solutions also could be taken into account for accurate timing analysis.

4.1.2 Tracers. The tracing tools—called tracers—allow profiling real-time systems by generating 
traces related to the occurrence of specific events. Their implementation needs to be lightweight 
and time deterministic to minimize latency and side effects introduced by the tools themselves. The

11https://wiki.linuxfoundation.org/realtime/documentation/howto/tools/rt-tests. 
12http://linux-test-project.github.io/.

https://wiki.linuxfoundation.org/realtime/documentation/howto/tools/rt-tests
http://linux-test-project.github.io/


Listing 1. The simplified algorithm of cyclictest benchmark tool.

ftrace tool (Bird 2006) is built into the kernel. It contains basic functions to analyze the function 
call stacks and to observe kernel latencies (Rostedt 2009). KernelShark (Rostedt 2011) is a similar 
tool, specific for tracking scheduler events and thus evaluating latencies. LTTng (Desnoyers and 
Dagenais 2006), instead, with its GUI, is successfully employed to profile real-time applications 
running on PREEMPT_RT-enabled systems (Beamonte et al. 2012). A comprehensive survey on 
Linux tracers is available (Gebai and Dagenais 2018).

4.2 Linux PREEMPT_RT Real-Time Classification

The problem of providing a general and quantitative answer to what are the actual real-time capa-
bilities of Linux with the PREEMPT_RT patch is not clearly addressable. The complexity of a GPOS 
like Linux entails the practical impossibility to execute the static analyses typically performed on 
RTOS (Arthur et al. 2007). This is caused by the unrealistic effort required to compute the WCET 
for all the control paths and considering all the possible sources of interference. This, together 
with the nonpredictability of COTS hardware, makes it impossible to characterize upper bounds 
for latencies and WCET.

The common trend is not to consider Linux PREEMPT_RT as a hard real-time compliant so-
lution. The work of Brown and Martin (2010) and the technical report of Chalas (2015) led to 
the conclusion that real-time Linux systems can be considered 95% hard real time. These studies 
compared the latencies resulting from the execution of specific applications under certain system 
configurations. The general idea of a 95% hard real-time system is that deadline misses are toler-
ated if they occur with a probability lower than 5%. However, the timespan to be considered is 
not specified, making this classification not really convincing. A similar classification, but with 
99% constraint, was proposed for the Ach IPC RT Library (Dantam et al. 2015). These classes re-
call somehow the concept of a probabilistic hard real-time system (Bernat et al. 2002), in which the 
WCET of a task can be provided in a probabilistic sense. However, the fact that the constraints get 
satisfied seems to suffer the same nondeterministic issues of the hard real-time class: how can one 
formally demonstrate that the probability of missing the deadline is not underestimated? Proba-
bilistic real time is based on statistical theories; however, the theoretical results are still preliminary 
and controversial.

Aware of the conceptual limitations of the hard real timeness of the PREEMPT_RT patch, we 
now present the experimental evaluations. As previously stated, the following data are extremely 
dependent on the hardware platform, the benchmarks, and the system configuration. Accordingly, 
the reader should carefully take into account these factors before making any further conclusions.



4.2.1 Scheduling and Interrupts. All the works in the literature agree on the benefits introduced 
by the PREEMPT_RT patch in terms of improvements of the scheduling capabilities for real-time 
tasks.

Betz et al. (2009) argued that these improvements become evident when the best-effort 
workload exceeds 75%. However, this result is in contrast with that previously cited (Sousa et al. 
2012), in which the authors noticed a real-time performance degradation with a system workload 
greater than 50%. Unfortunately, the two papers make use of very different kernel versions—
2.6.25 and 3.2.11, respectively—and both lack details on the actual system configuration, making 
the experi-ments hard to be replicated and compared. Neglecting the workload effects, in the first 
approximation, we can state that interrupt and scheduling latencies reported are in the order of 
micro-seconds (μs) with worst cases under 50μs (Arthur et al. 2007; Emde  2010; Cerqueira and 
Brandenburg 2013; Cerqueira and Brandenburg 2013; Fayyad-Kazan et al. 2014; Hajdu and Brassai 
2015).

Arthur et al. (2007) noticed a general trend: the faster the processor, the smaller the scheduling 
jitter. This is naturally expected in single-core processors. In multicore processors instead, this 
may not be assumed so easily: faster processors mean potentially more resource contention—and 
consequently locking overhead—that can introduce unpredictable latencies. We think that such 
a trend could be the object of more accurate evaluations in future works. Since scheduling and 
interrupt latencies, as well as jitters, are critical metrics, the Open Source Automation Development 
Lab (OSADL) constantly performs a Quality Assurance analysis on Linux PREEMPT_RT in order 
to measure these parameters by performing suitable tests on different architectures. The details of 
this continuous monitoring activity can be found in Emde (2010).

4.2.2 Input/Output. I/O is another typical source of temporal nondeterminism. Besides the pre-
vious considerations about comparing experimental data, it is important to remark that acting on 
the hardware depends not only on the hardware itself but also on the kernel driver implementation.

Classical analyses focused on the performance of GPIO in terms of switching latency and jitter. 
Feuerer (2007) measured, in his master’s thesis, the GPIO jitter under 50μs in a x86 platform, while 
Mossige et al. (2007) bounded the timer and jitter under 100μs on a PowerPC processor. The GPIO 
toggle frequency is inversely correlated with the GPIO latency. In this regard, Brown and Martin 
(2010) obtained the highest possible GPIO toggle frequency estimation in kernel 2.6.33 (February 
2010) with two probabilistic classes: 95% hard real time and 100% hard real time. In the former, the 
vanilla kernel enables the reaching of 7.25kHz, while with PREEMPT_RT this value raises up to 
10.64kHz. In the latter, the vanilla kernel does not go over 0.41kHz, while with PREEMPT_RT 
a rate of 2.16kHz has been reached. The reader must remember that these numbers depend on 
hardware, drivers, the kernel version, and experimental conditions. Again, they should not be 
taken as absolute numbers and conclusions should be drawn with care.

The works of Barbalace et al. (2011) and Murikipudi et al. (2015) indirectly measured the I/O 
performance of Linux PREEMPT_RT in complex applications. In the former paper, the maximum 
GPIO toggling frequency achieved was 10kHz. In the latter, the sustainable frequency for manag-
ing a couple of ultrasonic transmitter/receiver sensors was only 2Hz  for PREEMPT_RT compared 
to 4Hz  for an RTOS. These results are an obvious consequence of the application-specific nature 
of the computation. The former in fact was an experiment on ADC conversions, while the latter 
was a complex image recognition algorithm.

4.2.3 Interprocess Communication (IPC). Sharing data among processes—i.e., sharing data be-tween 
threads in different address spaces—can also have an impact on the real-time workload, since we 
need to employ synchronization mechanisms for that. Concerning the Interprocess Communication 
(IPC) services, Garre et al. (2014a) showed increased latencies for PREEMPT_RT with respect to the 
vanilla kernel in the magnitude of tens of μs for operations on semaphores. This is



an expected result due to the throughput degradation introduced by PREEMPT_RT. Dantam et al.
(2015) presented the Ach IPC library that also tested the network latency. The work showed that 
using TCP/IP protocols in PREEMPT_RT leads to a latency within 200μs, which highlights an im-
provement with respect to old kernel versions. Previous works indeed showed latency values up 
to 1ms for Ethernet (Mossige et al. 2007) and over 2ms for TCP communications (Koolwal 2009).

4.3 Comparison with Other RTOS

A direct comparison between Linux PREEMPT_RT and other real-time operating systems is usu-
ally performed considering metrics like system or interrupt latencies. Xenomai, RTAI, and RTLinux 
are generally considered systems able to meet hard real-time constraints (Barbalace et al. 2008; 
Buttazzo 2011) and thus frequently used as references. Some works also took into account

LITMUSRT.
An extensive comparison between PREEMPT_RT and Xenomai was proposed in 2010 by Brown 

and Martin (2010). In this work, several experimental evaluations were performed, mainly on GPIO 
and response time latencies/jitters. This paper classified Linux as a 95% hard real-time system, 
since it showed the ability to maintain a GPIO switch frequency equivalent to Xenomai with a 
probability of 95% on the long run. The paper also suggested a decision flow chart to select the 
best approach to use for real-time in Linux.

In 2013, a recent version of PREEMPT_RT was compared with LITMUSRT (Cerqueira and 
Brandenburg 2013). Both provided similar scheduling latencies in an idle system (max 10 − 15μs); 
PREEMPT_RT obtained a similar latency for CPU-bound workload (max ∼ 17μs); instead, 
LITMUSRT considerably degrades (max ∼ 47μs). As discussed in Section 2.5, LITMUSRT essentially 
introduced changes on the Linux scheduling part. In fact, the authors proposed the integration of 
the LITMUSRT scheduling algorithm with the PREEMPT_RT patch as a future work. Linux was 
also compared to Windows CE and QNX Neutrino RTOS (Fayyad-Kazan et al. 2013a), generally 
showing lower real-time performance with respect to these commercial solutions. However, 
Linux outperformed Windows CE in average performance metric values and in synchronization 
primi-tive latencies.

In 2014, Garre et al. (2014a; Garre et al. 2014b) showed that RTAI and Xenomai can reach task 
switch times on average less than 1μs, while PREEMPT_RT cannot break the microsecond bar-
rier. The evaluation was performed running two threads with a busy loop containing a scheduler 
yield syscall. For the worst-case scenario, PREEMPT_RT reached similar results compared to 
RTAI (∼ 20μs), even if it still cannot compare to Xenomai (∼ 2μs). Similar results were obtained by 
the developers of the Ach IPC library (Dantam et al. 2015) when they compared Xenomai and 
PRE-EMPT_RT in 2015.

It is possible to conclude that, generally, RTOS and cokernel approaches still outperform Linux 
PREEMPT_RT in terms of real-time performance, while Linux is better on average performance, 
as expected by its GPOS nature. The next section presents the impact of PREEMPT_RT on system 
throughput.

4.4 Throughput Impact

As already discussed in Section 1, unlike GPOSs, the performance goal of an RTOS is not to max-
imize the system throughput. An RTOS must be characterized by predictability, responsiveness, 
and low latency. In fact, system throughput and latency are two metrics usually in tradeoff. In this 
section, we aim at summarizing the works that evaluated the negative impact of PREEMPT_RT on 
system throughput.

When using PREEMPT_RT, we saw that the improved kernel predictability implies a higher 
number of context switches compared to the vanilla kernel. This is the main cause of throughput



degradation. Furthermore, mechanisms like Priority Inheritance (see Paragraph 3.1.3) introduce 
additional complexity in kernel space and a consequent increase of overhead.

Since throughput is not the primary concern of real-time developers and researchers, only a 
few articles are available in the literature analyzing its degradation when the PREEMPT_RT patch 
is applied. The Arthur et al. (2007) paper is probably the first work focusing on this aspect. The 
authors used LMBench (McVoy et al. 1996), a suite of benchmarks, to compare various UNIX sys-
tem metrics, e.g., memory, IPC latencies, network bandwidth, and system call overheads. They 
concluded that the PREEMPT_RT patch does not significantly influence the system performance. 
However, the metrics selected in this paper are not representative of the throughput degradation, 
since most of the metrics are related to system latencies. Already in the first years of the PRE-
EMPT_RT patch, Jeong et al. (2007) noticed that the actual throughput may be reduced by a factor 
of 5, but bounding the frequency of context switches may help to maintain an acceptable per-
formance level. Later, the same authors analyzed the throughput degradation in Seo et al. (2009) 
experiencing a worst-case degradation of 10 times. However, we must consider that these works 
refer to two very different kernel versions. From 2007 to 2009, Linux and the PREEMPT_RT patch 
have deeply evolved with the introduction of further mechanisms.

The most valuable analysis of throughput degradation is probably the paper of Litayem and 
Saoud (2011). The authors tested both latencies and system throughput, using, respectively, 
cyclictest and unixbench (Smith et al. 2011). They compared the results for Xenomai, PREEMPT_RT, 
and the vanilla Linux kernel.13 Unexpectedly, Xenomai outperformed PREEMPT_RT in terms of 
throughput. In particular, PREEMPT_RT performed very badly in multicore scenarios, showing a 
49% degradation compared to the vanilla Linux kernel. However, we have to consider that, since 
the kernel version used was older than 2.6.39 (the exact used version is missing in the paper), the 
Big Kernel Lock (BKL) might have had a big impact in multicore performance degradation due to 
the higher resource contention. In fact, later in 2014, Fayyad-Kazan et al. (2014) showed that there 
were clear improvements (up to 35%) compared to kernel version 2.6.33, due to the BKL removal.

5 APPLICATIONS

In this section, we provide an outline of the most noticeable use cases exploiting the Linux PRE-
EMPT_RT patch. The purpose here is to have an overview of the real-time application fields for 
which the introduction of PREEMPT_RT has brought benefits. We included industrial works, but 
only the ones for which a publication is available. Of course, more unpublished industrial applica-
tions exist even if not discussed in this survey.

5.1 Use Cases

In this section, we present a list of of both industrial and scientific use cases available in the liter-
ature, relying on the exploitation of the PREEMPT_RT patch. The discussion follows the chrono-
logical order of publication.

The first use case was carried out in 2007 by IBM Research: a work on a real-time Java virtual 
machine (RTJVM) (Auerbach et al. 2007). In this scenario, PREEMPT_RT has bound latencies for 
the Java garbage collector, allowing the execution of a classical soft real-time application: a music 
synthesizer. The following year, another real-time Java application (Plšek et al. 2008) aimed  at 
exploiting PREEMPT_RT for the kernel preemptibility and the high-resolution timers.

In 2009, Kume et al. (2009) showed how the PREEMPT_RT patch can be effective also for 
real-time control of a robotic arm, performing inverse kinematic calculations. The maximum

13They actually compared three different configurations varying the compile-time settings of the vanilla kernel: standard,

low latency, and server.



response-time jitter experienced was in fact on the order of 100μs. They also tested the real-time 
capability by producing a periodic square wave, obtaining a response-time jitter of just 17ns . In 
the same year, two other classes of use cases were proposed: avionic (Schoofs et al. 2009) and net-
working (Goldoni et al. 2009). In the former, Linux was used as a simulator of the final hardware to 
allow rapid development of the avionics software. With the use of PREEMPT_RT, they were able 
to simulate the embedded systems with comparable latencies, and even if the system could not 
guar-antee hard real-time constraints, it correctly ran the simulations. In the latter case, the 
authors proposed a tool to estimate the available bandwidth of a network path. They used an 
active prob-ing strategy, i.e., injecting traffic packet to estimate the bandwidth. In order to reduce 
the noise in the observations and consequently increase the estimation quality, they applied 
PREEMPT_RT to obtain accurate timing measurements.

In 2010, a couple of industrial network use cases were introduced: the work of Baumgartner and 
Schoenegger (2010) and the patent of Khawer and So (2010). The first one implemented the hard 
real-time POWERLINK protocol in a Linux machine and analyzed the maximum achievable trans-
mission rate according to the real-time constraints and variable system load. The patent instead 
presented a middleware layer for the implementation of device drivers able to meet real-time re-
quirements in Real Link Control (RLC) networks. In the same year, Schoepfer et al. (2010) presented 
a complex robotic arm application, where Linux played the role of the outmost level of control.

In 2011, another real-time Ethernet protocol, EtherCAT, was used in conjunction with PRE-
EMPT_RT in the work of Mercado et al. (2011). Kacmarik et al. (2011) wrote a Linux device driver 
communicating with an FPGA PCIe card in order to implement a GNSS (Global Navigation Satellite 
System) receiver. The hardware of the system was voluntarily kept simple, leaving to the device 
driver the management of interrupts and of the GNSS protocol. This implied the necessity of meet-
ing timing deadlines, successfully accomplished by the PREEMPT_RT patch. Weisbach et al. (2011) 
investigated the effects of device drivers on a PREEMPT_RT system, showing that using a user-
space driver did not compromise the real-time capabilities. In the same year, we had a couple of 
other robotic use cases, exploiting the cokernel approach. The first one was by Medina et al. (2011), 
in which an RTAI system performed the computation for the control part and a PREEMPT_RT 
system provided real-time speech synthesis and recognition. The second one was by Kaneko et al.
(2011), where the PREEMPT_RT system was actually used as the hard real-time system.

In 2012, Bonestroo (2012) published a master’s thesis on a tripod robot using a control algorithm 
implemented on a PREEMPT_RT system. He remarked on the necessity of a ready-to-use system, 
because RTAI or Xenomai would be too expensive in terms of required setup time. Sakamoto 
and Kondo (2012) presented a passive robotic medical application in which the Linux system was 
in charge of reading measurements and carrying out the force-feedback data to motors. A six-

legged robot, controlled by several hardware PI14 controllers that receive the set point from a 
gait algorithm run on a PREEMPT_RT system with a loop frequency of 100Hz, was presented by 
Bombled and Verlinden (2012).

In 2013, Yun et al. (2013) evaluated the real-time performance of the PREEMPT_RT patch for 
a big physics experiment HPC application. Conversely from the previous cases, here the authors 
experienced no advantages or even worse results compared to the standard Linux. However, as 
also stated by the authors, the system was not carefully configured and tuned. This may have gen-
erated the conditions for unexpected latencies. A very well-received medical surgery framework 
was presented by Hannaford et al. (2013). This used the PREEMPT_RT patch to ensure real-time 
capabilities. Since no tight guarantees could be provided, the safety standards limited the use of 
this framework in research. Still, in 2013, Nguyen et al. (2013) implemented a broadcast/multicast

14PID controller variant without derivative effect.



communication system based again on a cokernel system, including RTAI and PREEMPT_RT 
Linux. Unfortunately, the authors did not provide further details on the configuration and inte-
gration of this mixed system.

Moving to 2014, we found four works worth mentioning: (1) Gabrielli et al. (2014) presented 
an over-LAN transmission system for audio applications using a COTS platform equipped with 
Linux Debian patched with PREEMPT_RT in order to reduce the cost of introducing specialized 
hardware; (2) a patent by Khawer and Easwaran (2014) scaled the previous patent to bigger mul-
ticell telecommunication networks; (3) a humanoid robotic application by Smith et al. (2014) was 
programmed in a mixed C++ and Java environment and based on a Linux PREEMPT_RT system in 
order to guarantee acceptable levels of latency for motor control; and (4) Verschueren et al. (2014) 
implemented a car-driving visual algorithm, in which the Linux system gets the car position and 
orientation from a camera (at 100Hz) and issues control inputs for the car.

In 2015, the PREEMPT_RT patch was again used for a network application by Mao et al. (2015). 
The work implemented a Radio Access Network over a container cloud system with the usual goal 
of minimizing the latencies.

In 2016, Zappulla et al. (2016) presented a spacecraft simulator based on the RT patch, providing 
also an analysis of the operating system latencies, bounded by 100μs. In the same year, Dalbert 
(2016) presented a master’s thesis on the implementation of a real-time field bus system with 
Linux PREEMPT_RT. One of the most recent works is the application of the patch to the Robot 
Operating System (ROS) described in the tutorial of Lages (2016).

In 2017, Cheng et al. (2017) tried to port a 3D printer system to PREEMPT_RT Linux, but unfor-
tunately the required 1μs resolution by stepper motors cannot be achieved. Even if a 1μs resolution 
is hard to achieve by PREEMPT_RT or other Linux variants, again the article did not provide any 
information on how the kernel was configured, preventing further discussions on this. In the same 
year, Tan et al. (2017) presented a case study where the Linux PREEMPT_RT was used for the con-
trol of a synchrotron operating at a 5kHz cycle rate. As with other use cases, the selection of 
PREEMPT_RT was dictated by the need to reduce the development effort.

Finally, in 2018, it has been used to reduce the kernel latencies that can hinder the PCIe inter-
connection performance of a distributed real-time heterogeneous system (Erickson et al. 2018).

5.1.1 Discussion. We can classify the aforementioned use cases into four different categories, 
as summarized in Table 2. As we have seen, PREEMPT_RT can be helpful not just in embedded 
systems applications. For example, real-time requirements can be defined to build simulators, im-
proving the performance of the underlying models. In Table 3, we made instead a recap of all 
the possible scenarios for which PREEMPT_RT can introduce benefits, along with the possible 
drawbacks.

It is worth remarking on how some of the cited papers used PREEMPT_RT-based systems as 
a black box, without conducting any analysis. However, a suitable configuration of the kernel 
and related tunable knobs is required in order to get an acceptable level of real time. This should 
be required for both production systems and research works aiming at providing an analysis of 
the actual real-time capabilities of Linux. In our opinion, there is a recurrent lack of the research 
works on real-time Linux. Even if the development effort is much lower than RTAI or Xenomai, 
the system has to be properly tuned, as also outlined by numerous cited papers. It is important 
that any researcher performing tests with real-time Linux remains aware of the effects of a wrong 
or missing configuration of the system, in particular at the kernel level.

5.2 Virtualization

Linux PREEMPT_RT has also found space in virtualization-based systems. Some works used it as 
a test bench to compare the real-time capabilities of the hypervisor (Fayyad-Kazan et al. 2013b;



Table 2. List of Cited Use Cases Categorized by Operating Scenario and Scientific/Industrial Works

Scientific Papers Industrial Works

Embedded systems

Plšek et al. (2008)
Kume et al. (2009)

Schoepfer et al. (2010) Kacmarik 
et al. (2011) Medina et al. (2011)
Kaneko et al. (2011) Sakamoto 
and Kondo (2012) Bombled and 

Verlinden (2012) Smith et al. 
(2014) Verschueren et al. (2014) 

Lages (2016)
Tan et al. (2017)

Schoofs et al. (2009) Ghosh 
and Sampath (2011) 

Sampath and Rao (2011)

General-purpose 
systems

Weisbach et al. (2011) 
Gabrielli et al. (2014)

Auerbach et al. (2007)

High-performance 
computing

Yun et al. (2013) -

Network

applications

Goldoni et al. (2009)
Baumgartner and Schoenegger (2010) 

Mercado et al. (2011)
Nguyen et al. (2013)

Khawer and So (2010) 
Khawer and Easwaran (2014)

In case of conjoined works, scientific was selected.

Table 3. Possible Scenarios and Limitations of the PREEMPT_RT Patch in Different Fields

Possible Scenarios Limitations

Embedded systems

• Any non-safety-critical
application
• Automotive, avionics,

medical, robotics, etc.
• Infotainment systems
• Slow regulators

• No mathematical guarantees
• No native fault-tolerance

mechanism
• Hard to certify

Network

applications

• Network devices, e.g.,
firewalls, routers, etc.
• Real-time networks

• Throughput degradation
• It usually requires specialized

protocols

General-purpose

systems

• Audio and video applications
• Physical system simulators
• Data simulation and analysis

• Throughput degradation
• Difficult to control interferences

from other applications

High-performance

computing

• Fixed or adaptive QoS for
HPC applications
• Interactive applications that

require big computational
power

• Custom kernels sometimes not
allowed in supercomputers
• Complex management of

non-real-time internode
networks



Aichouch et al. 2013a; Sheridan-Barbian 2015). In 2010, Yu et al. (2010) proposed a scheduler for 
the Xen hypervisor able to correctly manage real-time guests. This filled the lack shown by the 
standard Xen scheduler in meeting real-time requirements, even for maximum priority guests.

In other scenarios, Linux PREEMPT_RT has also been deployed as host operating system in 
conjunction with the Kernel-based Virtual Machine (KVM). KVM substantially consists of a kernel 
module that allows the user to run a guest operating system. In this regard, the first work 
available is Schild et al. (2009), who evaluated the overhead in terms of latencies introduced by 
KVM over a Linux PREEMPT_RT system. They found that the impact of KVM on interrupt 
latencies is lower than ≤ 3μs. The same  year, Kiszka (2009) presented a detailed analysis of the 
real-time capabilities of Linux PREEMPT_RT when used as both the host and guest OS, in 
conjunction with the KVM hypervisor. They quantified the overall system overhead in the range 
from 15% to 25% including scheduling latency obtained in the guest operating system under < 
1ms . Later approaches for industrial control systems include the work by Ghosh and Sampath 
(2011) and by Sampath and Rao (2011), the last focused on QEMU.

Aichouch et al. (2013b) instead presented a preliminary evaluation of LITMUSRT in terms of 
scheduling and interrupt latencies in two scenarios: (1) installed as main RTOS and (2) virtualized 
on top of a Linux PREEMPT_RT with QEMU/KVM virtualization system. An automotive scenario 
was presented by Hamayun et al. (2014), where several possible solutions were evaluated, including 
cokernel approaches. However, at the end they suggested a custom RTOS that, besides the high 
development cost, allows the system to meet the hard real-time constraints required by automotive 
environment.

A mixed work was proposed by Zuo et al. (2010), who used a vanilla Linux kernel with KVM as 
host and Linux PREEMPT_RT as guest. They identified an acceptable average latency (< 26μs) but 
a nonacceptable worst-case latency (> 1ms). They observed how most of the latency spikes were 
caused by SMI enabled in the host machine.

The PREEMPT_RT patch showed good results in latency optimization in cloud computing. In 
2015, Mao et al. (2015) used Docker (a container-based virtualization system) over a PREEMPT_RT 
Linux system, noticing an improvement in terms of latency reduction on both the host and 
containers.

5.3 Derivative Works

In this section, we briefly mention a couple of derivative works/uses of the PREEMPT_RT patch.
The ChronOS Linux (Dellinger et al. 2011) is a Linux kernel variant that includes the PRE-

EMPT_RT patch. It is focused on the implementation of different schedulers for multiprocessor 
systems aimed at improving the scheduling of both real-time and best-effort applications. In fact, 
it has been used in different scientific works, in particular for the development of scheduling 
algorithms.

Finally, a specialized derivative work was presented by Wings et al. (2015) as a variant of Linux-
CNC (i.e., a Linux distribution for CNC machines). The idea was to implement a real-time Ethernet 
interface in LinuxCNC using PREEMPT_RT to increase the real-time capabilities at the kernel level, 
thus removing the legacy RTAI interface, which cannot support the required user-space driver.

6 RELATED WORK

Several surveys (Stankovic and Rajkumar 2004; Baskiyar and Meghanathan 2005; Anh and Tan 
2009; Davis and Burns 2011; Hambarde et al.  2014) and books (Laplante et al. 2004; 
Stoyenko 2012) on real-time operating systems and a massive quantity of related scientific papers 
have been written since the 2000s. However, none of them has systematically discussed Linux 
strategies for real time. Vun et al. (2008) presented a very short survey on real-time Linux 
variants, including



Xenomai and RTAI. In early years, Dietrich and Walker (2005) and Scordino and Lipari (2006) 
suggested possible paths of Linux development and research for real time.

Concerning real-time Linux in virtualization-based contexts, Gu and Zhao (2012) presented a 
survey on challenges in embedded system virtualization, focusing on Linux-based solutions. Re-
cently, Sheridan-Barbian (2015) discussed real-time virtualization, providing a brief description of 
Linux PREEMPT_RT.

To the best of our knowledge, no survey on PREEMPT_RT Linux is available in the literature. 
The relevant number of articles spread over the last 15 years and the increasing interest in real-
time multicore and mixed-criticality systems, combined with the increasing challenges discussed 
in Section 1, justify the necessity of a methodical survey covering the development of Linux PRE-
EMPT_RT and the application scenarios that can benefit from it.

7 CONCLUSIONS AND FUTURE WORKS

Researchers and engineers are facing new challenges in both industrial and scientific environ-
ments for the future real-time systems, due to the growing complexity of architectures. It is nec-
essary to find solutions to satisfy the increasing demand of computational power required by new 
applications while maintaining the timing constraints. This work surveyed the available litera-
ture regarding the use of the Linux kernel for real-time applications, particularly focusing on the 
PREEMPT_RT patch. This patch has been developed in the last decade with the aim of introduc-
ing real-time capabilities in the Linux kernel, avoiding the adoption of dual-kernel (or cokernel) 
approaches. The dual-kernel approaches currently perform better than PREEMPT_RT in terms 
of system predictability and absolute latencies. However, they introduce disadvantages by mak-
ing the application development more complex, which means harder maintainability and lower 
portability.

The PREEMPT_RT patch and its features have been presented together with the survey of per-
formance analysis and the comparisons with the state-of-the-art RTOSs. Some industrial works 
available in the literature have been mentioned and briefly described.

We can conclude that the PREEMPT_RT patch seems promising when adopted in industrial en-
vironments only if the hard real-time requirements are not dictated by safety-critical constraints. 
Linux could not in fact provide any formal guarantee of WCET using classical static analysis tools. 
This is due to both the kernel complexity and intrinsic unpredictability of modern architectures. 
Besides embedded scenarios, other scenarios can take advantage of the latency reduction and in-
creased predictability provided by PREEMPT_RT, e.g., multimedia, HPC, and network applications. 
Time predictability has gained interest in the HPC community, where the Linux kernel is exten-
sively used (Flich et al. 2018).

For academic and research purposes, PREEMPT_RT is a potential candidate for the development 
of both applications and test benches. In the first case, any type of application can be implemented 
and tested in a real-time environment with less effort rather than using complex RTOSs. In test-
bench cases, the experimenters can use Linux to test the performance of scheduling algorithms, 
IPC calls, and any other operating system mechanisms. It is important that researchers correctly 
configure the Linux system in order to have realistic latencies. This activity has been sometimes 
neglected and may lead to erroneous or unreliable conclusions.

As we said, most of the systems that require hard real-time constraints typically have safety 
requirements. Even though these implications are beyond the scope of this work, they have to be 
properly evaluated for PREEMPT_RT. Linux cokernel approaches can be certified for SIL2—a de-
tailed description can be found in the reports of Pierce (2002) and Berger (2010)—and this should 
be a goal also for PREEMPT_RT in order to allow the industry to exploit the advantages of using 
real-time Linux. In 2015, the Open Source Automation Laboratory started a project denominated



SIL2LinuxMP15 with the goal of certificating the base components of Linux both in single-core-
and in multicore-based systems. Cotroneo et al. (2016) presented a work in 2016 on the certification 
of open-source operating systems. The safety-related research on open source over the COTS plat-
form may be of great interest in the next few years, especially for embedded applications. From 
one point of view, all sources of previously described uncertainties have to be addressed in the 
hardware, operating system, runtime, and application layers. On the other hand, all nonfunctional 
requirements—which typically characterize the design of embedded systems—have to be taken 
into account, considering also that they are frequently in contrast with real-time requirements.

These issues are becoming more and more challenging considering the transition from multi-
core to many-core systems (Cucinotta et al. 2017). User-space and kernel-space processes running 
simultaneously and/or concurrently on a large set of cores require properly tuned scheduling al-
gorithms with the lowest possible computational complexity. Addressing these challenges is much 
harder in a real-time operating system, since the contention on kernel resources potentially entails 
longer waiting time on locks and, as a consequence, increased latencies.

Furthermore, recent state-of-the-art software architectures include a resource management mid-
dleware (or runtime) able to make scheduling decisions with a long-term goal. In Linux systems, 
resource managers use CGroup subsystems (Menage et al. 2008; Bellasi et al. 2015) to interact with 
the scheduler. Unfortunately, group scheduling is not supported when PREEMPT_RT is applied. 
An earlier attempt to support the group scheduling with the real-time patch was developed by 
Watkins et al. (2009). This is one of the most critical limitations of using Linux PREEMPT_RT in 
complex soft real-time application scenarios. Resource managers are also essential in scheduling 
decisions in heterogeneous computing systems; the real-time constraints pose several challenges 
to be addressed for these kinds of architectures.

Concerning the real-time classification of Linux, we can state that Linux cannot be considered 
strict hard real time, at least not for safety-critical scenarios. As discussed in this survey, it is 
not currently possible to formally and accurately predict the latencies of the Linux kernel and 
consequently the WCET of a real-time application. For this reason, the classical definition of a 
hard real-time operating system cannot be applied. Other classifications have been proposed in 
the literature, but they are not widely accepted.

In Section 4, we presented the current state-of-the-art performance analysis on the real-time 
capabilities of Linux, but further systematic investigations on the kernel latencies and jitters is 
needed to improve both the GPOS-to-RTOS transition pursued by PREEMPT_RT and the timing 
analysis of such a complex operating system. The ongoing evolution of the kernel and the lack 
of reproducibility of several works call for more systematic and accurate analysis. Even if still 
immature, another possible future option is to include the concept of probabilistic hard real time 
(Bernat et al. 2002; Reghenzani et al. 2018), which has been continuously evolving in the last two 
decades.
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