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Research in the Internet of Things (IoT) conceives a world where everyday objects are connected to the Internet
and exchange, store, process, and collect data from the surrounding environment. IoT devices are becoming
essential for supporting the delivery of data to enable electronic services, but they are not sufficient in most
cases to host application services directly due to their intrinsic resource constraints. Fog Computing (FC) can
be a suitable paradigm to overcome these limitations, as it can coexist and cooperate with centralized Cloud
systems and extends the latter towards the network edge. In this way, it is possible to distribute resources
and services of computing, storage, and networking along the Cloud-to-Things continuum. As such, FC
brings all the benefits of Cloud Computing (CC) closer to end (user) devices. This article presents a survey
on the employment of FC to support IoT devices and services. The principles and literature characterizing
FC are described, highlighting six IoT application domains that may benefit from the use of this paradigm.
The extension of Cloud systems towards the network edge also creates new challenges and can have an
impact on existing approaches employed in Cloud-based deployments. Research directions being adopted by
the community are highlighted, with an indication of which of these are likely to have the greatest impact.
An overview of existing FC software and hardware platforms for the IoT is also provided, along with the
standardisation efforts in this area initiated by the OpenFog Consortium (OFC).
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1 INTRODUCTION
The Internet of Things (IoT) [13] conceives a world in which every single object, from a “smart” one
(e.g., a smartphone, a wearable device) to a non-communicating “dumb” thing (e.g., a lamp post, a
dumpster), can join the Internet. Such objects may not only exchange data but may also store and
process data, use sensors to collect data from the surrounding environment, and actively intervene
on the latter through actuators. Moreover, people are also a part of this ecosystem, consuming and
producing data through their smartphones and wearable devices. The number of objects connected
to the Internet surpassed the world human population in 2010 [6] and is expected to reach between
50 and 100 billion by 2020 [10]. Furthermore, the McKinsey Global Institute forecasts a potential
economic impact for IoT applications of as much as $11.1 trillion per year in 2025 [106].

The IoT is necessary for the implementation of an unprecedented number of innovative services,
but it is not sufficient in most cases to host such services directly. The great amount of heterogeneous
data (i.e., the Big Data [31]) collected by IoT devices needs to be stored and processed, and the
obtained insights need to be retrieved for visualization or actuation. However, all these tasks can
rarely be performed on the IoT devices themselves, as such devices typically have limited compute,
storage, and networking resources and can be battery-powered [49]. Therefore, the IoT needs
support from more powerful resources – the most common being the use of Cloud Computing (CC)
resources [20]. It is worth noting that Clouds may be public, private, or an hybrid combination
of both [169]. The distinctive feature of public Clouds is that services and resources are made
available by a third-party provider to anyone who requires them. Such resources are off-premises
and rented according to a pay-per-use pricing model1. On the other hand, private Clouds are
such that services and resources are accessible only by specific users (e.g., the members of an
organization). Even though also private Clouds can be off-premises and managed by third-party
providers under payment, they typically are on-premises, and their resources are released for free,
as in that case users and providers coincide.
However, CC resources are concentrated in few Data Centres (DCs) which are considerably

far away from the vast majority of data producers and consumers. This is especially true for
public Clouds rather than private ones. Such non-negligible distance from end (user) devices
leads to some drawbacks that are not acceptable for several emerging applications and services.
Bonomi et al. proposed the Fog Computing (FC) [19] paradigm as a means to extend Cloud-based
capabilities towards the network edge, distributing resources and services of computing, storage,
and networking along the Cloud-to-Things continuum, in closer topological proximity2 to IoT
devices. Using FC, the key benefits of CC should be preserved, including resource virtualization,
transparency, and elasticity [42]. Furthermore, as for the Cloud resources and services, also the Fog
ones may be provided either for free or under payment. For instance, a municipality can exploit
part of its own Fog resources for free and grant upon payment the rest to third-party developers.
In a report commissioned by the OpenFog Consortium (OFC)3, 451 Research forecasts that the

global Fog market opportunity has the potential to be worth $3.7 billion by 2019 and to reach
$18.2 billion by 2022 [148] – with significant (and growing) academic and industry literature in
this area. Table 1 summarises the most relevant surveys carried out in FC and organizes them by
contributions, also highlighting the distinctiveness of the coverage in this paper. We do not consider
common contributions across these listed papers (e.g., description of FC principles, discussion of

1See https://reasonstreet.co/business-model-pay-per-use/. Last accessed: 11 April 2018.
2Topological proximity means that the communication path between end devices and Fog resources is short. We believe that
it is worth distinguishing this concept from that of geographical proximity, which is instead expressed in terms of physical
distance. Indeed, while the topological proximity typically entails the geographical one, the opposite is not always true.
3See https://www.openfogconsortium.org/. Last accessed: 12 April 2018.
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Table 1. The main survey papers on FC classified by contributions.

Contribution Papers
Focus on the IoT [4, 12, 126, 134, 197], this paper
Discussion of existing software and hardware platforms this paper

In-depth analysis of the state-of-the-art architectures and algorithms [102, 117]
Focus on resource management and offloading of user tasks [102, 107]
Standardisation efforts from the OFC [4], this paper
Standardisation efforts from ETSI [4, 102, 107, 164]
Security and privacy issues [88, 118, 126, 150, 164, 167]
Focus on developers and engineers [4, 102, 103, 126, 134, 164], this paper
Historical context & background of FC this paper

Summary of recent work (i.e., from 2017 onward) [4, 12, 88, 102, 107, 117, 118, 126, 164, 197],
this paper

use cases for FC, review of the research challenges introduced by FC); we only highlight coverage
that is unique in each case.

The objective of this paper is to provide a comprehensive survey on FC, with a specific focus on
its integration with the IoT. However, although FC is tailored to the IoT, it is worth noting that
its use is applicable in a number of other contexts, e.g., content delivery, gaming, network control
functions. This article extends existing literature in FC in the following ways:

• it provides an overview of existing FC platforms for the IoT. Several software and hardware
systems are already available, but to the best of our knowledge, none of the existing surveys
discuss them. We believe that such a novel contribution may be of particular interest to
engineers and developers. This is a changing landscape, and we provide a representative set
of examples of systems;

• it highlights six IoT application domains that can benefit from FC and reports existing
literature for these domains;

• it provides the historical background of FC, relating it to earlier proposals and demonstrating
how FC is an evolution of these to address the needs of IoT applications. Existing survey
papers mainly refer to these other paradigms as “similar concepts".

The rest of the paper is organized as follows. For the sake of comprehensiveness, we first provide
a general overview of FC. In Section 2, we discuss the limitations of integrating IoT and Cloud
systems which motivate the need for FC; in Section 3, we highlight the principles characterizing
FC, whereas, in Section 4, we analyse FC from a historical perspective. Section 5 highlights six
IoT application domains that can benefit from FC, identifying existing literature for each domain.
In Section 6, we analyse challenges associated with extending Cloud-based systems towards the
network edge, summarizing how the research community is addressing these challenges, and
pointing out the main open issues and future research directions. Section 7 provides an overview
of existing FC platforms for the IoT and outlines standardisation efforts being undertaken by the
OFC. Finally, we provide conclusions in Section 8.

2 THE NEED FOR FOG COMPUTING
The integration between CC and the IoT allows resource-constrained IoT devices to offload data and
complex computation onto the Cloud, taking advantage of its computational and storage capacity.
However, the centralized nature of a Cloud DC can lead to a considerable topological distance
between CC resources/services and the vast majority of end (user) devices. This mostly depends
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on where the Cloud DC is located and/or on the area it covers. As such, private Clouds are more
rarely affected, unless they cover considerably wide areas (e.g., the private Cloud managed by
a municipality for Smart City services) and/or are off-premises. On the contrary, public Clouds
are aimed at providing global coverage, and it is not rare to be served by public Clouds located
in another country or even continent. In this section, we discuss the main shortcomings of the
Cloud-IoT integration, which are all due to the great distance separating the Cloud from the IoT
devices.

2.1 Latency
Some IoT application domains fall under the Ultra-Reliable Low-Latency Communications (URLLC)
category, where extremely low and predictable response times are of utmost importance. According
to [160], road safety and autonomous driving services require latencies of less than 50ms, while
Smart Grids of up to 20ms; Smart Factories have the most stringent requirements, with latencies
varying from 250 µs to 10ms. The distance between IoT devices and the Cloud often leads to a high
communication latency that makes it difficult to satisfy application time constraints. For instance,
the average round trip time between an Amazon Cloud server in Virginia (USA) and a device in
the US pacific coast is 66ms; it is equal to 125ms if the end device is in Italy; and reaches 302ms
when the device is in Beijing [8].

2.2 Bandwidth consumption
The number of “smart” objects producing and/or consuming data is projected to exponentially
increase within the next few years. ABI Research estimates that data captured by IoT devices in
2014 surpassed 200 exabytes (i.e., 200 billion gigabytes) and is expected to exceed 1.6 zettabytes (i.e.,
1600 billion gigabytes) by 2020 [149]. For example: a smart factory might produce over a thousand
terabytes (i.e., one million gigabytes) a day; self-driving cars may generate one gigabyte a second;
and smart meters in the United States collect energy consumption data at 53.6 petabytes (i.e., 53.6
million gigabytes) a year [86].

2.3 Privacy and security
The use of IoT devices leads to the inevitable collection of sensitive data (e.g., health-related data)
which needs adequate protection. Transmitting these data over the public Internet to a Cloud DC
can incur privacy risk [200]. Due to limited (user) control over identifying a data path from the IoT
device to the Cloud DC, and as IoT devices do not have enough resources to encrypt/decrypt data,
challenges of confidentiality, integrity and availability (referred to as the C-I-A triad) are important.
Legal implications may be raised when sensitive data collected in one country are transmitted to a
Cloud DC in another country where regulations are different – an aspect that has become more
significant with the recent General Data Protection Regulation (GDPR) legislation in Europe and
the California Data Privacy Law (in the US).

2.4 Context awareness
Context is defined in [2] as “any information that can be used to characterize the situation of
an entity”. Examples of context information may be: (i) the set of nearby nodes and/or services;
and (ii) local network conditions and traffic statistics. Context awareness enables provision of
improved services and resources utilization [135]. Due to a disaggregation between a Cloud DC and
the sensor/actuator nodes (primarily due to geographical location and lack of proximity), limited
context is shared between them. For instance, if a Cloud-hosted service detected a car accident at
an intersection, it would not be able to inform other vehicles in the vicinity of the accident, due to
lack of local context.
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2.5 Hostile environments
Some IoT devices are employed in critical domains (e.g., traffic and emergency management)
where environment and people’s safety are key concerns. In such scenarios, the availability of
services and data must be constantly guaranteed. However, there exist contexts referred to as hostile
environments (e.g., rural areas or developing countries with a weak networking infrastructure,
military settings, areas afflicted by natural or man-made disasters) in which the IoT experiences
intermittent or no network connectivity towards the distant Cloud, and in which, as a result, the
service gets interrupted, has very low performance, or is simply not available [157].

3 FOG COMPUTING PRINCIPLES AND STRENGTHS
FC was proposed in 2012 by Cisco [19] in order to overcome limitations of integration between
Cloud DCs and the IoT. This section examines the principles and strengths of FC, focusing on
the definition from the OFC [42]: “Fog computing is a horizontal, system-level architecture that
distributes computing, storage, control and networking functions closer to the users along a cloud-to-
thing continuum”.

3.1 Closer to the users along a cloud-to-thing continuum
As outlined in Section 2, drawbacks of Cloud-IoT integration are caused due to centralization of a
Cloud DC. When talking about FC, it is worth noting that the expression “towards the network
edge” does not mean “only at the network edge”, as Fog services may be distributed anywhere
along the continuum from Cloud to Things, hosted on nodes known as Fog Nodes (FNs) [108]. Any
device that has enough computing, storage, and networking capabilities to run advanced services
can be a FN [45]. Hence, FNs may be: (i) resource-rich end devices (e.g., vehicles, smart traffic
lights, video surveillance cameras, industrial controllers); (ii) advanced edge nodes (e.g., switches,
gateways, Wi-Fi access points, cellular base stations); and (iii) specialized “core” network routers4.

Table 2. FC advantages over the simple Cloud-IoT integration.

Cloud-IoT limitation How the Fog can overcome it
Latency FNs perform data analytics close to where data are collected and actions should be performed.

This enables predictable response times, which are essential to many IoT applications.
Bandwidth consumption Since a good portion of the data is communicated to nearby FNs, a reduced amount is

exchanged with a Cloud DC. Moreover, FNs behave as a broker between the Things and
the Cloud, further reducing data transmitted to a Cloud DC. Overall, FC helps to efficiently
manage the volume of Big Data, by significantly reducing bandwidth consumption. [165].

Privacy and security Sensitive data can be locally stored and analysed by a FN, instead of being sent over the
Internet up to the Cloud. However, the Cloud might need access to (part of the) sensitive
data. In this case, such data may pass through the Fog for privacy enforcements that are
not feasible for the resource-constrained IoT devices (e.g., extraction and transmission of
metadata, complex encryptions). Therefore, the Fog can considerably improve privacy and
security in modern applications and services.

Context awareness FNs are located in closer proximity to IoT devices, improving context awareness. Exploiting
context information enables improved services and/or optimizes resource utilization.

Hostile environments FC proves to be fundamental when a service needs to be always available, but IoT devices
experience intermittent or no connectivity to the Cloud. Instead, such a critical service may
be provided by a nearby FN to which the IoT devices are able to connect.

4The core network, also known as backbone, connects different access networks with one another. Each access network
comprises end devices and edge nodes, with the latter providing the former with an entry point to the core network.
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Table 2 identifies the advantages of FC over a simple Cloud-IoT integration, which are all
consequences of the topological closeness of a Fog service to the associated IoT nodes. It is worth
noting that these are all well-known strengths of FC and that the contents in Table 2 are taken
from [37, 154, 157, 162].

3.2 System-level paradigm
The Fog is a system-level paradigm in the sense that it “extends from the Things, over the network
edges, through the Cloud, and across multiple protocol layers – not just radio systems, not just a
specific protocol layer, not just at one part of an end-to-end system, but a system spanning between
the Things and the Cloud” [43]. Hence, FC fosters the development of systems where the overall
service is generally not provided by a single resource-rich computer. Instead, the service is typically
decomposed and provided by a hierarchy of FNs such that each of them runs a specific portion of
the overall service, while cooperating with the other FNs. This pyramid-like organization is one of
the guiding principles of the OpenFog Reference Architecture (OFRA) [42], as discussed in Section
7. However, as stated by the OFC in [42], “computational and system hierarchy is not required for all
OpenFog architectures, but it is still expressed in most deployments".

As shown in Fig. 1, the lowest layer in the hierarchy comprises the Things and the end devices
in general, which might themselves behave as FNs if they are powerful enough. The higher layers
lead from the network edge up to the core, and their number and composition depends on the
actual application domain and purpose [42]. Finally, the topmost layer might be represented by the
Cloud. Indeed, - and this is of paramount importance - FC does not replace the Cloud, but typically
coexists and cooperates with it, as many services require the characteristics of both the Fog and
the Cloud [19]. Interactions in such hierarchical systems may be of any type, both within the same
layer and among nodes belonging to different layers [42]. Each node makes its own contribution to
the overall service, and the nature of its role highly depends on its position in the pyramid. This is
summarized in Table 3, which is the result of an integration of coverage across [19, 37, 42].

F�� F��

F��F��

F��F��

���

����

����

�����

Fig. 1. FC hierarchical organization.
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This hierarchical organization, together with proximity to end devices, is the main characteristic
of FC, which makes it particularly suitable for the IoT. The IoT domain is often identified by wide-
area deployment of sensors and actuators that can cover areas of hundreds or more square miles.
Moreover, IoT applications and services are always more complex, as they may involve aspects such
as: time-critical control, visualization and reporting, and historical analysis of Big Data. Spanning
from the Things up to the Cloud, the Fog hierarchy enables all this. Examples of FC hierarchies
applied to transportation systems and to the food processing plant can be found in [42], while [19]
reports an example related to Smart Grids.

3.3 Horizontal paradigm
FC can also be viewed “horizontal" in the sense that it is generic enough to be applied in a number of
different application scenarios, e.g., content delivery, gaming, network control functions [61, 93, 201].
However, this survey only focuses on the contribution of FC to the IoT.

Table 3. Nodes have different properties and roles according to their position in the hierarchy.

FNs closest to the IoT FNs at the core network Cloud
Fog benefits (see Table 2) The FC advantages are evi-

dent.
They become less evident. They are null.

Geographical coverage These FNs are widely dis-
tributed in order to en-
sure close proximity to
the Things. Hence, each
of them covers a small
area, controlling few IoT
devices.

The farther from the true
edge, the fewer the FNs.
Therefore, each of them cov-
ers a rather wide geographi-
cal area.

CC resources are highly
concentrated in few DCs all
over the world. Thus, the
Cloud features a global cov-
erage, as each DC has to
manage a huge area.

Data persistence Time-sensitive data are
sent to these FNs for in-
stant (i.e., O(milliseconds))
decision-making and actu-
ation. Hence, such data are
transient.

Data which can wait (seconds
to minutes) from the time of
sensing to that of actuation
are sent to these FNs.

Data persist in the Cloud
for days, weeks, or even
months for historical analy-
sis.

Computing power These FNs are typically
the least powerful, as they
have to process transient
data from a limited area.

The higher the level in the
pyramid, the more powerful
the nodes. There is therefore
a need to process more per-
sisting data from a wider ge-
ographical area.

The Cloud is the most
powerful. Furthermore, the
insights realizable in the
Cloud are the greatest due
to the size of datasets avail-
able.

Contribution These FNs collect the data,
process them, and issue ac-
tuation commands. They
may also filter the data to
be kept locally and trans-
mit the rest to the higher
layers. Thus, the only type
of interaction at this level
is Machine to Machine
(M2M).

These nodes typically
perform data filtering, com-
pression, and transformation.
They may also issue less
time-sensitive commands to
the actuators. Finally, they
can provide visualization
and reporting services to
end users. Hence, this level
features both M2M and
Human to Machine (HMI)
interactions.

The Cloud collects data
from hundreds or thou-
sands of nodes. It performs
long-term storage, histori-
cal analysis and forecast-
ing, and Big Data analytics.
The Cloud typically inter-
acts with the final users for
insights delivery, although
also IoT nodes might di-
rectly communicate with it.
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4 HISTORICAL BACKGROUND
FC is an evolution of early proposals with the objective to best answer the needs of the IoT. This
section explores the Fog and the so-called “similar concepts" from an historical perspective, with
the purpose to clarify the reasons which led to the characteristics of each of these concepts and
focus more on their similarities rather than their differences.
It all began in the early 2000s with a big contradiction in one of the most emerging trends

of that period: Mobile Computing. On the one hand, mobile devices have the potential to make
emerging services in several fields (e.g., healthcare, gaming, entertainment, social networking)
always available; though, on the other hand, they usually have limited computing capabilities, as
they have to be often light and small and require a long battery life [51]. Therefore, it is difficult for
them to provide resource-intensive services by just relying on their own facilities.

Hence, how is it possible to release the full potential of Mobile Computing despite its limitation? In
2001, Mahadev Satyanarayanan (professor of Computer Science at the Carnegie Mellon University)
proposed the concept of Cyber Foraging as a possible solution to the problem [153]. This paradigm
suggested to offload data and intensive computation from a mobile device onto a more powerful
server belonging to the fixed infrastructure. Such a server was supposed to be in close proximity to
the associated mobile node, but this assumption was not made explicit by Prof. Satyanarayanan at
that time. Although Cyber Foraging is the real ancestor of FC, other paradigms bringing content
or computation closer to the end devices, such as Content Delivery Networks (CDNs) [132] and
in-network processing [33], were being proposed in those years.

Among the many open issues raised by Cyber Foraging, one was particularly tricky: who and why
should have made those servers available? The answer to this question was found few years later
with the introduction of CC, whose characteristics have been already discussed in the Introduction
of this paper. The integration between Mobile Computing and CC is referred to as Mobile Cloud
Computing (MCC) [65].

Although MCC was a promising paradigm, it presented all the limitations discussed in Section 2.
Therefore, in 2009 Satyanarayanan et al. [155] suggested to cope with such shortcomings (and
in particular with the high and unpredictable latencies) through the concept of Cloudlet, which
was the de facto birth of a paradigm known as Mobile Edge Computing (MEC) [102]. A Cloudlet
is defined as “a trusted, resource-rich computer or cluster of computers that is well-connected to the
Internet and available for use by nearby mobile devices". A resource-constrained mobile device can
behave as a thin client and, rather than relying on the distant Cloud, can offload all the significant
computation onto a nearby Cloudlet located at the network edge. This still provides all the benefits
of CC, such as virtualization and efficiency, though without the characteristic delays. If no Cloudlet
is present nearby, the mobile device can temporarily rely on the Cloud as a fallback option or, in
the worst case, on its own resources [155]. More in general, the use of Cloudlets to support any
type (i.e., either mobile or fixed) of resource-limited end devices or groups of devices is simply
referred to as Edge Computing (EC) [78].

Since MEC emerged as a worthy solution to enable computation-intensive mobile applications,
the European Telecommunications Standards Institute (ETSI) created an Industry Specification
Group (ISG) in 2014 with the purpose to define and integrate a standard implementation of MEC
into cellular networks, which was called ETSI Mobile Edge Computing (ETSI MEC) [80]. According
to the ETSI, such a standard lets operators “open their Radio Access Network (RAN) edge to authorized
third-parties, allowing them to flexibly and rapidly deploy innovative applications and services towards
mobile subscribers, enterprises and vertical segments" [60]. More recently, the ETSI renamed ETSI
MEC in Multi-Access Edge Computing to emphasize the novel intention to also address non-cellular
operators’ requirements [59].
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Finally, in order to clarify the last step towards FC, it is fundamental to highlight the following
aspect. At least in its infancy, MEC did not consider the overall service to be decomposed and
provided by a hierarchy of nodes including also the Cloud; instead, the whole service is entirely
provided by a nearby Cloudlet (if available), as we have already mentioned. This is why the
OFC states that “fog works with the cloud, whereas edge is defined by the exclusion of cloud. Fog is
hierarchical, where edge tends to be limited to a small number of layers" [42]. This characteristic of
MEC is reasonable in the context of Mobile Computing, where an application typically involves a
single user. However, the IoT is often defined by sensors and actuators covering wide areas and
by the need for long-term storage and Big Data analytics (i.e., all elements that may require the
Cloud). At the same time, proximity is necessary in order to enable low and predictable response
times together with all the other benefits reported in Table 2 (which require resources towards the
network edge). As a result, in order to best suit such requirements, Cisco advanced the FC paradigm
in 2012 [19] as a generalization of EC in which it may still happen that a single, closer resource-rich
computer provides the overall service, but most of the times any resource in the Cloud-to-Things
continuum provides only a portion of the overall service, according to the facilities and position in
the pyramid (see Section 3).
Fig. 2 illustrates and compares the original definitions of MCC, MEC, and FC. The research

community often tends to look for the differences between FC and EC. However, it might be more
fruitful to emphasize the several similarities between these two paradigms. Indeed, on the one hand,
they were born in different moments and were specifically conceived for different contexts, but, on
the other hand, they are evolving over time towards an inevitable convergence [154, 156, 158]. As
a proof of this, the ETSI and the OFC recently signed a Memorandum Of Understanding (MOU)
with the intent to join forces for the development of Fog-enabled Mobile Edge applications and
technologies [58].

End devices

Cloud

Core

Edge

FCMECMCC

Overall
service

Overall
service

Portion of 
service

Portion of 
service

Portion of 
service

Portion of 
service

Fig. 2. A comparison among the definitions of MCC, MEC, and FC.
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5 IOT APPLICATION DOMAINS
As detailed in Section 3, FC proves to be a promising paradigm to support the IoT. Taking inspiration
from the classification found in [109], this section organizes the IoT applications into six domains.
Overall, we found 45 works proposing an integration between FC and the IoT in one of those
categories5. We merely report these six domains from the most to the least investigated in terms of
number of published papers. More specifically, the most examined is the Intelligent Transportation
Systems (ITS) domain (12 papers, 26.7%), followed by Smart Healthcare (11 papers, 24.4%). Next,
there are the public safety sector (7 papers, 15.5%), Smart Grids (6 papers, 13.3%), and Industry 4.0 (5
papers, 11.1%). Finally, Smart Homes and Buildings conclude the list (4 papers, 8.9%). The objective is
to highlight how each of these domains may benefit from FC and provide a comprehensive overview
of the state of the art in the employment of the Fog within each of them. Table 4 summarizes the
main aspects of each considered work by: (i) outlining the major contribution with keywords;
(ii) reporting which devices are employed as FNs; and (iii) pointing out the maturity level of the
proposal. The maturity level may be one of the following: Theory; Simulation; Prototype; Pre-product
(i.e., already available for use but still under active development); and Product.

Table 4. Papers employing the Fog in one of the considered IoT application domains.

Domain Paper Keywords FNs Maturity

ITS

[175] Look-up service; DHT n/a Prototype
[89] Parking; Matching theory n/a Simulation
[95] Architecture for urban traffic

management; SDN; 5G
Cellular base stations Simulation

[96] Architecture for urban traffic
management; SDN; 5G; IEEE 802.11p

Cellular base stations Simulation

[181] Architecture; SDN; Data streaming;
Lane change

Cellular base stations; RSUs;
Road Side Unit Controllers (RSUCs)

Theory

[76] Architecture for load balancing; SDN Cellular base stations; RSUs Simulation
[69] Architecture; SDN; 5G Cellular base stations; RSUs;

vehicles; RSUCs
Simulation

[163] Architecture for urban traffic
management; Pub-Sub; Semantic Web

n/a Theory

[23] Urban traffic management RSUs Simulation
[26] Stack4Things;

Complex Event Processing
Single-board computers Prototype

[79] Vehicular Fog Computing Vehicles; cellular base stations; RSUs Simulation

[195] Service offloading in bus networks;
Genetic algorithm

Vehicles (i.e., buses); RSUs Simulation

Smart
Healthcare

[152] Zika virus; fuzzy k-nearest neighbor n/a Prototype
[112] UV radiation measurement; Android n/a Prototype
[29] Fall detection; Android Smartphones Prototype

5We consulted the main scientific literature databases and search engines (i.e., IEEE Xplore, ACM library, ScienceDirect, and
Google Scholar) from August 2017 to January 2018. Search queries were formulated in order to be as comprehensive as
possible within each considered application domain. For example, the following is the search query defined for the ITS
domain: (Fog Computing OR Edge Computing) AND (ITS OR vehicle OR RSU OR traffic OR road OR transport OR driver OR
parking). Through this methodology, we found contributions whose publication years are not earlier than 2014. Finally, with
the aim to consider only the most relevant and recent works, we filtered the obtained results as follows: (i) given two similar
works from the same group of authors, of which one is a conference paper and the other is a journal article, we selected the
latter; (ii) in case these two works are both conference papers or journal articles, we selected the most recent one.

ACM Transactions on Internet Technology, Vol. 19, No. 2, Article 18. Publication date: April 2019.



491

492

493

494

495

496

497

498

499

500

501

502

503

504

505

506

507

508

509

510

511

512

513

514

515

516

517

518

519

520

521

522

523

524

525

526

527

528

529

530

531

532

533

534

535

536

537

538

539

Fog Computing for the Internet of Things: a Survey 18:11

Table 4. Papers employing the Fog in one of the considered IoT application domains.

Domain Paper Keywords FNs Maturity
[68] COPD patients; Mild dementia n/a Prototype
[110] COPD patients; Dynamic adjustment

of the oxygen dose
Portable oxygen concentrators;
gateways

Prototype

[198] Brain monitoring; Semantic Web Personal Computers;
home gateways

Prototype

Smart
Healthcare

[7] Heart attack; vehicular networks; SDN Cellular base stations; RSUs; RSUCs Prototype
[114] Parkinson’s disease; speech treatments Embedded systems Prototype
[3] Security and privacy of

health-related data; CASB
n/a Prototype

[57] Security and privacy of
health-related data

Personal gateways Prototype

[145] Smart e-Health Gateway Gateways in a Smart Home
or hospital

Prototype

Public safety

[151] Critical events in a Smart City Cellular base stations Theory
[147] Disaster management; crowdsourcing n/a Theory
[111] Architecture for social sensing

services in hostile environments
n/a Theory

[28] Smart levee monitoring system Industrial controllers;
single-board computers

Prototype

[116] Crowd surveillance; UAVs Cellular base stations Prototype
[47] Intelligent surveillance system Smart cameras Prototype
[32] Smart urban surveillance;

target tracking
Tablets; smartphones; laptops Prototype

Smart Grid

[193] Smart metering infrastructure; Big Data Smart meters Prototype
[121] Data aggregation for bandwidth

efficiency; Power Line Communication
Routers Simulation

[16] Data aggregation for preserving privacy
of energy consumption

n/a Theory

[75] Algorithm to detect NTL fraud n/a Simulation
[192] Power consumption schedule;

Demand Side Management
n/a Simulation

[176] V2G; EVs; 5G EVs; local aggregators; control
centres

Simulation

Industry 4.0

[48] Docker-based service orchestration;
oneM2M; P2P communications

n/a Simulation

[170] Energy-efficient FNs for industrial
WSNs

Servers in a Wireless
Computing System

Simulation

[133] Reduction of sensor
energy consumption; MQTT

IoT gateways operating as
MQTT brokers

Simulation

[191] Machine health and process monitoring Gateways in factory floors Prototype
[122] FC platform tailored to the industrial

automation sector
Modular computers Product

Smart Home
and Smart
Building

[185] Awareness of the home context;
Device-to-Device

Home gateways; set-top boxes;
end user devices

Simulation

[55] A single FN for the whole building Wi-Fi routers Prototype
[161] FNs in multiple rooms of a building n/a Theory
[98] FC platform tailored to the Smart Home

and Smart Building domain
Wi-Fi access points;
set-top boxes

Pre-
product

ACM Transactions on Internet Technology, Vol. 19, No. 2, Article 18. Publication date: April 2019.



540

541

542

543

544

545

546

547

548

549

550

551

552

553

554

555

556

557

558

559

560

561

562

563

564

565

566

567

568

569

570

571

572

573

574

575

576

577

578

579

580

581

582

583

584

585

586

587

588

18:12 C. Puliafito et al.

5.1 Intelligent Transportation Systems
The world urban population is dramatically increasing. At present, the number of megacities (i.e.,
cities with a population exceeding 10 million people) is 28 and is projected to reach 41 by 2030 [183].
As a consequence of this, urban environments are more and more overcrowded with vehicles, and
traffic congestions, time losses, accidents, and pollution altogether contribute to a non-negligible
reduction in the experienced safety and Quality of Life (QoL). The employment of Information
and Communication Technologies (ICT) within the transport domain gives birth to the ITS, where
a wide range of services and applications may be conceived in order to face the aforementioned
issues [52]. Hence, ITS allow to considerably improve traffic efficiency, drivers’ and passengers’
safety, and freight transport.

FC can play a crucial role in this context [85]. Indeed, as we have already mentioned in Section
2, road safety and autonomous driving services require response times to be lower than 50ms
[160], which usually is not achievable with CC. Furthermore, as it is described in [42], FC: (i)
saves bandwidth, by avoiding that all the data collected by vehicles and by the fixed infrastructure
are sent up to the Cloud; (ii) provides critical ITS services also in the presence of intermittent
network connectivity towards the Cloud; and (iii) allows FNs to provide context-aware services to
the vehicles in their proximity (e.g., alerting them of bad road conditions in that area). In [175],
the authors propose a look-up service for ITS based on a Distributed Hash Table (DHT) to be
implemented by FNs. A Fog system to help drivers to find a free parking slot is presented in [89].
Such a system features a pyramid-like organization so that the more towards the network edge a
FN, the smaller its coverage area, but the higher its context awareness.

Several works [69, 76, 95, 96, 163, 181] propose distinct Fog-based architectures for ITS. Except
for [163], they all employ FC together with Software Defined Networking (SDN), which provides
network flexibility and programmability. The resulting architectures are thus organized into four
layers: (i) CC; (ii) SDN control; (iii) FC; and (iv) Infrastructure layer, which comprises the sensing
and actuation nodes. Moreover, the architectures in [95, 96, 163] are either validated or specifically
envisioned for urban traffic management and control, which is the ITS major concern. Traffic
management is the cornerstone also in [23] where the authors propose FOX, a Fog-based system
whose objective is to detect and minimize traffic congestions. Finally, in [26], the authors propose
Stack4Things as a FC platform for Smart City applications. They exploit Cloud-based network
virtualization functionalities to implement a smart mobility use case in which smart cars can interact
with Smart City objects to implement geolocalised services. For example, smart cars approaching
intersections are able to communicate with smart traffic lights in order to acquire a certain level of
priority with respect to other cars.
In [42], traffic control is one of the reported use cases for FC. This paper, unlike the others

that have just been introduced, points out an interesting aspect: the vision of vehicles as FNs and
not only as sensing and actuation devices. This is further discussed in [79] where the authors
present Vehicular Fog Computing (VFC) to exploit and aggregate the great amount of underutilized
resources in nearby vehicles, together with those belonging to the fixed infrastructure, such as
cellular base stations and Road Side Units (RSUs), to provide services of computation, storage,
and networking. As a result, parked and slow-moving vehicles form a FC layer to enable several
vehicular services and applications. To conclude, [195] might be considered as a particular case
of [79], as the authors propose to extend the computing capability of the fixed infrastructure at
the network edge by utilizing buses and bus networks. The main reason for this is that the fixed
trajectories and strong periodicity of buses are ideal in this direction.
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5.2 Smart Healthcare
The healthcare domain is one of the toughest and most delicate as it deals with people’s lives. The
Internet of Healthcare Things (IoHT), together with CC, allows to envision several services for the
improvement of patients’ QoL. However, a simple sensor-to-Cloud architecture proves to be often
too reductive and unsuitable for many emerging healthcare applications with critical requirements.
FC can be the solution to the problem [63, 90], especially but not only in the following three ways:
(i) it enables low and predictable response times, which can often make the difference between life
and death for patients; (ii) it ensures that at least the most critical portion of the overall service
is always available to the patient, also in the presence of hostile environments with intermittent
or no network connectivity to the Cloud; and (iii) it protects the health-related sensitive data by
keeping them locally (e.g., in a FN located within the hospital or the patient’s house) rather than
sending them to the Cloud through the Internet.
Sareen et al. [152] propose a Fog-based system for predicting and preventing the Zika virus

outbreak. The Fog layer performs real-time processing of environmental sensor data as well as
symptoms data collected by the users’ smartphones. In [112], the authors conceive a service that
takes advantage of the FC context awareness due to the proximity to users’ smartphones in order
to provide accurate and localized measurements of Ultraviolet (UV) radiations. Falls are among the
major causes of mortality for stroke patients. Therefore, it is of vital importance to promptly detect
falls and intervene. U-Fall [29] is a FC system to achieve this objective: the patient’s smartphone
behaves as the FN for a quick fall detection; sensor data are also transmitted to the distant Cloud for
long-term storage and analysis. Some works propose to adopt FC in order to improve the QoL of
Chronic Obstructive Pulmonary Disease (COPD) patients. In this context, Fratu et al. [68] extend the
eWALL Cloud-IoT system6 by implementing the Fog layer. A further contribution in this direction
is made in [110] where the authors propose to assist COPD patients also when these are performing
physical exercises. To this aim, the oxygen dose is dynamically adjusted also to the patient’s context
and needs; hence, FC context awareness is required. The Fog can be similarly applied to enable
services that monitor brain activity in, for example, stressed or Parkinson’s disease patients [198].
In [7], the authors propose a service exploiting resources at the network edge and SDN for the
real-time detection of heart attacks in drivers. FIT is a FN conceived in [114] that preprocesses the
speech data of a patient with speech impairments and forwards speech features to the Cloud in
order to reduce the required bandwidth and computational burden on the Cloud.
Patients’ health-related sensitive data need to be preserved and protected: FNs may behave as

privacy and security enforcement points. In this direction, a Cloud Access Security Broker (CASB)
may be executed at the Fog layer as in [3]. Similarly, the authors in [57] develop an Enhanced
Middleware for Collaborative Privacy (EMCP) to be hosted on FNs. More in general, Rahmani et al.
[145] present UT-GATE, the prototype of a FN that provides the healthcare domain with all the
benefits typical of FC.

5.3 Public safety
FC and the IoT are relevant paradigms also from the viewpoint of public safety and well-being.
For example, in [151] the authors present a Fog-IoT architecture with this purpose. In order to
guarantee public safety, two tasks have to be effectively performed: disaster management and
crowd surveillance.
Natural or man-made disasters usually cause significant human, economic, and environmental

damages. According to [82], more than 6000 disasters happened in the last 10 years, causing almost
772,000 people killed, 1,917,557 somehow affected, and a total estimated damage equal to $ 1,424,814

6See http://ewallproject.eu/. Last accessed: 20 April 2018.
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million. Therefore, properly managing these situations is of vital importance. In this direction,
Rauniyar et al. [147] propose a Fog-based architecture where crowdsourced data are communicated
to the Fog for quick processing and decision-making. FNs store emergency contact numbers and
are accessible by the local public safety authorities that can plan rescue actions according to
the produced insights. At the same time, affected people may contact the nearby FN in order to
efficiently obtain crowdsourced pictures and videos, thus to have an idea of the current situation.
Both natural and man-made disasters may cause Internet connectivity to be unstable. Despite this,
having uninterrupted access at least to the most critical part of the service is a must in such delicate
situations. As we reported in Section 3, FC provides this important feature [111]. Brzoza-Woch
et al. [28] present a levee monitoring use case involving the Fog. They conceive a three-layered
architecture where edge nodes may: (i) locally make decisions; (ii) collaborate with one another; and
(iii) optionally return preprocessed (i.e., filtered and/or compressed) results to the Cloud for further
analysis and forecasting. Different versions of this system exist to best suit diverse environmental,
infrastructure, and economic conditions.
Crowd surveillance is essential to guarantee public safety. Indeed, it allows for example to: (i)

identify non-authorized accesses and suspicious activities; (ii) detect the fall of an elderly or infirm
person; (iii) pinpoint a terrorist or criminal; and (iv) find a missing person. The suitability of FC to
crowd surveillance is evident, as the Fog grants low and predictable response times, bandwidth
efficiency, and privacy preservation [42]. Taking this into consideration, the authors in [116] propose
an Unmanned Aerial Vehicle (UAV)-based IoT platform and present a use case where drones transmit
surveillance videos to edge nodes that locally perform face recognition tasks. Similarly, in [47],
the authors present a case study based on a distributed intelligent surveillance system scenario in
a crowded area, implemented on clustered Fog devices that are able to horizontally offload tasks
among themselves. To conclude, [32] discusses an urban speeding traffic monitoring system using
FC. A drone monitors moving vehicles by recording a surveillance video that is sent back to the
drone controller on the ground and displayed on a screen. If the police officer finds a vehicle moving
at a suspicious speed, the system forwards the next video frames to a FN in order to track that
vehicle.

5.4 Smart Grid
The traditional electrical grids distribute energy from few central power generators to a very large
number of final customers. The Smart Grid [62] is an evolution of the traditional power grid, as it
is the result of the integration between the latter and the ICT. In a Smart Grid, energy is generated
by several widely-distributed stations, and smart meters and other sensor nodes are employed to
monitor and control the energy consumption. As a result, there is a continuous, bi-directional flow
of both electricity and data that allows to conceive services for a more efficient, reliable, and secure
energy management. Such services may greatly benefit both: (i) the electricity suppliers, e.g., to
efficiently deliver and manage energy; (ii) the final customers, e.g., to easily monitor and/or reduce
their energy consumption.
As it has been just mentioned, Smart Grids are characterized by a strong distribution of power

generators, energy transformers, sensors, and actuators: it is not uncommon for a Smart Grid to
cover an area of hundreds square miles. Moreover, Smart Grid sensors produce a vast amount of
data, which can easily saturate network, storage, and processing resources. To further complicate
matters, smart meters data may be exploited to deduce personal information (e.g., the number of
people in a specific area, the habits of a family); therefore, privacy in Smart Grids is an important
issue [127]. Last but not least, many Smart Grid services require quick and predictable response
times, typically between three and 20 milliseconds [160]. All these features make Smart Grids an
ideal domain where to apply FC.
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Several works employ FC in Smart Grids. The authors in [193] propose a Fog-based Smart Grid
solution where smart meters are grouped to form computing and storage clusters, thus realizing a
Fog layer at the extreme network edge. A hierarchy of FNs in the Smart Grid context may perform
data aggregation (i.e., data are gathered and expressed in a summary form) in order to reduce
the amount of data transmitted to the Cloud and thus save bandwidth [121]. Data aggregation
carried out by FNs can also preserve the privacy of customers’ energy-related data [16]. Han et al.
[75] propose a security analytic algorithm to be executed by cooperating FNs for the detection of
Non-Technical Loss (NTL) fraud in Smart Grids. An attacker performs NTL fraud by tampering with
a smart meter so that it reports fake energy consumption values. The proposed iterative algorithm
divides the overall problem in sub-problems and assigns each of them to a FN; the solution to the
overall problem is given by the local solutions of the sub-problems.

Some works are more application-oriented. The authors in [192] present a Fog-based approach
for the optimization of the power consumption schedule in Smart Grids, which results in an
optimization of both customers’ and electricity supplier’s costs. In more detail, the Smart Grid is
organized in regions, and each region is managed by an edge node that finds the optimal power
consumption schedule for its region, based on the collected data. The centralized Cloud is then
responsible for the optimization of the energy consumption schedule at a multiregional level. To
conclude, Vehicle to Grid (V2G) is an emerging set of services that allows Electric Vehicles (EVs) to
both consume and return back electricity from/to the Smart Grid. Foud [176] is a computing model
integrating the Cloud, the Fog, and 5G technologies in order to improve V2G services. In Foud, EVs
may be both final users and components of the Fog layer, which is said to be temporary due to the
vehicles mobility.

5.5 Industry 4.0
Since its very beginning in the late 18th century, industrial production has experienced several
revolutions that have deeply changed its nature. First, mechanization driven by steam power made
its entrance. The second industrial revolution consisted in electrification and mass production,
while the third era of industry started in the 1960s with the digital programming of automation
systems. Nowadays, we are undergoing the fourth industrial revolution, which is either known as
Industry 4.0, Smart Factory, or Smart Manufacturing. All these terms identify the same revolutionary
trend: the employment of the IoT and, more generally, Cyber-Physical Systems (CPSs) in industrial
automation for a smarter production [53].
Thanks to its advantages, FC may be the solution to several challenges raised in this context

[22]. In particular, the Fog is very useful within a Smart Factory in order to satisfy the latency
requirements that characterize such a context. Typically, these requirements are the most stringent
among all the investigated domains, as they vary from from 250 µs to 10ms. An exclusive reliance
on the Cloud would not allow to respect such stringent latency requirements.
De Brito et al. [48] propose a solution based on the oneM2M technical specifications7 that

enhances peer-to-peer (P2P) communications between FNs and implements a Docker-based service
orchestration mechanism in the industrial domain. The authors in [170] present a system for
industrial Wireless Sensor Networks (WSNs) that minimizes the power consumption, by controlling
the FNs sleep scheduling and network connectivity, while satisfying the time constraints imposed
by Smart Manufacturing applications. A Fog architecture is described in [133] where FNs are
IoT gateways operating as Message Queue Telemetry Transport (MQTT)8 brokers able to predict
future sensor measurements. As a result, sensors need to publish their data only in case of wrong

7See http://www.onem2m.org/. Last accessed: 23 April 2018.
8MQTT is a Publish-Subscribe lightweight messaging protocol. See http://mqtt.org/. Last accessed: 23 April 2018.
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predictions by the broker; this helps to reduce their power consumption while keeping latencies low.
The authors in [191] discuss a Fog-based architecture for machine health and process monitoring
in cyber-manufacturing systems. To conclude, Nebbiolo Technologies [122] launched a FC platform
for the industrial automation sector; we will discuss it in Section 7.

5.6 Smart Home and Smart Building
FC is progressively entering the home context; in-home devices (e.g., home gateways, set-top boxes,
end user devices) may behave as FNs, as they are becoming increasingly powerful, and virtualization
techniques are more and more efficient [185]. Smart Homes will enormously benefit from this trend.
Indeed, response times would be further reduced, which is essential for time-sensitive Smart Home
systems such as those who deal with surveillance and access control. Moreover, the presence of a
FN in the house would ensure resilience when there is no Internet connectivity to the Cloud. Last
but not least, privacy and bandwidth efficiency would be both improved, as the many (sensitive)
data collected would be mainly kept within the house.

Similarly, FNs may be also present inside buildings to enable improved Smart Building services.
Depending on the actual needs, there could be a single FN for the whole building, or there could
be an internal hierarchy with a FN for each floor or even one for each room [42]. Dutta et al. [55]
propose a Smart Building system with a single FN for the whole building. The FRODO architecture
proposed in [161] is more sophisticated, as FNs may be deployed in multiple rooms of a building
for decentralized decision-making. Each of them provides highly context-aware services to the
occupants of its room, taking into account their personal preferences together with objective,
room-related parameters (e.g., the type of sensors and actuators present). Last but not least, Liu et
al. [98] present ParaDrop, a FC platform that allows to manage and deploy services on wireless
gateways (e.g., Wi-Fi access points, set-top boxes). This platform, which particularly suits the Smart
Home and Smart Building domain, will be further detailed in Section 7.

6 RESEARCH CHALLENGES
New system, network, and environmental characteristics need to be considered when extending
the Cloud towards the network edge – see Table 5. This section specifically focuses on challenges
associated with these characteristics, identifying how the research community is addressing them.

6.1 Mobility support
The Internet of Mobile Things (IoMT) [119] is an ever-growing phenomenon – according to [38],
wearable devices are expected to reach 930 million by 2021. These resource-constrained mobile IoT
devices require topologically close resources and services (e.g., located at the network edge) for
enabling value-added applications that can benefit from FNs.

The objective is to utilise FNs when IoT devices move from one place to another. Device mobility
limits FC benefits, as when a device moves, the topological distance between it and the associated
FN increases. It is worth highlighting that this issue does not exist in Cloud-only environments, as
a Cloud service is generally distant from an end device irrespective of the position of the latter.
What has to be done in order to enable mobility support is to migrate the Fog service from one
FN to another, keeping it close enough to the associated application component of the mobile
IoT device. This leads to novel applications such as: (i) an autonomous drone whose flying logic
runs as a Fog service; (ii) automotive services and automated driving in the IoV context [5]; (iii)
Augmented Reality (AR) and Virtual Reality (VR) mobile applications; and (iv) smart healthcare
applications employing wearable devices and FC. A more detailed discussion of mobility support in
a Fog environment can be found in [140].
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Table 5. Characteristics needed to be considered when extending the Cloud towards the network edge.

Characteristic Description Introduced or
influenced challenges

Geographical
distribution

FC leads from a situation in which resources and services are all
concentrated in a Cloud DC to one in which they are distributed
over a potentially wide area.

Mobility support;
orchestration; deployment
models; security and
privacy

Higher heterogeneity While Cloud servers are all very alike, FNs are usually heteroge-
neous, as they might feature different hardware specifications
and capabilities, operating systems, or protocol suites [186].

Orchestration; deployment
models; security and
privacy

Computing power As reported in Table 3, FNs are in general less powerful than
Cloud servers. However, there exists a wide range of diverse
FNs with very different hardware capabilities, as outlined in
Table 9.

Mobility support;
orchestration; security
and privacy

Network performance While a Cloud DC relies on a high-bandwidth and low-latency
LAN, FNs are typically interconnected with each other through
a WAN and hence experience higher latencies with respect to
those within a Cloud DC and an average bandwidth of 13Mbps
[73]9.

Mobility support;
orchestration

Vulnerable
environment

With the aim to be closer to IoT devices, FNs are usually located
in environments that are more vulnerable and less protected
than Cloud DCs [35].

Deployment models;
security and privacy

In what follows, we provide an overview of the state-of-the-art platforms and policies that
have been proposed in literature to support mobility in a Fog environment and then conclude
with the main open issues in the field. While migration policies are extensively debated in other
surveys [102, 107], we did not find any article reporting the FC platforms that specifically provide
mobility support. We highlight that some of the literature referenced below does not specifically
relate to IoMT, as it considers mobile devices in general. However, the adopted approaches and
techniques are very similar to those employed within an IoT context.

6.1.1 Platforms. Literature proposes FC platforms to support the mobility of end devices. Table
6 provides a summary and comparison of such platforms. In [15], the authors present Follow Me
Fog (FMF), a platform in which a Software as a Service (SaaS) server is hosted on each access point
and provides resource-intensive services to mobile IoT devices. What is migrated here are the
pending jobs offloaded by the mobile device. This platform migrates jobs any time that a handover
occurs, which is not always necessary, and does not handle common scenarios in which there
are two or more potential FNs given a specific access point. Follow Me Cloud (FMC) [172] and
Follow Me Edge (FME) [171] mainly focus on content and session migration across FNs and heavily
exploit elements and functionalities available in 3G, 4G, or 5G cellular networks. With the aim to
make their proposal more generic, the authors of FMC improve it in [92], adapting it to support
mobile users connected also from networks other than the cellular one (e.g., Wi-Fi). Furthermore,
the authors express concern about threats to service continuity which is raised by the change of
the IP addresses after node relocation(s). In [92], the FMC concept is implemented exploiting the
Locator/ID Separation Protocol (LISP)10, while an SDN-based implementation is proposed in [173].

9This does not change the fact that the topological distance between one or more IoT devices and a FN is much shorter than
the one between the same IoT devices and the Cloud.

10See http://lisp.cisco.com/lisp_over.html. Last accessed: 16 May 2018.
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Table 6. Comparison among the FC platforms targeting mobility support.

Platform Migrates Aimed
at the IoT

Maturity

FMF [15] Pending jobs ✓ Prototype
FMC/FME [171, 172] Content and session Prototype
Foglets [159] Execution state at a coarse granularity ✓ Simulation
Bellavista et al. [18] VMs Prototype
Farris et al. [64] Containers (stateless replication) Prototype
Cloud4IoT [54] Containers (stateless destruction and re-instantiation) ✓ Prototype
CFP [141] Containers (stateful) ✓ Prototype

In [159], the authors present Foglets. This platform makes use of mobile agents [139] in order
to implement service migration. The runtime state of a service is captured at a high level by the
application itself and then migrated to a new node. This mechanism only captures the execution
state at a coarse granularity (i.e., weak mobility), as it does not allow the destination node to restore
the state of a thread at the exact instant of checkpointing. Furthermore, it is a responsibility of
the application developer to implement such mechanisms. On the contrary, Bellavista et al. [18]
present a platform capable of proactively migrating the whole runtime state of a service (i.e., strong
mobility), by actually migrating Virtual Machines (VMs). More specifically, their proposal extends
the Openstack++11 platform in order to enable mobility support. As in [15], the authors of this work
only consider situations in which there is a single FN given a specific access point. Furthermore,
they do not contemplate parameters such as the state of hardware resources in their migration
decision-making.
Even though the choice between VMs and containers depends on the actual context and need,

the latter are preferred more often to address the requirements of a Fog environment. Indeed,
while VMs may represent a better choice for concerns such as multi-tenant isolation and software
compatibility [73], containers are more lightweight and in general perform better [87, 146]. Such
differences between these two technologies are mainly due to the fact that each VM has its own
kernel, whereas all containers share the same kernel of the host system. Both [64] and [54] deal
with containers but do not perform stateful migrations (i.e., those allowing both the whole runtime
state and the persistent one to be available on the target node once the migration ends). Indeed,
the first proposes a replication of stateless containers across FNs, while the second, which is
called Cloud4IoT, destroys a container on the source node and statelessly re-instantiates it on
the target node. The authors in [141], instead, propose Companion Fog Platform (CFP), which
performs stateful container migrations employing Docker12 as containerization technology. Several
techniques and relative implementations exist in literature to perform stateful migrations of VMs
or containers. Nonetheless, it is worth noting that some approaches that are well established in a
Cloud DC may not be equally appropriate going towards the network edge. This is caused by some
of the aspects characterizing a FC environment, such as: (i) a reduced computing power of FNs
with respect to Cloud servers; (ii) limited network performance of WANs; and (iii) the fact that
the total migration time is of paramount importance, while in a Cloud DC it is only secondary to
service downtime [72]. A comprehensive overview and comparison of stateful migration techniques
together with the analysis of their aptness for a Fog environment can be found in [142].

11See https://github.com/OpenEdgeComputing/elijah-openstack. Last accessed: 17 May 2018.
12See https://www.docker.com/. Last accessed: 18 May 2018.
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6.1.2 Policies. Another group of works focuses on the definition of a migration policy (i.e.,
when and where to migrate the Fog service). Markov Decision Process (MDP) is a commonly used
framework for this purpose. In [91], the authors of FMC model the service migration procedure
as a distance-based MDP. In this first proposal, the user’s mobility, which is not deterministic,
is modelled and predicted through a one dimension (1D) mobility pattern. On the other hand,
both [173] and [187] formulate the service migration problem as a distance-based MDP where 2D
mobility scenarios are captured. The same authors of [187] advance an alternative solution method
in [184]. They establish a decoupling property of their initial MDP which transforms it into two
independent MDPs on disjoint state spaces. Lyapunov optimization can then be applied so that
what is obtained is a simple deterministic (rather than stochastic) optimization problem. Another
work from the same authors [36] contextualizes the mobility support issue in military environments
rather than in commercial ones. Since military environments demand stronger security guarantees,
a new parameter (i.e., security cost) is considered to make MDP-based migration decisions, together
with the usual parameters (i.e., transmission and migration costs). The security cost of a migration
increases when services of different users are hosted on the same physical node. In [199], the
authors employ an MDP to decide where (and not when) to migrate the Fog service; this work is
worth mentioning because, unlike the aforesaid contributions, it also considers the network and
FN states as parameters on which to base migration decisions. In [138], which also uses MDPs,
the authors propose to handle user mobility by either migrating the Fog service or by finding a
new, more suitable communication path between it and the mobile node. Although MDPs are by
far the most common way to define a migration policy, they are not the only one. For example, in
[194], the authors suggest making migration decisions in order to minimize the overall bandwidth
consumption in a Fog-enabled Vehicular Cloud Computing (VCC) context; the problem is herein
formulated as a Mixed-Integer Quadratic Programming (MIQP) problem.

6.1.3 Open issues. Even though there are several contributions to mobility support in a Fog
environment, there are still unexplored possibilities and room for further improvements. A first re-
search directionmay be to conceive new virtualization andmigration techniques that are specifically
tailored to the characteristics of a FC environment rather than a Cloud DC. Another possibility is to
formulate optimal migration policies through uninvestigated frameworks, such as multi-objective
genetic algorithms. To conclude, it might be beneficial to conceive mobility support solutions that
exploit a federation among Fog providers, namely the possibility to utilize computing resources of
other providers on the basis of pre-established Service Level Agreements (SLA). Indeed, mobility
support may be significantly improved if considering a federated Fog environment. For example,
let us suppose that a mobile IoT device moves to an area in which there are no FNs belonging to its
Fog provider, or where those available do not satisfy its requirements. In case of federation, the
mobile device could rely on a suitable FN owned by a federated Fog provider.

6.2 Orchestration
To orchestrate computing resources and services means to coordinate, arrange, and jointly manage
them in order to satisfy specific functional and non-functional requirements. For instance, service
deployment and resource allocation, service coordination, and load balancing are all orchestration
activities. A suitable orchestration is essential in every complex system in order to ensure efficiency
and efficacy.

Resource and service orchestration is influenced by some of the distinguishing characteristics of
FC (see Table 5). As a result, the orchestration techniques that are widely adopted in a Cloud DC
cannot be always applied “as is” in the Fog but need to be customized for it [84]. Let us begin by
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examining the impact of FC distinctive features on orchestration. Firstly, the heterogeneity of FNs
imposes non-trivial orchestration issues [190]. It is fundamental to consider this diversity when
deploying and coordinating services, since not all FNs are able to run all services. Two FNs that are
identical in terms of hardware and software capabilities may be very different from one another due
to their geographical distribution featured by FC and the requirement of topological proximity. For
instance, it may happen that only one of them is suitable to host a specific Fog service, as the other
may be not close enough to the IoT devices requiring that service. To further complicate matters, the
high distribution featured by the Fog and its hierarchical nature imposes other challenges, namely
those regarding the management of large data volumes. Indeed, these are not only exchanged
with a centralized Cloud DC but typically need to be orchestrated among the nodes along the
continuum from Cloud to Things according to the nature and purpose of these data, the specific
application scenario, and its requirements. Furthermore, the potentially wide-area distribution of
Fog services and resources, together with the need for scalability and the strict requirements of
the IoT, naturally arises from centralized orchestration as in the Cloud DC to a distributed one
where multiple orchestrators are arranged according to a hierarchical or flat architecture [84], and
where each of them directly controls only a subset of nodes. Such orchestrators have to strongly
coordinate with one another for the joint management of complex and distributed IoT applications.
Moreover, the introduction of a great number of distributed FNs composing the Fog layer causes
FC environments to be in general less energy-efficient than Cloud-only environments [46]. More
specifically, the energy consumed by FNs represents the 60-80% of the overall energy consumed
by systems that span from the things up to the Cloud [120]. To conclude, orchestration should be
dynamic, i.e., should perform smart reconfigurations in order to adapt to the continuous changes
that occur in the system. FC environments are highly dynamic [190] due to their intrinsic limitations
in terms of computing power and network performance with respect to those in the Cloud DC
and because of the strict requirements of IoT applications in terms of Quality of Service (QoS)
and Quality of Experience (QoE). In what follows, we identify Fog orchestration architectures and
policies that have been proposed in literature and conclude with the main open issues in the field.

6.2.1 Architectures. Hoque et al. [77] first analyse how the existing container orchestration
tools address the requirements of FC and the IoT. Based on the obtained insights, they propose a
container orchestration framework that bridges the found gap. Such a framework extends Docker
Swarm13, which is extremely lightweight and rather complete, with an additional component
called OpenIoTFog Agent, which is part of the OpenIoTFog toolkit14. The same authors detail
an orchestration architecture for Fog environments in [24]. This architecture is based on two
essential components, namely the Fog Orchestrator (FO), which runs on a central node, and the
Fog Orchestration Agent (FOA), which runs on every FN. It is worth highlighting that in those
cases in which there is no connectivity towards the FO, a FOA can become a FO for a subset of FNs.
It will return a simple FOA if and when the connection to the central node resumes. Moreover, this
architecture presents two main strengths. The first is the compliance with the recently released
OFRA, which is discussed in Section 7. The second is its conformity with Topology andOrchestration
Specification for Cloud Applications (TOSCA)15, which is the de facto standard for modeling service
orchestration. Yigitoglu et al. [196] propose Foggy, a framework for dynamic resource provisioning
and IoT applications deployment in FC environments. The orchestration server, which runs on a
central node and manages the whole system, obtains each application module requirements (i.e.,
priority, privacy, computation, latency, output) in JSON format and continuously monitors the

13See https://docs.docker.com/engine/swarm/. Last accessed: 21 May 2018.
14See https://openiotfog.org/en/. Last accessed: 21 May 2018.
15See http://docs.oasis-open.org/tosca/tosca-primer/v1.0/cnd01/tosca-primer-v1.0-cnd01.pdf. Last accessed: 21 May 2018.
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system in order to capture every dynamic change and adapt the module placement accordingly.
On the contrary, [84] proposes a distributed orchestration architecture where each orchestrator
controls a subset of resources and services. All these orchestrators are equally important (i.e., flat
architecture) and coordinate with one other for the orchestration of the overall system.
With regard to Fog orchestration architectures, SDN plays a fundamental role [14]. Indeed, by

separating the control plane (i.e., where the network control logic resides) from the data plane
(i.e., the set of network devices forwarding packets), this technology enables a great network
programmability and flexibility [180]. More specifically, SDN controllers have a comprehensive
and constantly updated view of the dynamically changing network and computing resources and
expose a northbound programming interface to network management applications in order to
adaptively orchestrate resources, services, and network traffic according to QoS/QoE requirements
and current system conditions [14]. The communication between the SDN controller and the data
plane devices is commonly achieved through the OpenFlow16 protocol. The authors in [180] propose
a Fog-IoT architecture where SDN is exploited as an orchestration and network control facility. This
architecture conceives a cooperation among different SDN controllers, and FNs expose Application
Programming Interfaces (APIs) to allow the remote monitoring and management of their resources.
To conclude, both [181] and [76] present SDN-based architectures for Fog orchestration in an IoV
domain. In particular, [76] focuses on load balancing strategies.

6.2.2 Policies. In [190], the authors present the preliminary results of their genetic algorithm
for Fog orchestration. Although their proposal features some scalability limitations, it originally
characterizes security risks as a cost to be minimized when performing orchestration. Instead, in
[174], the authors focus on the efficient utilization of computing resources as the primary concern
in the formulation of their solution of Fog orchestration. Skarlat et al. [166] model Fog orchestration
as an optimization problem and propose a genetic algorithm to solve it. This work envisions a
distributed orchestration architecture where each orchestrator controls a subset of FNs (i.e., a Fog
colony) and can be in turn controlled by another orchestrator that resides at a higher level in the
hierarchy. The top-most orchestrator is in the Cloud. Both [105] and [104] particularly focus on
QoS- and QoE-aware orchestration policies. More specifically, [105] is based on Fuzzy logic, and
[104] also performs energy-aware Fog orchestration. Indeed, it proposes to re-locate application
modules in order to optimize the number of active FNs and thus minimize energy consumption.
It is worth noting that [104, 105, 166] all simulate their solutions in iFogSim, which indeed is the
most utilized tool to simulate resource management techniques in Fog-IoT environments [71]. As
[104], also [120] proposes an orchestration algorithm to find the optimal compromise between
QoS and energy efficiency. Going into details, the authors propose to power FNs first via green
energy (e.g., produced by sun or wind) and, when this is not available due to inappropriate weather
conditions, via brown energy (e.g., produced through fossil fuels). The energy cost is represented
only by brown energy consumption. To conclude, [1] defines a scheme that incorporates service
usage patterns and the history of service customers in order to dynamically estimate resources
and adapt resource orchestration accordingly. The dynamic deployment of multicomponent IoT
applications in Fog infrastructures is also addressed in [25], where the authors propose a system
model and present algorithms to determine eligible deployments.

6.2.3 Open issues. At the moment of writing, there exist several northbound interfaces in
between SDN controllers, on the one hand, and network management applications, on the other
hand. Therefore, the definition of a vendor-independent northbound interface as a result of a
standardisation effort would be a significant contribution [14]. Similarly, the research on the

16See https://www.opennetworking.org/wp-content/uploads/2013/04/openflow-spec-v1.3.1.pdf. Last accessed: 21 May 2018.
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communication among peer SDN controllers is still at its beginning and thus is worth of investigation
[14]. Finally, another research direction is the application of predictive analytics for a dynamic and
proactive orchestration.

6.3 Deployment Models & Revenue Scenarios
An important challenge that needs to be faced in order to get a wider adoption of Fog-based systems
consists in understanding the potential revenue and incentive models that can be supported through
different deployment scenarios. Such models are needed to better understand why: (i) infrastructure
providers would offer their resources to act as FNs; (ii) users would want to make use of these FC
resources. We can consider FC deployments to be somewhat similar to the deployment of other
types of edge infrastructures that currently exist, such as Wi-Fi deployments within cities, which
may be operated and managed by a variety of different organizations, ranging from universities,
coffee chains, transport operators/city councils, and so on. It is useful to note that not all such
infrastructure deployments require payment from the end user. Understanding potential incentive
models that encourage restaurant and café owners to operate Wi-Fi access points can be useful to
understand this next generation of services which are operated towards the network edge. However,
this is still an open issue and is likely to grow as the FC infrastructure becomes more resilient and
mature [136, 189].
Revenue models can be related to the characteristics identified in Table 5, where geographical

distribution, node heterogeneity, and security requirements influence how FNs can generate a
potential revenue stream for providers. More importantly, without an adequate number of FNs
being available, sustaining a suitable infrastructure that provides suitable computing power and
network performance will be unrealistic. Providing incentive models for provision and maintenance
of FNs is essential. We consider the following four types of deployment models. The description
below attempts to provide context for the deployment model based on the particular deployment
approach being used:

• Dynamic FN discovery supported revenue model: this model involves dynamic discov-
ery of a FN as a user moves from one location to another. The user device attempts to discover
a FN in its “vicinity” using the advertised profile of the node (which can include: availability
statistics, security credentials, and types of available services). Using this approach, the user
does not have any guarantee that a suitable FN will be discovered to sustain an application
session, but a negotiation can take place if multiple FNs are found. A user device can also
cache previously seen FNs. The incentive for the provider is to gain revenue from each user
session that is sustained using that FN. A user can purchase a subscription with particular
FN types a priori (i.e., before discovery). A user is charged based on connection time, size
of data, or range of services utilized. The deployment model in this case is the incentive
for FN operators/owners to make services discoverable by IoT devices (including those that
are mobile). The revenue earned by undertaking this would be the basis for the deployment
model. Conversely, users/ owners of IoT devices need to determine whether a discovered
service is suitable for their needs (taking account of a subscription cost to use the service).
Discovering suitable services is akin to finding a service description match within a registry.

• Pre-agreed contracts with Fog providers: this deployment model involves generating pre-
agreed contracts with operators of specific FNs – negotiated at a set price. Hence, there would
be a preferential selection of particular nodes by a user if multiple choices are found. This also
reduces risks for users, as security credentials would be included in these pre-agreed contracts
and could be configured (e.g., use of particular encryption keys) beforehand. These pre-agreed
contracts would need to comply with service level objectives (e.g., an availability profile) that
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an operator needs to meet. It is therefore possible that a FN operator may outsource their
task to a Cloud provider. The incentive for the provider is to increase the number of potential
subscribers by developing pre-agreed contracts. Capacity planning associated with such FNs
is therefore dependent on accurately predicting potential future demand. The deployment
model in this case involves agreeing a cost for entering into a contract with a Fog provider.
This contract also allows preferential access to FNs owned by the provider.

• FNs federation: this deployment model involves multiple FN operators collaborating to
share workload. In order to sustain potential revenue, this would imply federation between
FNs that exist within a particular geographical area. There would be a preferred cost for
sharing workload with other providers, enabling revenue sharing between providers. To
enable such an exchange to take place, it is necessary to identify how workload “units” can be
characterized. This is equivalent to alliances set up between airline companies, for instance,
where specialist capability (and capacity) available along a particular route can be shared
across multiple operators. In the same way, if an operator deploys specialist GPUs or video
analytics capability within a FN at a particular location, other operators could also make
use of this in a seamless way and similarly share other capabilities in other locations. This
type of geographic-centric specialization could enable localized investment within particular
areas by operators.

• Fog-Cloud exchange: this deployment model involves a user device not being aware of
the existence of any FN. Instead, the user device interacts with a Cloud operator who then
attempts to find a FN in the vicinity of the user. Therefore, the Cloud operator needs to keep
a track of the user location and discover suitable FN operators that could be used to support
the session at a particular location. In this instance, the Cloud operator will always try to
complete the user request first; however, if a QoS target is unlikely to be met due to latency
constraints, it can outsource the user request to a regional FN. The incentive in this instance
is to enable Fog-Cloud exchange contracts to be negotiated between providers [56].

Some of the above deployment and revenue generation scenarios are not unique to FC and closely
relate to other similar efforts in service-oriented systems. We identify three open issues that could
have an impact on realizing some of these deployment models in practice:

• The recent emergence of regulations such as the GDPR, which is being introduced in Europe,
could have a significant impact on these deployment models. GDPR necessitates all external
service providers who hold data about users to seek consent from users and state: (i) which
data they hold; (ii) how these data are being used by the provider. More significantly, the
user has the ability to revoke access to their data at any time. With the use of FNs, user data
may be fragmented across different providers, depending on the mobility pattern of the user.
Understanding how a group of FNs, which may not be part of a federated infrastructure, may
seek consent of users remains a challenge.

• Vendors who own and operate an infrastructure at the network edge (e.g., cellular base
stations) could become potential Fog providers in the future, as they are likely to provide
the FN that a user interacts with. Deployment models that require interaction between such
network operators and Cloud providers remain unclear at present.

• There is also potential for auction models that could operate in a FC environment when
multiple FNs are available for a user to choose from. Understanding the metrics (other than
price) that influence such auctions remains a challenge. Additionally, such auctions should
not cause detrimental overhead on the performance of the application that makes use of the
FC infrastructure. The definition of services that manage and operate such algorithms is also
an open issue.
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6.4 Security and privacy
As reported in Table 2, one of the main advantages of FC over other approaches to Cloud-IoT
integration is represented by security and privacy enforcements, especially with regard to the
protection of sensitive data. Nevertheless, this advantage comes at the cost of new security and
privacy challenges that are raised by some of the intrinsic characteristics of the Fog (see Table 5).
More specifically, distributed systems are in general more vulnerable to attacks than centralized ones.
Moreover, with the purpose to provide a better QoS/QoE and enable the distinguishing advantages
of FC, FNs are usually deployed in environments that are less protected than Cloud DCs [35]. To
conclude, both the heterogeneity among FNs and their limited computing capabilities, if compared
to Cloud servers, further complicate the situation. The security and privacy challenges afflicting FC
have been significantly drawing the attention of the research community. This is demonstrated by
the great number of works that have been proposed to face such challenges and, as a consequence,
by the considerable number of surveys focusing on this topic [88, 118, 126, 150, 164, 167]. Among
these surveys, [126] is the only one that specifically discusses these challenges within the IoT
context. Given this abundance of survey papers and for space reasons, what follows is a high-level
overview of the main security and privacy concerns in a Fog-IoT environment.

The OFC dedicated an appendix of its OFRA document [42] to a detailed discussion about several
security aspects in a FC environment. According to this appendix, security is the largest cross-cutting
technical concern within critical IoT systems, which necessitate common baseline and interoperable
standards to address security challenges within both hardware and software. Particularly interesting
is the analysis of the hardware/firmware precautions that the Consortium suggests in order to
implement a full-stack secure Chain of Trust comprised of trusted components. Among such
components, IoT devices represent the most vulnerable elements of the FC hierarchy. Securing this
part of the infrastructure is a promising research direction that has been only preliminary explored
up to now, mainly relying on remote attestation techniques [21, 30].

With regard to the possible attacks against FNs, man-in-the-middle is one of the most important
and urgently needs effective countermeasures. Being deployed in the field, FNs are vulnerable
to this type of attack that consists of compromising a FN with malicious code [188] or even in
replacing it with a fake FN [108].

From the point of view of the end users, privacy is beyond any doubt one of the most prominent
requirements. An interesting research challenge (strictly connected to that of mobility support) in
this field is related to the design and implementation of techniques able to guarantee the privacy of
location and mobility data. As FC enables end users to offload their tasks to the nearest FNs, their
location and trajectory can be retrieved by an attacker [118] (e.g., a malicious FNs administrator).
This could even be the result of internal policies of Cloud/Fog providers that might act in an
“honest-but-curious” way [126].

Finally, it is worth mentioning that security and privacy solutions in FC also have to take into
consideration the complex combination of regional and governmental requirements that must be
satisfied due to the widespread distribution of the nodes in a Fog hierarchy, as also explicitly stated
in [42]. This, however, is out of the scope of the present work.

7 FOG COMPUTING PLATFORMS FOR THE IOT
As a proof of the increasing maturity of the Fog paradigm, several software and hardware systems
are already available for use. In this section, we provide an overview of existing FC platforms for
the IoT. To the best of our knowledge, we are the first to make this novel contribution, which we
believe may draw the attention of engineers and developers. Going into more details, we classify
the discussed platforms into three categories, namely: (i) software platforms; (ii) development
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frameworks; and (iii) hardware platforms. The section then concludes with a discussion of OFC
efforts towards a standardisation process that involves both FC software and hardware platforms.

7.1 Software platforms
We define a FC software platform for the IoT as “a software environment providing at least the basic
functionalities and mechanisms that are necessary for the deployment and execution of IoT applications
over a Fog infrastructure”. We first discuss software platforms started as industrial initiatives, and
then focus on open-source systems. Table 7 summarizes and compares these platforms on the
basis of a set of features – we do not include features such as orchestration, as these are common
across all platforms. Furthermore, we only discuss those platforms that are already available for
use, namely those whose maturity level is either Pre-product or Product (see Section 5). Nonetheless,
there exist ongoing research activities likely to produce platforms in the near future [94, 115, 129].

7.1.1 Commercial platforms. Nebbiolo Technologies was founded by Flavio Bonomi, who
first advanced the concept of FC in 2012 (when he was with Cisco). The Nebbiolo Technologies
FC platform [123] is a commercial platform consisting of a closed-source software stack that runs
on a proprietary hardware solution and particularly tailored to the industrial automation sector.
The platform allows a Cloud-like centralized management of distributed mini DCs deployed at
the network edge. Such mini DCs comprise computing, networking, and storage resources in
the form of purpose-built hardware nodes called fogNodes. This software platform includes the
fogOS software stack, a custom operating system providing virtualization, SDN, data analytics, and
security features. Moreover, the fogSM is a system manager, deployed in the Cloud or on-premises,
that allows remote management of the fogNodes and assisted deployment of IoT applications.

Table 7. Comparison among the FC software platforms for the IoT.

Platform Open-source Extension of a
Cloud platform

Only runs on
specific hardware

Maturity

Nebbiolo ✓ Product
FogHorn
Lightning

Product

Cisco IOx ✓ Product
Dell Edge Device Manager ✓ Product
IBM Watson IoT ✓ Product
AWS Greengrass ✓ Product
Microsoft Azure IoT Edge ✓17 ✓ Pre-product
FogFlow ✓18 Pre-product
ParaDrop ✓19 Pre-product
OpenStack++ ✓20 ✓ Pre-product
Stack4Things ✓21 ✓ Pre-product
OpenVolcano ✓22 ✓ Pre-product

17See https://github.com/Azure/iot-edge. Last accessed: 22 May 2018.
18See https://github.com/smartfog/fogflow. Last accessed: 22 May 2018.
19See https://github.com/ParadropLabs/Paradrop. Last accessed: 22 May 2018.
20See https://github.com/OpenEdgeComputing/elijah-openstack. Last accessed: 22 May 2018.
21See https://github.com/MDSLab/stack4things. Last accessed: 22 May 2018.
22See http://openvolcano.org/dokuwiki/doku.php?id=ov:download. Last accessed: 22 May 2018.
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FogHorn Lightning by FogHorn Systems [66] includes the FogHorn Manager that allows remote
management, monitoring, and configuration of edge nodes, and deployment of IoT applications.
Moreover, as described in Section 7.2, the company provides a powerful analytics framework en-
abling real-time and on-site stream processing of data coming from IoT devices. FogHorn Lightning
does not exclusively run on a specific hardware.

As the biggest network appliance manufacturer, Cisco proposes a wide range of both FC software
and hardware products for the IoT. The Cisco IOx [40] ecosystem provides uniform and consistent
hosting capabilities for Fog applications across Cisco network infrastructure products. In partic-
ular, the Cisco IOx Fog Director provides users with the possibility to deploy, run, and monitor
applications across the Fog infrastructure, while the Cisco IOx Client is a command-line utility for
developers to control application lifecycle tasks within typical developer systems.

Similarly, Dell Technologies entered the market by proposing Dell Edge Device Manager [177],
which enables secure registration of Dell hardware products and their remote management with
automation of upgrades, task scheduling, real-time monitoring, and configuration.
Two other platforms are: (i) IBM Watson IoT [81], which extends IBM Cloud; and (ii) AWS

Greengrass [9], which extends AWS Cloud. Both extend pre-existing proprietary Cloud platforms
towards the network edge and provide support for deploying and running application components
on IoT devices, edge nodes, and the Cloud.

7.1.2 Open-source platforms. Similarly to IBM and Amazon, Microsoft has recently released
its FC software platform for the IoT, namely Microsoft Azure IoT Edge [113], which extends
Microsoft Azure Cloud. This platform is open-source but, at the moment of writing, is still in a
preview phase.
FogFlow [34] is a FC software platform that is able to automatically and dynamically compose

multiple tasks into high-level IoT services. Each task is represented by a Docker container hosting
the data processing logic and needs to be described by the software developer through NGSI, the
standard exploited within the FIWARE European project23 for context information management.
Based on such a description, FogFlow performs the orchestration in an optimized way, deploying
tasks anywhere along the continuum from Cloud to Things, only when actually required, and based
on the locality of data producers and consumers. Availability and mobility criteria are also taken
into consideration by the system for task deployment.
Another FC software platform, which specifically targets nodes at the extreme edge of the

wireless networks (i.e., home Wi-Fi routers and wireless gateways), is ParaDrop [97]. The attention
to this specific kind of nodes is mainly motivated by their peculiar contextual knowledge about
end user devices that are directly attached to them (e.g., proximity, characteristics of the channel).
This knowledge is useful for making decisions about application placement and orchestration.
Specifically, this platform can “paradrop” services from the Cloud to the network edge in the form
of self-contained units, called “chutes”, that are deployed as near as possible to the IoT devices
requiring them (e.g., sensors, actuators, end user mobile devices). As common in many of these
kinds of platforms, chutes are implemented as Docker containers. Due to such specific design
choices, ParaDrop is particularly suitable for Smart Home and Smart Building scenarios. Although
the range of currently supported nodes is still limited to a custom Wi-Fi access point based on the
PC Engines APU2 single-board computer and few more nodes belonging to the Intel NUC family,
there is the possibility to deploy a “ParaDrop router" as a QEMU/KVM VM.
To conclude, three open-source platforms integrate the Fog in OpenStack24, which is the most

prominent open-source Cloud platform. The OpenStack project initiated in 2010 as a joint initiative

23See https://www.fiware.org/. Last accessed: 22 May 2018.
24See https://www.openstack.org/. Last accessed: 22 May 2018.
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of Rackspace Hosting and the NASA and is currently managed by the OpenStack Foundation,
a non-profit corporate entity established in September 2012. More than 500 companies have
joined the project since then, and the OpenStack development community currently counts more
than 82,000 members from 187 countries around the world [130]. The first FC software platform
extending OpenStack with Cloudlets support is OpenStack++ [74]. It is the output of the Open
Edge Computing [128] initiative, which was launched in June 2015 by Vodafone, Intel, and Huawei
in partnership with the Carnegie Mellon University. The second platform extending OpenStack
with FC capabilities is Stack4Things [99], which was initially developed by the University of
Messina and is now commercialized by SmartME.io Srl. It provides functionalities for the remote
management of IoT device fleets irrespective of their physical location, their network configuration,
and their underlying technology. It is a Cloud-oriented horizontal solution providing IoT objects
virtualization, customization, and orchestration. Last but not least, OpenVolcano [27, 131] is an open-
source platform, conceived in the context of the Horizon 2020 INPUT project25, that specifically
aims at supporting FC services in 5G-ready infrastructures. Besides extending OpenStack, it applies
Network Functions Virtualization (NFV) and SDN through the OpenFlow protocol, thus enabling
great network programmability and flexibility.

7.2 Development frameworks
We define a FC development framework for the IoT as “a set of tools (e.g., libraries, microservices,
abstraction layers) easing the development of Fog applications for the IoT and assisting the developer in
focusing on the application logic rather than on the distributed nature of the Fog infrastructure on top
of which the application will be deployed”. Table 8 reports a comparison among the FC development
frameworks for the IoT. Specifically, we report the information that we believe is more interesting
from the point of view of the application developer, namely if the framework is released under
an open-source license, the supported programming languages, and the deployment model. Prior
to starting, we point out that most of the development frameworks are tightly coupled with a FC
software platform discussed in Section 7.1. To the best of our knowledge, only two frameworks are
completely independent of the underlying FC software platform, thus totally decoupling application
development from FN management and service deployment.

Table 8. Comparison among the FC development frameworks for the IoT.

Framework Open-source Coupledwith a
platform in 7.1

Supported languages Deployment model

EdgeX Foundry ✓26 Java (officially supported) +
others (from the community)

Docker containers

macchina.io ✓27 C++ Custom C-based runtime envi-
ronment

Nebbiolo SDK ✓ Python Docker containers
FogHorn
Lightning SDK

✓ C++ (micro edition) + other
not specified languages (stan-
dard edition)

n/a

Cisco IOx SDK ✓ C/C++, Python, Ruby, Nodejs Custom containers, Docker
containers, KVM/QEMU VMs

25See https://www.input-project.eu/. Last accessed: 22 May 2018.
26See https://github.com/edgexfoundry. Last accessed: 22 May 2018.
27See https://github.com/macchina-io/macchina.io. Last accessed: 22 May 2018.
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The most important initiative within this second category of development frameworks is the
EdgeX Foundry project [67], which is hosted by the Linux Foundation. In April 2017, Dell Technolo-
gies, in conjunction with several partners and customers, launched the EdgeX Foundry project with
the donation of about over 125,000 lines of code. The project is currently being actively developed
by tens of companies including Samsung, Analog Devices, Toshiba, and others. EdgeX Foundry is a
vendor-neutral open-source interoperability framework that allows developers to implement IoT
applications in a hardware, Operating System (OS), and programming language agnostic way. It is
composed of an ecosystem of microservices that can be combined and plugged together according
to the application logic and/or easily replaced with open-source or proprietary solutions. The
reference language is Java and at the core of the architecture lies a MongoDB database, which is
used as a persistence mechanism for both the data collected by sensors and the metadata about the
connected devices. A key aspect of the project is the certification program that aims at guaranteeing
an overall ecosystem compatibility. Indeed, in order to be authorized to use the EdgeX trademark,
vendors need the Project board to certify any commercial value-add that they build within the core
framework, so that the core APIs are always supported [168].

macchina.io [70] is a toolkit that allows IoT developers to easily implement embedded applications
on top of the most commonly used Linux-based single-board computers such as Raspberry Pi. It is
based on a JavaScript and C++ runtime environment and provides several bundles implementing
interfaces to devices and sensors, network protocols such as MQTT or COAP, interfaces to Cloud
services (e.g., for sending SMS or Twitter messages), and a Web-based user interface. The core
of the platform is represented by the POCO C++ libraries that implement essential features, e.g.,
platform abstraction, multithreading, stream, datagram and multicast sockets, HTTP server and
client, SSL/TLS. macchina.io is released under the Apache 2.0 License.
What follows is the set of FC development frameworks for the IoT that are part of a software

platform discussed in Section 7.1. Within its proprietary ecosystem, Nebbiolo Technologies provides
an SDK for the development of native applications on top of the fogOS software stack [125]. The
reference language is Python, and the developers are provided with a set of tools that allow an
application to be packaged within a Docker container and deployed onto the system in the form
of a fogLet. A set of libraries are available to interact with the fogOS Pub/Sub Databus for data,
events, and alarms propagation.

Similarly, the FogHorn Lightning platform provides developers with specific SDKs. This develop-
ment framework is available in two editions, namely standard and micro, which primarily differ
from one another for their footprint. In the micro edition, a C++ SDK allows custom applications
to implement data preprocessing, data visualization, and machine learning features at the edge. In
the standard edition, a polyglot SDK further provides support for multiple industrial protocols (e.g.,
MQTT, Modbus). No open documentation is available on the system architecture; therefore, no
details about the supported deployment methods can be provided.

Within the IOx [40] ecosystem, Cisco provides the Cisco IOx SDK and other development tools,
which help developers to correctly package their applications for execution on Cisco IOx. The
SDK allows developers to use several high-level languages, e.g., C/C++, Python, Ruby, Node.js
and supports different categories of applications. Specifically, both containerized applications and
VM-packaged applications are supported. The developer can use either an ad-hoc LXC-compliant
format or the Docker tooling to containerize applications. A KVM/QEMU hypervisor infrastructure
is available for VM-packaged applications. Finally, the “IOx middleware services” provide high-level
abstractions and APIs to facilitate the development of IOx applications.
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7.3 Hardware platforms
In this section, we report the hardware solutions that are provided by the most prominent hardware
manufacturers on the market and that can play the role of FNs. Table 9 reports a comparison
among such FC hardware platforms on the basis of those features that we believe are of particular
interest in an IoT context. Specifically, besides some information about the hardware resources
and the approximate price, we include details on: (i) the network connectivity; (ii) the additional
interfaces that can be used to connect with external sensors and actuators (which represents the
main difference between this kind of hardware products and the standard Cloud DC solutions); and
(iii) the presence of hardware-based security solutions, such as Trusted Platform Module (TPM). By
looking at Table 9, it is evident that FNs are very heterogeneous, especially in terms of hardware
capabilities and therefore price.

Nebbiolo Technologies offers a series of modular hardware solutions, fully compliant with their
FC software platform, called fogNodes [124]. fogNodes exist with a wide range of form factors
and different computing capabilities, including standard x86 CPUs, FPGAs, and GPUs. Ethernet
connectivity is available by default, while Wi-Fi and LTE interfaces come with optional modules.
Particularly interesting is the presence of a TPM device onboard to provide hardware security
capabilities. TTTech produces the MFN 100 [182], a device that can be employed as FN in industrial
environments within the Nerve platform, which integrates the fogOS and the fogSM from Nebbiolo
Technologies.

Cisco provides a series of network infrastructure products fully supporting the IOx ecosystem
and thus allowing seamless deployment and execution of Fog applications. Specifically, the Cisco
800 Series Industrial Integrated Services Routers [39] are compact routers providing IoT gateway
functionalities. They offer integrated 4G LTE connectivity, Ethernet ports, and a couple of asynchro-
nous serial interfaces for sensors/actuators. The Cisco Compute Modules for the Cisco 1000 Series
Connected Grid Routers [41] are field-replaceable modules that bring FC capabilities to already
operational networks. They are specifically tailored to industrial IoT markets such as utilities,
manufacturing, and Smart Cities.

Being primarily a hardware manufacturer, Dell Technologies provides enterprises with a portfolio
of IoT-focused infrastructure products that allow them to build and deploy complete, secure, and
scalable solutions from end IoT devices, to the network edge, and up to the Cloud [50]. In this
regards, Dell Technologies portfolio includes the following products. On the one hand, the Dell
Edge Gateway 5000 [178] is the flagship product of a family of IoT gateways that is equipped with a
wide range of I/O connectors to bridge both legacy systems and modern sensors to the Internet but
also provides enough computing/storage power to aggregate data and perform local analytics. On
the other side, the Dell Embedded Box PCs [179] seem to prioritize performance and adaptability
to different use cases, rather than I/O connectivity. They are highly reliable devices for a variety of
use cases, including process and discrete manufacturing, fleet management, kiosks, digital signage,
surveillance, and automated retail solutions. Dell also provides Cloud DC solutions for advanced
analytics, data management, storage, and computation, but these are out of the scope of this survey.
Among the main hardware manufacturers, also HPE provides customers with a set of products
that are specifically designed with the FC use case in mind. The HPE GL20 IoT Gateway [101] is a
compact solution targeting verticals such as manufacturing, Smart Cities, oil and gas. Similarly
to other manufacturers’ IoT gateways, it comes with a set of I/O interfaces for connecting to IoT
devices and with enough power to quickly elaborate data and react to critical situations. Products
belonging to the HPE Edgeline family [100], such as the EL1000 and EL4000, instead, feature a
reduced set of I/O interfaces but possess an expansible amount of hardware resources, which makes
them similar to standard DC solutions.
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There exists also a considerable number of less powerful FNs, which can be therefore employed in
a more limited range of scenarios but are much cheaper than the previously discussed solutions. For
instance, in Table 9, we report information on the Raspberry Pi 3 Model B+ single-board computer
[137], which is powerful enough to behave as a FN. Indeed, the authors in [17] demonstrate the
feasibility of deploying Fog-IoT services as Docker containers on a Raspberry Pi. Other single-board

Table 9. Comparison among the FC hardware platforms for the IoT.

Manufacturer Model Hardware
resources

Network
connectivity

Interfaces for
external sensors
and actuators

Hardware-
based
security

Price

Nebbiolo
Technologies

fogNode 4-8 cores x86 i5/i7
CPUs, 8-16 GB
RAM

Ethernet (Wi-Fi
and LTE are
optional)

No ✓ n/a

TTTech MFN 100 Intel Atom 4 cores
1.8 GHz CPUs, 4-8
GB RAM

Ethernet 2 USB ports n/a

Cisco 800 Series
Industrial
Integrated
Services
Routers

Intel Atom 2 cores
1250 MHz CPU, 2
GB RAM

Ethernet, LTE
(Wi-Fi is
optional)

2 asynchronous
serial interfaces

✓ 2000$

Cisco Compute
Modules for the
1000 Series

AMD GX-410VC
4 cores 800 MHz
CPU, 4 GB RAM

Ethernet 1 USB port 2000$

Dell Edge Gateway
5000

Intel Atom E3825
CPU, 2 GB RAM

Ethernet, Wi-Fi,
BLE, LTE

6 different serial
interfaces

✓ 1000$

Dell Embedded Box
PCs

4 cores x86 i5/i7
CPU, 4-32 GB
RAM

Ethernet, Wi-Fi,
BLE, LTE

5 USB ports, 3 dif-
ferent serial inter-
faces, GPIO

✓ 1000$

HPE GL20 IoT
Gateway

Intel 4300U 2
cores i5 CPU, 8
GB RAM

Ethernet, Wi-Fi
(LTE is optional)

5 USB ports, 2 dif-
ferent serial inter-
faces

2000$

HPE Edgeline
EL1000/4000

1-4 Intel Xeon D
8-16 cores each, up
to 128 GB RAM

Ethernet via PCIe
expansion slots

3800$

Raspberry Pi
Foundation

Raspberry Pi 3
Model B+

1.4GHz 4 cores
ARM Cortex-A53
CPU, 1GB RAM

Ethernet, Wi-Fi,
BLE

4 USB ports, 40
GPIO pins,
Camera Serial
Interface

35$

Qualcomm DragonBoard
820c

2.35GHz 4 cores
CPU, Adreno 530
GPU, 3GB RAM

Wi-Fi, Bluetooth 3 USB ports, pins,
Camera Serial
Interface

200$

Qualcomm DragonBoard
410c

1.2GHz 4 cores
ARM Cortex-A53
CPU, Adreno 306
GPU, 1GB RAM

Wi-Fi, Bluetooth 3 USB ports, pins,
Camera Serial
Interface

75$

Intel Edison 500MHz 2 cores
CPU, 100MHz
MCU, 1GB RAM

Wi-Fi, Bluetooth Total of 40 GPIO
pins

50$
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computers that are worth mentioning as potential FNs are the Qualcomm DragonBoard 820c [144],
the Qualcomm DragonBoard 410c [143], and the Intel Edison board [83].

7.4 Towards a standardisation
The proliferation of proprietary solutions in ICT inevitably leads to delays in innovation and
development and to strong limitations to the potential economic impact that ICT might have.
Looking at the IoT, the McKinsey Global Institute states that interoperability is required on average
for 40% of the total potential economic value that the IoT enables [106]. Therefore, it is time for
technology suppliers to give birth to interoperable ecosystems by cooperating on the definition of
standard technologies, protocols, and architectures.

Following this direction within the FC field, the OFC was founded in 2015 by ARM, Cisco, Dell,
Intel, Microsoft, and the Princeton University and currently has 62 members throughout the world
[44]. The stated objectives of the Consortium are: (i) to create an open, comprehensive reference
architecture for the Fog; (ii) to promote the adoption of the Fog in the several application domains
that may benefit from it; and (iii) to influence Fog standards development through liaisons with
standardisation bodies. In February 2017, the Consortium released the OFRA, thus paving the way
to a multi-vendor interoperable FC ecosystem. More recently, in June 2018, the IEEE Standards
Association (IEEE-SA) adopted the OFRA as an official standard [11], namely the IEEE 1934TM.

We now provide a high-level overview of the salient characteristics of the above-mentioned
architecture; further details may be found in [42]. Eight core principles, known as pillars, guided
the definition of the entire OFRA; they are: (i) security; (ii) scalability; (iii) openness; (iv) autonomy;
(v) reliability, availability, and serviceability (RAS); (vi) agility; (vii) hierarchy; and (viii) programma-
bility. Basically, the OFRA consists of five vertical perspectives and three horizontal views. Each
perspective represents a cross-cutting concern that involves all the layers of the architecture. In
other words, perspectives are the OpenFog pillars made integral part of the architecture itself. On
the other hand, each of the three views is a set of layers that represents one or more specific aspects
of the architecture. To be more precise, the Node View includes all the aspects of interest to the chip
designers and the silicon manufacturers, as it clarifies the generic characteristics (e.g., computation,
storage, networking) that a chip in a FN should possess. The actual FN is a composition of one or
more chips (i.e., Node Views) with some additional elements. The higher the number of chips in a
FN, the higher its expected positioning within the Fog hierarchy due to its greater capabilities. The
OpenFog view that represents a FN is called System View, and typically the stakeholders interested
in it are the system architects and the hardware Original Equipment Manufacturers (OEM). To
conclude, the Software View characterizes the software running on a FN. It includes the software
for the management of the node and its communications, the application services, and the software
required to support them (e.g., VMs and containers, software libraries, databases, message brokers).
As such, this view is of interest to the software architects and the application developers.

8 LESSONS LEARNT AND CONCLUSIONS
The Fog is a Cloud closer to the ground. As such, FC extends the Cloud toward the network edge
(which does not mean only at the network edge), distributing resources and services of computing,
storage, and networking anywhere along the Cloud-to-Things continuum. The resulting topological
proximity to the end devices is the key enabler of innovative applications and services that were
not conceivable when relying only on the distant Cloud. Moreover, although FC is tailored to the
IoT, it is easily applicable in many other industry verticals that do not fall under the definition of
IoT. In this paper, we have provided a comprehensive survey on FC, with a specific focus on its
employment within the IoT context. In what follows, we report the lessons learnt from this work
by grouping them in two main categories.
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FC is no more in its early stages. Since its very beginning, the Fog has been drawing the
attention of both academia and industry. This growing interest toward FC has been contributing
to a significant technological advancement in the field. Indeed, as we have shown in this survey,
several scientific papers have proposed to employ the Fog in the most diverse IoT vertical domains,
although its application within the ITS and Smart Healthcare has been investigated the most.
Moreover, this survey has clearly highlighted how several ready-to-use software and hardware
products already exist to realize FC environments for the IoT. Most of the open-source software
platforms are an extension toward the network edge of a pre-existing Cloud platform (typically
OpenStack), while commercial platforms are mostly independent solutions. Besides, the analysis of
the available hardware platforms has clearly shown that these products greatly differ from one
another, especially in terms of hardware resources and therefore price. This result confirms how
the heterogeneity among FNs is one of those characteristics that distinguish FC the most from a
Cloud-only environment. Last but not least, FC is experiencing significant standardisation efforts
and promising collaborations, which are fundamental for a wider and quicker adoption of this
paradigm. In June 2018, the IEEE-SA officially adopted the OFRA as the new IEEE 1934TM standard,
while ETSI MEC will be a key feature of the next 5G networks. In addition, the recently signed
MOU between the ETSI and the OFC is a first step toward further advancements in the field.

FC is far from complete and established. Although FC is an extension of the Cloud and
resembles it in many respects, a Fog environment presents several characteristics (e.g., distribution,
heterogeneity) that distinguish it from a Cloud-only one. The research community has been dealing
with the challenges that derive from these distinctive characteristics of FC, and many results have
been actually achieved over the years. Nevertheless, several open issues and research directions are
still worth of investigation for the final solution of such challenges. To conclude, in this survey we
have outlined how the application of FC within some IoT vertical domains has been less investigated
than in others. For instance, there is still a lot of work that should be carried out to integrate the
Fog into Smart Homes and Buildings.
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